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Search for the lepton-family-number nonconserving decayu™ —ety
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I. INTRODUCTION orbit and (b) pair spectrometers to detect the photons and

The standar®U(3)x SU(2)x U(1) model of the strong determine their energy, propagation direction, conversion

: ) time and location. To extract the vector momentum of the
and electroweak interactions has proved to be remarkab

; - ) . R;hoton, the intersection of the positron with the target was
successful in describing current experimental results, wit Lssumed to be the oridin of the bhoton. The replacement of
only the evidence for neutrino oscillatiofs| and the recent g P ) P

. the total absorption calorimeter used in previous experiments
measurement of the muon anomalous magnetic mop2nt

falling outside its expectations. The standard model is nonet?y pair spectrometers was a trade-off of detection efficiency

: " - . for resolution, solid angle, and temporal stability. To maxi-

theless believed to be an effective low-energy approximation . .

of a more fundamental theory as it contains many free par_nlze the solid anglie acceptanpe, the photon system .ne.arly

rameters and unexplained symmetries. Many extensions t%urrounded the positron detectlon_system. The magnetic field

’ was produced by a superconducting solenoid, and the spec-

the standard model have been proposed. Often these are M ometer system was cylindrical in shape, with the cylinder
tivated by attempts to justify features, like parity violation or y y Pe, y

lepton-family-number conservation, which are put in “b axis parallel to the solenoid field.
P " y-n . ' P Y The positron MWPCs were constructed with as little mass
hand” to explain experimental data.

as possible to minimizelE/dx energy loss, annihilation in

Essentially every extension of the standard model 'n'ﬂ('_ght, and multiple scattering. Otherwise the positron energy

cludes new heavy particles that mediate rare decays that a 2d position resolutions would be degraded and the photon

otherwise forbidden. The most sensitive decay mode varie%ack rounds would be worse. This requirement imolied that
by model, so it is important to study a range of rare decays in 9 ' q P

the search for new physics. The rare de ey is the no support structures for the MWPCs could be located in the

classic example of a reaction that would be allowed excep[?os'tron orbit region. The positron spectrometer was seg-

for the separate conservation of muon and electron numbeps]ented in a way that minimized the occupancy in a high rate

within the standard model; in fac— ey is predicted to environment, especially in the presence of magnetically

. : : trapped positrons. The muon decay target had to have suffi-
occur in most proposed extensions. For example, it has been .

o .clent mass to stop the muon, but conversely had to impose
shown that a broad range of grand unified supersymmetri¢

. . . . minimum mass through which the positron would pass,
theories predict thatt— ey should occur with a branching . : : ;
ratio in the range 10%°-10 * [3], and the current world which dictated a passive target. These conditions were met

limits on u—ey and other lepton-family-number violating by a target that was highly inclined with respect to the beam.

q includi d This solution had the added feature of spreading the stopping
ecays — Inclu |ngt1u—>ey7;; ,u—>beeean "éTe c?r;.ve.rt— distribution along the beam direction, which allowed for
slon in a muonic atom — have been used to set imits OrIJackground suppression by requiring the photon and positron

many proposed extensions to the standard model. Referen&? originate from the same point in the target
[4] provides a recent review. '

) To achieve a sensitivity of 132 in a reasonable time, the
The MEGA Collaboration was formed to segrch for_ Fhemuon decay rate was set as high as possible consistent with
decay u—ey at the Los Alamos Meson Physics Facility

o _ o minimum confusion in positron tracking and acceptably low
(LAMPF). The most sensitive previous limiBi(."—~e"y) 4o, times. The experiment was positioned in the LAMPF
<4.9x10 1 (90% C.L), was obtained with the Crystal Box : P P

: stopped-muon channel and set to accept the full muon beam.
c.jet.ector[S]. The MEGA exp.enmeni pro‘j”"ed a newfi?perThe anticipated muon decay rate constrained the positron
limit on the branching ratio,B(u"—e™y)<1.2X10

; . . ) detector MWPC cell size to achieve acceptable occupancies.
(90% C.L), as discussed briefly in Rdf6]. This paper pre- P P

e . .. The dominantu— ey background comes from photons
sents a more complete description of the experiment and itge5 5 g MeVv in accidental time and spatial coincidence
results.

with a random positron emanating from another muon de-
caying in the target. Because the mass of the positron
MWPCs was very low, the most likely source of these pho-
tons was from the internal bremsstrahlu@i§) processu

The MEGA experiment was designed to find the decay—eyvv. Also high energy photons could be generated by
u"—e*yin a background-free environment if its branching positron annihilation along its orbit. The IB process has a
ratio was greater than 1% The decay was to be isolated very low probability of producing photons with energies
from all backgrounds by its unique kinematic signature: aclose to 52.8 MeV, so good photon energy resolution pro-
muon at rest decaying into a time and spatially coincidenwided a particularly important background rejection factor.
photon and positron with equal and opposite momenta oFurthermore, because the magnetic field confined charged
52.8 MeV/c. The identification of theu— ey signal relied particles to the central region, the photon detector was ex-
on precise and accurate measurements of the vector momengacted to be very “quiet” in the presence of a high muon
of the photon and the positron at the muon decay point andecay rate. This naturally led to an event trigger that required
their relative times. a single high energy photon.

Accordingly, a high precision magnetic spectrometer sys- Nonetheless, the trigger rate in the photon detector was
tem was constructed with two distinct and separated partexpected to be-2 kHz, which would be too high to allow
(@) a low-mass system of multiple-wire proportional cham-all of these events to be written to tape. Therefore an addi-
bers (MWPCs to track the positron orbits plus a series of tional software filter was needed to ascertain whether there
plastic scintillators to determine the end time of the positronwas sufficient information in the photon spectrometer and

II. EXPERIMENTAL DESIGN PHILOSOPHY
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Positrons from muon decay followed helical trajectories
in the magnetic field. They were observed by an array of
eight cylindrical, high-rate MWPCs that surrounded the stop-
ping target. The MWPCs measured the crossing of positron
tracks in all three dimensions, which allowed for the deter-
mination of the muon decay point and the positron momen-
tum. Two annular arrays of plastic scintillators, located near
the ends of the positron wire chambers, provided timing in-
formation. After passing through the scintillators, the posi-
trons entered thick lead-Hevimet annuli, where they stopped
while producing a minimum of high-energy gamma radia-
tion. Cylindrical plastic scintillators that were located inside
the upstream and downstream positron scintillator arrays and
beyond the lead-Hevimet annuli, “ring counters,” provided
timing calibrations. The positron spectrometer had an outer
radius of 30 cm, large enough to contain all the positrons that
were produced by muons decaying in the stopping target.

Photons from muon decay were observed in a set of three
oncentric, cylindrical pair spectrometers that surrounded the
ositron spectrometer. Each pair spectrometer utilized two

FIG. 1. A schematic view of the MEGA detector.

then the positron spectrometer to support a posgibleey
hypothesis. This on-line filter ran in a system of computersC
that were programmed with fast, reliable code intended t

make decisions either to keep or discard triggers. The r ?ﬁd f?'lst to conv;zrt h|9[h-energy pEOtorj[S wr(lé(/jet;] palrz. t
quirement on processing speed was driven by the need t € electrons and positrons were then tracked through a se

; ; f drift chambers to determine the energy and propagation
analyze all triggers from a LAMPF pulse and write the se-O 9" -
Iecte):j candidgt% events to tape in fhg ms period between direction of the original photons. An MWPC located between

pulses. The requirement of high reliability mandated exten:[he two convertor foils determ[ned'w'here a given .photon
sive testing of the on-line code with a well-developed Monteconverted, and an array of plastic scintillators determined the

- - - L . __~conversion time.
Carlo (MC) simulation package prior to its implementation . . .
in the(expc)ariment P gep P The hardware trigger for the experiment was designed to

The on-line filter was designed not to reject mapy identify high-energy photons in .the pair spectrometers.
— ey signal candidates, and therefore, the data written rgvents that passed the hardware first- and second-stage trig-
tape would likely include large numbers of events that werdJers were read into a workstation where a partial analysis of

not consistent with a.— ey hypothesis. Off line, the data each photon shower was performed, and then the hits in the

were to be studied with a series of increasingly more rigor—pos'tron spectrometer were examined to determine if the

ous, and more time-consuming, analyses, each reducing ghainimum number necessary to suppotk.a>ey hypothesis

volume of data, and finally retaining only those events that'¢'® present, If so, f[he event was written to tape for subse-
quent off-line analysis.

were highly probablex— ey candidates.
The accuracy of the experiment depended on regular and
extensive temporal and spatial calibrations to assure that the
test of time coincidence and the requirement for precise spa- The LAMPF accelerator had a macrostructure of between
tial tracking were not systematically compromised. The tem6% and 9% and a repetition rate between 60 and 120 Hz.
poral and spatial accuracy was affected by a wide range dfhese conditions were set by the accelerator-operations staff,
environmental parameters and apparatus characteristicgsnd the MEGA experimenters adjusted the aperture of the
which needed to be monitored in coordination with the eventhannel(see belowto keep the instantaneous rate a constant
information saved to tape. Moreover, these calibration dat&go about 3%. The microstructure in the beam of 5 ns was
required substantial subsequent analyses to assure the acfigelevant because it was short compared to the muon life-

B. Beam

racy and reliability of thew— ey search. time.
The stopped-muon channel at LAMRF] provided the
. EXPERIMENTAL DETAILS muons for the MEGA experiment using a surface-muon

beam[8] tune. The characteristics of the beam were a flux of
2x10%/s, 4% muons above the kinematic end point from
Figure 1 shows a schematic view of the MEGA detector.stopped-pion decay (29.8 Med) in the production target,
Both the positron and the photon spectrometer systems weend a ratio of positrons to muons of 10:1. To reduce the
contained within the 1.5 T magnetic field produced by a supositron flux by a factor of 100, a 20.3-cm gap by 127 cm
perconducting solenoid magnet. A surface-muon beam frortong, crossed electric and magnetic field separator, operated
the LAMPF stopped-muon channel entered the detectoat a total voltage of 200 kV, was employed upstream of the
along the axis of the superconducting solenoid. The beartast focusing quadrupole. The beam was tuned in the last lens
stopped in the elliptical target foil located at the center of theto enter the solenoid with as little loss as possible; the sole-
detector. noid also had a strong focusing effect on the beam. In order

A. Overview
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to produce an extended longitudinal beam spot on the slantagsed in the Large Aperture Solenoidal Spectrometer at SLAC
target, the spot was purposefully defocused to have a full9]. For MEGA, only 3 of the original 4 superconducting
width at half maximum(FWHM) of 3.5 cm(normal to the  coils were used and the large opening in the downstream iron
beam directionwith the solenoid at nominal current. When noje piece was filled with iron except for a small hole along

all beam tailoring with slits was completed, the maximumine axis. The solenoid had a clear bore diameter of 1.85 m
stopping rate available wasdl0' s for 1 mA of protons and a clear bore length of 2.89 m. The superconducting

incident on a 6-cm graphite production target Cu-Nb coils were immersed in a 4000 liter liquid helium

The central momentum of the tune was 28.3 MeWith . : , .
a 10% acceptance. A very small fraction of the muonddath during operation; they carried 1178 A with a current

stopped in the vacuum window between the beamline angensity of ~4000 Alcnt, which produced a 1.5 T central
the solenoid, and their decays were used for calibrating théeld.

timing of the upstream scintillators. Following the vacuum  Prior to inserting the spectrometers, the magnetic field
window, a degrader foil was placed inside the heavy leadvas measured on a 5.1 cm grid using Hall probes, which
shielding upstream of the target. The degrader thickness wagere calibrated in a uniform field measured with an NMR
chosen so that 75% of the muons stopped in the slantegrobe. The principle component of the cylindrical magnetic
target. The balance propagated to a foil that was inside thge|d was along the incoming beam direction, and varied by

downstream shielding. Essentially all of the remaining_ 3o within 1 m of themagnet center along the central axis,
muons stopped there, and their decays were used for CallbrE*X/‘lth larger variations at increasing distances off axis. During

ng tthe tlrtnhlng Otf. thc?[e(;?wnstt(ean: t?]cmélllﬁtotr;oAt this mo- data acquisition, the current in the magnet was held constant
mentum, 71 ei;ma p alo &l e Getec oor separa- to <0.1%. The detailed field map was tabulated for use in
tor) was 3X10°, and residual positrons that passed the e

separator were focused by the solenoid and went harmlessfita analysis.
through the apparatus.

The procedure for calibrating the number of muon stops D. Target
involved several steps. Initially, with the magnetic field off, a . ,
beam of muons and positrons was brought into the center off The muorr:_s:(oppllng targ@lO] consh|st§d o;‘]a planarlshe(;t
the magnet. The particles passed through a thin ion chamber, 0.1 mm thic My ar oriented suc that the normal to_t €
a 0.16-cm-thick scintillator 10 cm downstream, and a 1.3farget plane was inclined at 83° with respect to the incident
cm-thick scintillator another 10 cm downstream. The separamuon beam. This Mylar target was supported in space by
tion between these elements helped to keep the solid angtégid attachment to the inside walls of a 3@m thick Mylar
for detecting muon decay products low. With low intensity cylinder, 7.6 cm in diameter, giving the target a planar ellip-
beam, the number of muons were counted in the first scintiltical shape. The length of the target along its major axis was
lator where they stopped, and the positrons were counted iapproximately 50 cm. The supporting cylinder was filled
the thicker scintillator. The sum of the energy depositionwith helium gas and was maintained in its rigid shape by a
from both species was measured in the ion chamber. Thgg torr differential helium gas pressure. In this inflated form,
contribution of the muons to the ion chamber response wage target was measured to be flat, with deviations from flat-
then deduced by placing a degrader upstream of the i0fgss |ess tharr 1 mm.
chamber to remove the muons. Next, the field was turned on, The inclined thickness of the target as seen by the incom-

with the ion chambefelectric field parallel to the magnetic ing beam was sufficient to stop 75% of the muons, passing

field) upstream of a surface barrier Si detector, and the rat'?)nly those that underwent significant multiple scattering. By

of muons to positrons was measured W'th the field on but ag:ontrast, the thickness presented to outgoing positrons of in-
low rate. Finally, with the field on, the ion chamber was

. terest was small, thereby introducing minimum energy loss,
placed substantially upstream of a target that stopped all thg ultiple scattering and annihilation. The target inclination

muons in the beam. The count rate of several of the upstreaﬁiSo spread the muon stoopina distribution over a broad
positron timing scintillators, which detected muon-decay b bpIng

products, was compared to the ion chamber charge. The Lange inz, enhancing the ability to distinguish between the

tios were observed to track linearly. Thus a calibration of theseparate origins of photons that were produced in random

upstream positron scintillators to the muon-stop rate wago'gg'g:l?;: tvr\mlghta?rosélttr\?vgss. assive. the first point where the

made. A comparison of the acceptance of these scintillator, > iectory of a osi?ron waspmeasu,re d was tp ically several
to a MC simulation agreed to 5% under the assumption o jectory P > typically

N : . . __centimeters away from the muon-decay point. Therefore, the

97% muon polarization at the time of their decay. The inte- :

) . . .vector momentum of the positron at the muon decay was

grated counts in the positron scintillators were then moni-

tored throughout the data acquisition to extract the total numgetermmed from the intersection of its observed helical track

ber of stopped muons. The stability of muon counts in thesWith the target plane. This made precise knowledge of the

o I .?arget location critical. The position of the target when
scintillators was about 1% over the lifetime of the experi- ; . 4 .
ment mounted in the spectrometer was determined by direct visual

measurements, based on a grid penned on the target surface.
Approximately 100 points on the target were measured in all
three coordinates using survey instruments. Their locations
The MEGA detectors were located inside a large-bore suformed a plane with a fitteg? of 1.1 for errors of 1 mm on
perconducting solenoid magnet. This magnet was originallghe space points. The absolute location of the target was mea-

C. Magnet
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Outer Cathodes
Anode Wires

Inner Cathodes

stripes.

FIG. 2. An axial view of the positron spectrometer showity
the lead and Hevimet terminus for the positrof®) the Snow
White MWPC, (3) the dwarf MWPCs, and4) the positron scintil-
lators. The outer circle represents the tension shell.

FIG. 3. A partial cut-away view of a dwarf chamber showing the
anode wires between the two cathodes with counter-directed helical

ground plane were chosen to achieve the design resolutions
at the decay poin2 mm in space and 0.5% in momentum
and to have acceptable occupancy rates.

A longitudinal position resolution of 4 mm for a track
crossing was required to obtain better than 0.5% momentum

_ o _ resolution. To achieve this goal, the copper coating on the
sured with the same precision when the target was in placgathode foils was segmented into electrically separated, he-

for data acquisition.

lical shaped stripes, each of which had an individual readout.

To reduce occupancy rates, the stripes were separated into

E. Positron spectrometer

The positron spectrometgtl] consisted of a large central
cylindrical MWPC (called Snow Whitg and seven smaller
cylindrical MWPCs(called dwarf$ as shown in Fig. 2. The
size, position, and internal design of these chambers wer%<
chosen on the basis of MC studies to keep the occupancy
the individual elements te-25% with particle fluences of
4x 10" mm ?s 1, so as not to confuse the pattern recogni-
tion. (An original design of 3 concentric cylindrical MWPCs
failed the occupancy requirement$he overall diametef60
cm) of the positron spectrometer was large enough to keeg
all orbiting positrons from entering the photon spectromete
due to the 1.5 T solenoidal magnetic field. The length of the®
chambers was chosen as 126 cm to match the solid ang
acceptance for the.—evy signal within the photon spec-
trometer.

tillators.

To minimize multiple scattering and to reduce the producd 12l Water vapor (0.2%

tion of high-energy photons, the chambers were built with a
effective thickness of 10 # radiation lengths, including
the thickness of the cathode foils, the gas in the chambers,

upstream and downstream channels by a division at the me-
| dian plane. The copper coating on the Snow White cathodes

was divided into stripes only over the scintillator region,

leaving the copper coating in the central region unbroken
cept for the division at the median plane. This prevented
e high occupancy rate in the central region of Snow White
rom obscuring the resolution required adjacent to the scin-

A sophisticated gas system was built to mix the chamber
gases and to maintain the 20 torr differential gas pressure
at was required to support the chamber cathode shapes. In
ddition, the gas system was used to inflate the muon stop-
ing target support cylinder. The high occupancy rate in the

ectrometer dictated that a fast chamber gas be used. A
reon/isobutane mixture of 80% GFand 20% isobutane
achieved this goal with an ion collection time ef15 ns

) was added to the gas mixture to
psuppress continuous discharges. Also the inner and outer vol-
umes that surrounded the MWPCs were filled with helium to

and the wires. The design avoided structural supports in the TABLE I. Parameters of the MEGA positron spectrometer

MWPCs anywhere in the detector volume where positronNWPcs-

might pass. Accordingly, the wire tension was maintained by
a cylindrical support, the “tension shell,” external to the pos- Chamber length
itron orbit, and the cylindrical shapes of the thin cathodeChamber radius
foils were maintained by differential gas pressure. The cham- _
ber anode wires were too long to be electro-mechanicallyVire spacing
stable under high voltage, so low-mass garland support$/re type
were required to mechanically divide the wires into shortefWire tension
regions. Half gap

The basic layout of a dwarf chamber is shown in Fig. 3,Cathode foil
and the chamber parameters are listed in Table |. The orierzathode stripe width
tation of the anode wires parallel to the magnetic field mini-
mized the number of anode cells activated by a helical poscathode stereo angle
itron path since the same cells would be struck multiple
times in the orbit. The spacing between anodes and the sepghamber gas

126 cm
11.138 ctBnow White
5.982 cm(Dwarfs)
1.3 mm
15%m Au-W
25¢
1.778 mm
Cu(200 nm on Kapton (25 um)
2.7 mitSnow White
2.8 mm(Dwarfy
29.083now White
16.61° (Dwarfs)
CF80%)+ C4H;4(20%)

ration between the anode high voltage plane and the cathode

112002-5
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0.894 cm 0.5° NI 29 MeVe/+
+ 122.5° S

0.615 cm

FIG. 4. Cross-sectional view of a positron scintillator.

reduce positron interactions as they passed through the spec-
trometer.

A LeCroy 1445 high voltage suppl{l3] provided the
high voltage for the MWPCs. It was linked via a serial con-
nection to a computer running the LabVi¢a4] instrument FIG. 5. Across sec_tion ofa pair_ spectrometer layer, _shgwing _the
control program. The LeCroy 1445 was chosen because ﬁlumlnum suppo_rt cyhns:ier for an inner layer, gnd the timing scin-
provided an exceptionally fast trip response, which was Criti_tlllators, conversion cyllnders, MWPC_ and d_rlft detector_s for t_he
cal for these chambers, while allowing computer-linked Con_next. outer layer. A typical conversion in the first conversion cylin-
trol and monitoring. The LabView controlling program was der is shown.

written to allow simultaneous independent control of each ofmulti le crossing of the track when the positron helical orbit
the 13 different high voltage supplies used. P 9 P

The positron chamber read-out systdfti] was con- intersects the same helical cathode cell on a later crossing. If

strained by several requirements. First, the high instantat-he same read-out channel was hit repeatedly within the re-

neous rate per wirel0—20 MH2 required a wide bandwidth solving time of the electronic®0 ng, as happened routinely

(~100 MHz) in order to resolve the chamber hits cleanly.for the anodes when positrons spiraled nearly perpendicular

. . to the magnetic field, the pulses piled up. This pile-up greatly
Second, the high flux through the. chambers made'|t NeCeIhcreased the dynamic range requirement on the electronics.
sary to run the MWPCs at relatively low gas gair§

» 10%), thus requiring highly sensitive electronics with ex- The channel-to-channel cross-talk isolation of the preamp-
tremel’ low nc?ise Igvelz }Il:inall the limited real estateIiﬁer cards was measured to be 30 dB. However, if a great

nely ' v, L deal of energy was deposited near the same wire by several
available for the chamber-mounted preamplifiers and th

X . . trossings of a positron, a very large pulse occurred that in-
large number of channels restricted the design to a bare MiNGced cross talk on neighboring wires. Such an event had a

mum of compqnents_. P_rez_impllfler outpu_ts were sent t(.) raCkémall probability, but at high muon stopping rate, this small
motnted ampl!flgr—dlscrlmlnator cards within the e.XPe”men'probability was multiplied by the large number of channels
tal cave. Discriminator outputs were routed to Phillips 10C2in the entire system so that there was cross talk in nearly

[15] FASTBUS latches for read out. every trigger. To reduce the effect of the cross talk, both the

Positron timing information was obtained from the 174, stopping rate and the gain of the chambers were re-
plastic scintillator strips that formed two cylindrical barrels. duced below design values. The result was a limit on the
Each scintillator was a 30-cm-long rod with a trapezoidal. '

cross sectiofisee Fig. 4. This shape was chosen to minimize Instantaneous muon stqp_ rate_,- of 250° Hz, and average
Lo : L anode and cathode efficiencies of 95% and 85%, respec-
the number of scintillators crossed by a single spiraling pos:.
) > oo . -~ tively.
itron. Each scintillator was individually wrapped in alumi-
nized Mylar foil for optical isolation. The end opposite the
light guide connection was blackened to prevent multiple
reflections. The scintillators were closely packed into a barrel The photon detectdrl6—19 consisted of three indepen-
on the outside of the lead-Hevimet absorber. One scintillatodent, concentric, cylindrical pair spectrometers, which sur-
was missing to allow space for a tube to supply gas to theounded the positron spectrometer. Pair spectrometers were
space between the target and Snow White. Each scintillatathosen for detection of the decay photons because they pro-
was connected to a phototube with a 1.8-m-long optical fibevided some directional information, and comparatively, the
light guide so the phototubes could be located in a shieldedest possible combination of energy, timing, and spatial reso-
enclosure outside the magnet. Signals from the phototubdations for the 52.8 MeV photons of interest. Increased con-
went to FASTBUS analog to digital convertg8DCs) and  version efficiency, while maintaining good energy resolution,
to discriminators, which fed FASTBUS time to digital con- was achieved by using a system of multiple spectrometers.
verters(TDCs) [15] and a logicor for trigger purposes. The detector had fine granularity, which allowed high data
An unexpected property of the detector, combined withrates with low event pile-up.
the response of the electronics, limited the rate capability of A cross sectional view of a pair spectrometer sector is
the experiment. As noted above, anode cells oriented parallghown in Fig. 5, and Table Il gives radial dimensions of the
to the magnetic field could be crossed multiple times by acomponents. Each pair spectrometer was about 175 cm in
helical positron track. The cathodes also could experiencexial length. It contained two cylindrical, lead convertor foils

FOAM  [XIC CARBON

FOIL = = =DELAY READ OUT e LEAD FIBER

F. Photon spectrometer
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TABLE II. Components of the photon pair spectrometers. All chamber region; their trajectories were used to determine the

radii are in cm. transverse component of their momenta. After making circu-
lar arcs through the drift chamber region, the pairs then
COMPONENT Layer1  Layer2  Layer3  nhassed back through the conversion cylinders, the MWPC,
Scintillator and the scintillator. Depending on energy loss and multiple
Number of scintillators 40 60 80 scattering in the scintillators and the aluminum support cyl-
Radius 320 47.9 63.4 inder, the pairs could continue to spiral in the magnetic field,
although with smaller radii, so that in cross section the tra-
Lead conversion cylinder jectories did not overlap. Tracking information was utilized
Radius of 1st 336 49.5 64.9  only from the first pass of the leptons through the drift cham-
Radius of 2nd 34.5 50.4 658  pers, although multiple scintillator hits were used to improve
MWPC event timing.
Number of wires 416 640 832 The z location of the pair vertex and the posmon where
Radius 342 50.1 65.5 each lepton spiraled back through the conversion cylinder
were measured with the delay lines. These points determined
Drift chambers the polar(dip) angle of the photon with respect to the cylin-
Number of wires 208 320 416 der axis. The dip angle was combined with the measurement
DC1 radius 35.3 51.3 66.7 of radius of curvature of the leptons in the magnetic field to
DC2 radius 36.1 52.1 67.5 compute the full energy of the photon and its propagation
DC3 radius 36.9 52.9 68.3 direction. The position of a drift-cell crossing was deter-
DC4 radius 71.1 mined with a precision of about 20@m in the direction

transverse to the magnetic field and about 1 cm in zhe
direction. The time of the photon conversion was obtained by
correcting the time appearance of the scintillator signals for
the flight time of the leptons.

: . The delay lines were composed of an etched laminate of
between which was a MWPC. Just outside the converter cyl; ' e : .
inders was a set of cylindrical drift chambers to track the34 wm thick copper sandwiching a 7im thick polyamide

foil. The signals were read differentially at each end by a

conversion pairs. A scintillation barrel, placed inside the Con'voltage preamplifier feeding a constant fraction discrimina-

version layers, timed the traversal of the then back-travelinq‘:Jr and the resulting signals were then gated into a

Iep.ton pairs, and a_Iso measurgd their trajectory diameterl%AéTBUS TDC to record the timing information from each
which were proportional to their transverse momenta. Th|sdelay line. Each line was thus equivalent to a distributed

ir)formati_on was used in the trigger to gelect only the conver, arameter transmission line, and because the resistance was
sion of hlgh-energ_y photons. The_ scintillators were also USeot negligible compared to the characteristic impedance of
to determine the time of conversion and to establish the iM& o line. the signal rise time degraded and the pulse ampli-
reffarrhenc;e fqr thefc:Llfé gﬂgmgg Tl?rgsS.'n each laver was bal'gude decreased as a function of distance along the line. Al-
€ tension o . Wi : yer w though constant fraction discriminators were used to reduce
anced by the compressional resistance of a rolled and Weldet- e effect of the time walk of the signal, this effect was
nonetheless, a significant problem, and limited the spatial

aluminum cylinder, 2 mm in thickness, which was placed
beyond the maximum turning radius of reconstructatile 0resolution to abouL/L=0.5% for the approximately 175
m long lines.

Aluminum support cylinder
Radius 47.6 62.8 88.3

tracks. This cylinder also acted as the outer gas barrier f
the drift chambers.

Each of the three spectrometer layers contained 3 conven-
tional, cylindrical drift chambers with individual drift cells
approximately 1 cm long and 0.8 cm high. A fourth set of The dominant source of photon background was the 1B
drift chambers was added to the outer layer. These cellprocess. High energy photons emitted in IB have a high
except for the inner drift chamber of each layer, were definegbrobability to be accompanied by a low energy positron. In
by sense wires at the center of the cell, and field wires posieontrast the probability of low energy positrons from normal
tioned at the corners and between each sense wire. In threuon decay is small. The IB positrons were easily and
case of the inner drift chamber, the outer surface of the coreleanly detected in coincidence with high energy photons in
version cylinder formed an equipotential on which a delaythe Crystal Box detectd5]. The MEGA detector was instru-
line [19] was positioned under each sense wire. mented with internal bremsstrahlung veto scintillators

Atypical event had a pair conversion in either the inner or(IBVs) mounted on the surface of the pole tip penetrations,
outer lead conversion foil, each being 0.045 radiationwhose purpose was to veto low-energy positrons emitted in
lengths. If the conversion occurred on the inner foil, the paithe IB process. In the 1.5-T magnetic field, 0- to 5-MeV
traversed the MWPC and the outer foil layer before enteringositrons were constrained to follow the field lines and thus
the drift chamber region. Thus, a signal in the MWPC at thehit the 30-cm-radius penetrations in the magnet iron sur-
vertex of ane*e” pair identified these specific events. The rounding the beam. The time of arrival of these positrons
e"e” pair curled in opposite directions through the drift ranged from 20 to 80 ns after the muon decay, as determined

G. Internal bremsstrahlung veto

112002-7



M. AHMED et al. PHYSICAL REVIEW D 65 112002

TABLE 1. A comparison of MEGA trigger rates at full beam event. It also kept track of the FASTBUS-module busy sig-

intensity (in Hz). nals, sent start signals to the second-stage trigger, monitored
the result of the second-stage trigger decision, and sent out a
ltem Peru stop  Instantaneous  Average  fast clear or transfer-to-memory sign@k., keep the event
4 stop 1. 2.6¢10° 1.3x 10 for subsequent read guib the appropriate FASTBUS mod-
First-stage trigger 12104 3.1x10° 1.6x10° ules following the second-stage trigger decision. All of these
Second-stage trigger ~ 6x410°° 17X 10 8.3X 107 tasks were accomplished under computer control.
Photons-47 MeV?@  8.5x10°° 2.2x10° 1.1x 10 Each pair spectrometer had dedicated FASTBUS TDCs,

ADCs, and latchef15] that could be read out independently
®Reconstructed in off-line analysis from data with the on-line filter to minimize the dead time. However, the positron spectrom-
for the positron spectrometer temporarily disabled. eter needed to be read out for every event, regardless of
which photon layer generated the trigger. To facilitate this,
by the initial dip angle. During the development of the beamthe TDCs and ADCs for each positron scintillator were read
for the experiment, it was discovered that beam halo preby alternating between a pair of modules, designated “even”
vented IBV counters from being effective upstream. Conseand “odd.” This allowed the data acquisition system to ac-
quently four counters were mounted in the top, bottom, leftcept, for example, a trigger in layer 1 while a previous trig-
and right positions, which were only used to monitor theger from layer 2 was still being digitized. In contrast, the
beam position. As no muon beam reached the downstreatnansfer-to-memory cycle of the FASTBUS latches was suf-
IBV location, it was lined with 18 counters, arranged azi- ficiently fast that only a single set of read-out modules was
muthally, to intersect all positrons in this energy range origi-needed for the positron spectrometer MWPCs. The typical

nating in the target with a positive value p§. data acquisition system dead time wa$%.
Since the event rate in the photon pair spectrometers was
H. Trigger and data acquisition low, the number of FASTBUS interface modules was re-

duced by multiplexing the photon chamber signals. A scheme
ating a block of these signals in the azimuthal location of
he first-stage trigger minimized accidental overlap for the
vire chamber signalgl8].
The first-stage trigger rate as filtered by the second-stage
trigger was still too high to commit all event data to perma-

The first-stage triggef18] used the fact that the sum of
the diameters of the circular trajectories of the conversio
pair measured the transverse component of the photon m
mentum. MC studies of photon yields were used to select hi
patterns in the MWPCs and scintillators of the photon spec

trometers for colding into the first-stage trigger electronicsnem storage. Therefore events were entered into an eight-
Each photon pair spectrometer operated independently, prog, ) tor DECStation 5200 workstation farm that further fil-
ducing its own first-stage trigger. The trigger required that atered their number via preliminary physics analysis. Each

LE?:; t\/\;gusznglfllzl\iﬂts\r/spc\év iréellsh'tcglrgspagﬁ:jiﬁo'qg'ierrﬁﬁiggrmevent that contained a candidate photon with an engrgy
group ' P 9 >42 MeV passed the on-line photon spectrometer require-

mg:: (;TC]JHSIStean: V\s”ﬂt]hit:raj (l\aﬂrec\//foftfranasgzr:t?ar?:%?g MO~ ment. Typically 27% of the triggered events passed the pho-
um 7). Thus, Igger cutolt w : by ton on-line pattern recognition requirements, and these

and not tqtal photon energy. Howeves; was strongly cor- vents were then analyzed by the positron spectrometer on-
related with total photon energy because of the geometry %ine codearc described in Sec. VII A. If the event also sat-
theTcri]etector. f th d-st tri i . _isfied theARc criteria, it was written to tape for subsequent

€ purpose of the second-stage trigger was 10 rejeCh ;o filtering. Typically, 15% of the events that passed the

events that satisfied the first-stage trigger, but did not probhoton on-line requirements also passe. In addition, a

duce tracks in the drift chambers, or did not have the suffi_ sample (0.5%) of events that failed the on-line event

cient number and pattern of hits in the drift chambers tofilter was written to tape in order to provide a continuous

reconstruct a photon event. It imposed qddltlor_wal constraintg, hior of the performance of the on-line filter codes.
on a candidate photon event based on hit requirements in the

drift chambers, to reduce substantially first-stage triggers
caused by accidental coincidences between two lower-energy
photons, or true high-energy photons produced by conver- Data for this experiment were accumulated during calen-
sions in either the photon scintillators or the aluminum cyl-dar years 1993-1995. Approximately every 8 h, the scintilla-
inders. Each photon spectrometer layer had its own seconder timing and electronic pedestal calibrations were checked.
stage trigger module. Table Ill compares various trigger rate®therwise, data were collected at the full operating rate ex-
at full beam intensity. cept for the brief interruptions required for the supplemen-
An electronic controller, the “routing box,” was used to tary measurements described in Secs. V and VIII.
coordinate the triggers from all three layers with the dead During routine data collection, the performance of the de-
time of the data acquisition system, and was the central cortector was monitored in a number of ways to ensure the
trol module for the trigger system. It combined the first-stagequality of the data. Approximately 80 separate measure-
trigger results with selected additional signals to form a deiments, such as room temperature, wire chamber voltages and
sired set of triggers, then routed the gate outputs to the grougurrents, solenoid field setting, cryogenic instrumentation
of FASTBUS modules that were required to read out thereadouts, etc., were recorded roughly once per minute by a

|. Data taking procedures
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dedicated computer interfaced by GPIB bus to sensorghe relative frequencies that various patterns were observed
Quantities outside preset limits caused an alarm to sounduring background studies. These options permitted a reli-
Another system monitored quantities that were scaled aneble determination of the detection efficiency as a function of
translated into quantities such as dead time, pass-througfeam rate.
rates in the software filters, detector rates, etc. In the case of
changes in accelerator parameters, the experimenters ad-
justed the average stopping rate by changing the channel slits
to keep the instantaneous rate at 250 MHz. In addition, a A routine extracted fromGEANT was added to the&Gsa
graphical single event displaBED) was available for view- Ppackage to permit the tracking of muons, including beam
ing the patterns of hits in the detector elements on an eventauons and energetic cosmic rays, within the apparé@es-
by-event basis. mic rays were used in detector alignment and position reso-
Deciding that an instantaneous stop rate of 250 MHz wagution studies, for example.Muons were treated as long-
optimal proved to be quite challenging. This decision wadived ionizing particles; neither decays nor nuclear
made after visually studying thousands of events from thénteractions were considered.
SED. As the final positron spectrometer reconstruction pro- In addition to the limitations on the step size of charged
gram was not available at the time the data were taken, thgarticles imposed bgGsaand the geometry of the MEGA
complexity of events that could be properly analyzed had taapparatus, the ionization energy loss per step was not al-
be judgeda priori. lowed to exceed 5% in the positron spectrometer or 2% in
the photon spectrometer.
IV. MONTE CARLO For the traversal of charged particles through thin media

The MC simulation of the MEGA apparatus was based ori ~ 92S€s or very thin solids — the mean number of elastic
the EGs4[20] package, with several modifications to meet theSCatteringsN often falls below the value of 20. Thus the
requirements of this experiment. The geometries of the pogylo.llere parametrization of the §catter|ng angle is no I.ong'er
itron and photon spectrometers were coded into the simula@lid. To account properly for single and plural scattering in
tion according to their actual construction. The detector waguch cases, the Molie parametrization was replaced with a
subdivided into single-medium regions that were bounded byew algorithm, if the mean number of scatterings was below
up to seven surfaceplanes, cylinders, or conesChecking  25. In this new algorithm, the number of scatterings in one
geometric limits is recognized to be one of the most time-step was sampled from a Poisson distribution with mian
consuming tasks in any particle physics simulation, andrhen this number of single scatterings were sampled from a
much effort was expended to optimize this task. For ex-screened Rutherford scattering distribution and convolved to
ample, separate sections of the code were exercised to finglve the overall scattering angle. The resulting distribution
the intersectio(s) of either a straight line segment or an arc merged smoothly into the Molie approximation forN
of a helix for each type of surface. As a result the perfor-= 25,
mance of the Sir-nulation.was about 4 times faS'-:er tha-n would The averagerestricted energy IOSS by Charged particles in
have been achieved with @eAnT-based[21] simulation.  ggsqwas replaced with a new algorithm that incorporated
Other special features of the simulation are presented beloW,ctyations. This was required to model accurately the en-

ergy resolution of the spiraling positrons in the positron
A. Event generation spectrometer and the fluctuations in pulse height detected by
o ) ) the MWPCs. If the Moliee number of scatterings in one step
. Events were generqted within the simulation progra+m USvas smaller than 25 or if the charged particle was passing
ing one of the fgllowmg proceise$1) unpolarllzed,u through the chamber gas of an MWPC, the restricted energy
—e'y, _(2) polarized wn"—e vy, (3) unpolarized u*  |oss was calculated using the method of Talnj2d] to
—e"yvy, (4) 7m—yy (where the m° originated from sample the energy loss due to resonant as well as non-
7 p—a°n), (5) m p—yn, (6) e" with uniformly distrib-  resonant ionization of electrons from the various atomic
uted momentum and directioi7) ™ with a cosmic ray shells of the elemetd) of the media.(Resonant ionization
energy and direction spectrum. results in an electron-ion pair where the liberated atomic

For the first three processes, the muon was assumed to kéectron has no kinetic energy; non-resonant ionization re-
at rest in the thin, planar, Mylar target. For the fourth andsults in an electron-ion pair where the liberated electron has
fifth processes, the™ p reaction was assumed to occur with kinetic energy below thecs4discrete-tracking cutoff of 25
the 7~ at rest within a thick cylindrical polyethylene target. keV. As a side benefit, the individual sampled ionizations
Finally, the simulated cosmic ray spectrum had B?1én-  within an MWPC cell were used to generate the detected
ergy dependence and a &aszenith angle dependence. pulse — including fluctuations in pulse height and arrival

For the muon decay modes, an option was provided tdime at the anode. If the Molie number of scatterings ex-
simulate the high-rate backgrounds. In the positron specceeded 25 — i.e., when traversing thick media — the re-
trometer, this could be done by superimposing hits from eistricted energy loss was sampled from a set of eight tabula-
ther MC simulated muon-decay positrons or real events onttions of the Vavilov distribution. These tabulations were used
the high-rate data. In the photon spectrometer, the overlaio simulate energy loss in the photon spectrometers, indepen-
was done by including additional random hits according todent of the thickness of the media.

B. Extensions toEGS4 physics
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C. Signal generation TABLE IV. Wire chamber and scintillator efficiencies by layer
and by year.
Signals from energy deposited in the detector elements
were recorded in simulated ADCs, TDCs and latches exactlyVire chamber Efficiencies
matched to the data format of the actual apparatus. Addi- Layer 1 Layer 2 Layer 3
tional simulation-specific information keyed to these signalsYear 1995 1993 1995 1993 1995

was written to help identify in detail the history of each event

and debug the reconstruction and analysis programs. 1
The signal from energy deposited in each positron scintil—D 5

lator was propagated, with a time delay, to the phototube angC3

then recorded in an ADC and TDC. TDC dead times Wereg iniillators

simulated by imposing a time window from a previous over-

threshold hit so that the second of two close-together hits

was lost. Each TDC had a programmable pulse-height

threshold that was tuned to match the detection efficiency of

the actual scintillator. Each ADC had a threshéidr zero A. Photon detector drift times

suppressionto match the behavior of the real ADCs. The magnetic field significantly influenced the drift time

Electrons released by energy deposition in each positrop, e wire chambers. Given the approximate electric and
spectrometer MWPC cell were propagated to the anode wirgnagnetic fields and the equilibrium drift velocity, the Lor-
The cell boundaries were tilted from ra_ld_lal by about _17° duganiz angle for the drifting electrons was approximately 37°.
to the LorentzEXB effect on the drifting charge in the This |arge drift angle increased the drift time by about a
chamber gas. The arrival time of the avalanche — usuallyactor of 2, and reduced the ionization charge collected on
but not always from the point of closest approach of theihe wires. In addition, some of this charge leaked between
trajectory to the anode — determined the initial time of theadjacent drift cells for certain track geometries. Nevertheless,
anode and cathode signals. The pulse on the nearby inner amMC simulations demonstrated that the equal-time drift con-
outer cathodes was the spatial image of the anode pulse witburs were approximately circular, although charge deposited
a Gaussian shape and an rms size determined by the chamlyerdrift-cell corners remained trapped for long perigd$].
half-gap and the cathode stereo angle. These initial pulses drhese simulations also indicated a slight angular asymmetry
the anode and cathodes were then propagated with delay & the contours. This effect was ignored in the analysis of the
the readout end of each element and turned into an electronitrift-distance vs drift-time data for all three wire chambers of
pulse shape with a base width of about 25 ns. For each everdll three layers. The drift time distributions were fit by one
the electronic pulses on all channels were superimposed @uadratic function:
account for possible pulse pile-up due to recurring hits on the
same channel from multiple loops, as well as uncorrelated
hits at high beam rates. The resulting signal was discrimi-

nated using a threshold that was matched channel by ChaThe parameters of the fit,;=0.0049 cm/ns andp= —9

nel, then checked to see that it was within the time gate thz& 10°6 cm/ng, were very close to those obtained from the
had been started by the event trigger. Signals that were aboxﬁc simulation' averaged over all wire chambers and layers.
threshold and in time were recorded in simulated latches. By this proceéure the distance from the drift wire to the

_In the photon spectrometer, the signal from energy depogngent of the track position was located within 0.2 mm rms,
sition in a scintillator was propagated to each end and reynich was more than sufficient for the experiment, as reso-

corded in simulated TDCs and ADCs. Drift chamber, delay|ytions were dominated entirely by the axial, rather than the
line and MWPC hits were simulated by determining the earyzimuthal, position measurement.

liest arrival of an electron cluster at the preamplifier mounted
on the end of a sense wire or delay line. At the end of the
event, the outputs of the ADC for each scintillation channel B. Photon wire chamber and scintillator efficiencies
and the TDC for each scintillation or wire chamber channel

Representative wire chamber efficienciesagnetic field
that was above threshold were smeared to account for bogh) are given in Table IV, as measured by cosmic rays

pulse-height independent and pulse-height dependent resolizcyed through the system. The uncertainties in these num-
tion effects. Background noise hits in the scintillators, hars are about 1%. The table shows that the wire chamber
MWPCs, delay lines, and drift chambers were superimposegdficiencies were relatively stable from the beginning, 1993,
on the event. The event was then examined to determine {intjl the end, 1995, of the experiment. Scintillator efficien-
the hits were sufficient to pass the hardware first- antties were somewhat lower than expected, and layer 3 in par-
second-stage trigger requirements. If so, the event was savéidular developed several dead channels, resulting in its
after adjusting all TDC times so that the hardware first-stagéower efficiency. Layer 3 was added to the experiment after
trigger defined the effective zero timéuring the simula- the cosmic ray data were taken in 1993, so there were no
tion, t=0 was given by the muon decay time. 1993 data for comparison.

MWPC 98.9 99.1 100. 99.1 97.5
97.1 96.8 97.0 97.6 96.4
97.5 98.8 99.5 95.9 95.6
97.2 98.5 96.2 95.9 96.1
95.1 96.5 96.8 97.5 87.6

V. DETECTOR CALIBRATIONS

d=voT+ayT?. (1)
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C. Spectrometer alignment reconstructed using wire chamber hits from the positron and

It was necessary to determine the location of the positrof’® Photon spectrometers. The track fits were optimized by
spectrometer elements relative to the established MEGA cot@rying azimuthal rotation offsets and the,y) location of
ordinate system in order to reconstruct the positron track&e cylinder axes for the wire chambers in each of the three
precisely. The spectrometer coordinate system was defined t@yers of the photon spectrometer. The rotational corrections
have itsz axis aligned with the cylindrical axis of Snow for the three photon spectrometer layers were found to be
White. The positive direction pointed downstream along the<15 mr and in good agreement with optical survey results.
muon beam. The axis was defined to lie along the centers In addition, a test was made for misalignment of the cylinder
of Snow White and the MWPC, dwarf No. 1, which was axis of the photon spectrometer layers with respect tozthe
approximately horizontal. Thg axis was directed upward axis of the coordinate system; the corrections were found to
completing a right-handed coordinate system. The axis ope negligible. All of the alignment parameters were included
Snow White was assumed to lie along the axis of the solein the detector database and employed in the track recon-
noidal magnetic field, and no evidence of misalignment wastruction programs.
found. The(0,0,0 location was defined to be on the Snow
White axis at the center of the symmetric upstream- D. Delay line calibrations
downstream helical cathodes.

the magnetic field, and positron helical tracks from muon, 1o very linear, the axial position was determined by the

decays tm the targt(aj[;ll% ghte va?_ou_s retflglf\'/tet orler|1tat|on propagation velocity of the signal, “slope,” and the time-
parameters were adjusted fo optimize ittoalarge  apg offset, “intercept,” for each line. These constants were

ensemblg of such tracks. The process was sequent_lal, AStracted by analysis of cosmic tracks through the complete
began with an alignment of the axial anode wires in theMEGA detector. With the field on, cosmic rays passed

seven dwarf MWPCs relative to the anode wires in SNOWh6ugh the pair spectrometers and positron chambers, and

:Nh'tke' Thls. allgrollm?nt ret?;lreq only dflts tol thde .Coshmlc raY 3-dimensional event positions extracted from the positron
racks as viewed along theaxis, and resulted In the-y  -pampers were used to project the trajectory arcs through the

gof'“‘“_‘ of dﬂ':ﬁ cent_erst(;f Ieacth t(')f the d\?larffctr;]amberg. Italsoqir spectrometers. As the position in each pair spectrometer
etermined the azimuthal rotation anglé of the anode WIrey, ¢ qetermined from the innermost layer outward, the cali-

around the cylinder axis for each dV\_/arf chamber. ane thGE)ration constants for each delay line and drift chamber were
full set of 21 parameters was determined, the at@ahlign- obtained

ment was begun. A track crossing the MWPC produced an It was possible for ionization along a chamber track to

anoo!e clustgr and an inner and an outer pathode C!USter' %¥OSS cell boundaries and produce signals on adjacent delay
rptatmg the inner and/or outer cathode cyllndgr, the mterseqines, but events were also observed that appeared to be in-
Huced on adjacent lines by electronic cross talk. These events
Svere removed for the calibration analysis. The propagation
Q/elocity along the line was 0.654 cm/ns for single-line sig-
‘nals and 0.634 cm/ns for double-line signgls].

This determined the relative alignment of the cathodes in th
eight MWPCs. The inter-cathode alignment between th
dwarf chambers and Snow White was established by “slid
ing” each dwarf cathode inner and outer pair along 2faeis

to optimize the track fits.

In all, 36 alignment parameters were determined for the
positron spectrometer. It was initially assumed that the anode A measurement of the positron spectrometer MWPC per-
wire spacing around the cylinder axes was sufficiently reguformance was obtained using cosmic ray trajectofEs.
lar that wire-by-wire adjustments would not be required.The trajectories were reconstructed from the photon spec-
During the alignment process, however, it was discoveredrometer wire chamber hits and then projected through the
that, while the spacing between neighboring wires was alpositron MWPCs. These tracks were used to measure the
ways well within the 75um chamber winding tolerance, individual efficiency of every anode and cathode in each of
there were regions where many sequential wire spacinghe eight MWPCs. Plots of these efficiencies were used to
were systematically large or small. The cumulative irregu-reveal inoperative electronics channels, misaligned connec-
larities led to misalignments of some MWPC wires by ators, and overall MWPC performance. For data analysis
significant fraction of a cell. Therefore, wire-by-wire azi- these efficiencies were superseded by high statistics effi-
muthal position tables were constructed for the anode wiresiency studies carried out with positron tracks from low rate
[11] and employed to position the wires properly in the pos-stopped muon decays in the target, as described in Sec.
itron spectrometer MWPCs. VIIIA.

The alignment of the photon spectrometer relative to the From the individual anode and cathode efficiencies, the
positron spectrometer was determined using helical cosmigverage anode and cathode efficiency in each MWPC was
ray tracks. Photon scintillators were used as a trigger andomputed at various anode high voltage settings. Plots of
coincident wire chamber information in the photon and posthese average efficiencies were used to establish the optimum
itron spectrometers was read. For the azimuthal alignmengperating voltages and demonstrate that the MWPCs were on
circle segments, seen when viewed along thaxis, were plateau. A further detailed examination of the individual

E. Positron spectrometer MWPC efficiencies
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pair or Compton scattered in the photon spectrometer.

0.25 mm Pb The scintillator timing calibration events were triggered
by the coincidence of a ring counter and any photon scintil-
lator. In this restricted geometry, the typical flight paths of
the photon and positron were fixed on average so that the
centroids of the time distributions were constants for the
struck scintillators. Offsets were determined channel by
channel relative to the ring counters. Global offsets between
the upstream and downstream ring counters and between the
even and odd positron scintillator TDCs were determined
from averages over the photon scintillators.

Timing calibration runs were taken once ey@&rh during
the course of the data runs, and new timing constants derived
from these runs were loaded into the on-line event filter pro-
grams once per day. This ensured that the timing constants in
b Vacuum Window —S. use by the on-line filter at any given time were accurate to
=<1 ns.

X tector roughly along the slot, then converted intoedie ™

Wha [

<Q 1,
DHOUOWYY G

FIG. 6. The location of the downstream ring counter.

VI. PHOTON EVENT ANALYSIS
channel efficiencies as a function of high voltage gave evi- A. Event reconstruction
dence for non-uniformities in the shape of two of the Th hot t N fructi laorith
MWPCs. These difficulties were addressed by using multiple € bpho 0'1 Spectrometer reconstruction algornthms
high voltages applied to different regions of these twoneeded to finge"e pairs resulting from the conversion _ofa _
MWPCs photon, and to determine the photon energy, propagation di-

The average anode and cathode efficiencies for eadffction. conversion point, _and conversion time from the
Hacks produced by the pair. When viewed along the mag-

s . : fl - L .
the photon spectrometer trigger and the gate applied to thlée'[lc field direction, the™ ande™ traveled in circular orbits,

positron MWPCs, thus establishing the correct gate timing inactivating drift cells along their paths. As the pair passed

the trigger. In addition, average anode and cathode efficient-hrough detector material and lost energy, the radii of the

cies were employed to set the optimum value for the threshOrPits decreased. These characteristics defined the patterns of

olds on the amplifier-discriminator cards for the MWPCs. cells that were hit in a typical photon co_nversion. The tra_ns-
verse momenta of the electron and positron were determined

by fitting the hit drift cells to circular paths, and the longitu-
dinal momenta of the particles were calculated from the
The positron-photon time differenct,,, was calculated values at the vertex and edges of the event as measured by
in terms of time intervals that were measured by the apparahe delay lines. The time of the photon conversion was de-
tus, so that a value of zero corresponded to coincident emigermined from the times of scintillators that were hit in each
sion from the target. Part of this calculation involved thecircular orbit of the particles.
subtraction of the invariant time intervals due to fixed elec- Pattern recognition was an important consideration during
tronic delays or signal propagation in detector elements anthe design of the photon spectrometer hardware, so param-
cables. These equal-time offsets were measured in speciaters such as MWPC wire spacing and drift cell sizes were
timing calibration runs that determined the offset for eachdetermined from consideration of mechanical and physical
scintillation channel, and monitored its drift as the local en-tolerances, ability to reconstruct events and system cost.
vironment changed. Separate equal-time offsets were re&onsequently, many photon events were straightforward to
corded for the even and the odd read-out TDCs on eachnalyze. The tracks from the e~ pair formed clean circles
positron scintillator. of decreasing radii in a view of the detector perpendicular to
The on-line time calibration used a pair of dedicated ring-the drift wires. The occupancy rate in the drift chambers,
shaped scintillators located at the far ends of the upstreamoupled with the active gating scheme mentioned in Sec.
and downstream beam pipes and inside the positron scintil{l H, produced relatively clean events. The challenge was to
lator barrels(see Fig. 6. Each counter was instrumented to develop reconstruction algorithms to automate what the eye
record the hit times at both azimuthal ends of the fitiagh could see, in spite of the wide statistical variations from
¢” and “low ¢”). A small slot in the lead beam pipe per- event to event.
mitted some positrons produced in muon decays on the The reconstruction process passed through several stages
vacuum window to hit the ring counter. Some of these posof computer code. Initially candidate events were found by
itrons then radiated a photon; the bremsstrahlung probabilitjooking for patterns of hit cell coordinates that were similar
was enhanced by wrapping the outside of each ring counteo typical event patterns found in MC simulations. The cells
with lead tape. The positron nearly always hit a positroncorresponding to the best guess for those hit during the initial
scintillator, while the radiated photon entered the MEGA de-arcs of the conversion pair were then tagged. Since each

F. On-line timing
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member of the pair passed through a substantial amount dthis estimate neglected event losses due to finite detector
material, subsequent arcs were only useful for helping teefficiencies and realistic pattern recognition, in addition to
improve the timing resolution for the photon conversion.those mentioned above. The correction for finite detector ef-
Equal time contours were found for each hit cell as describeficiency was 0.91. It included comparable contributions due
in Sec. V A. The drift time information for these cells was to the scintillators and the delay-line drift chambers, and
then used in a non-linear least-squares fitting routine to desmaller contributions due to the MWPCs and the other drift
termine the best circle fit for each member of the pair. Conchambers.

straints on the circles were included to ensure that the pair The expected Correction for pattern recognition |Osses was
originated at a common location. By incorporating - estimated to be 0.70. Here 25% of the events contained ad-

formation for the tracks, the locatiorR(, #,,z,), and time,  gjtional hits in the vicinity of the vertex or an edge from
T, of the photon conversion and the vector momentum Ofsubsequene* or e~ loops that made it impossible to iden-

the photon were determined. Appendix A gives a descriptioqify the initial e* and e~ tracks uniquely. In practice, ap-

of the analysis routines. proximately half of these events reconstructed properly
nonetheless. However, the remaining events often had fitted
energies well above the true photon energies. Therefore, all
Background events arose from a number of sources insuch events were rejected to obtain a significant reduction in
cluding reconstruction errors, two low energy photons thabackground at the expense of a modest loss of efficiency.
converted close together in space and time and ComptoHere 7% of the events consisted @fe™ pairs with highly
scattering of a photon. The pattern recognition algorithmsasymmetric energy sharing that could be reconstructed using
eliminated most £90%) of the Compton events. Most of the MC space points, but not from the drift chamber infor-
the events where two lower energy photons converted anghation alone. For these events, the track of the low energy
were reconstructed as a single high energy candidate wegyticle included four space points in the MC history file, but
ellmlna_ted by_ additional checks on the number of cells that)sari\e or two of the corresponding drift distance measurements
were hit outside qf the reconstructgd photon shower. HOWyare obscured by hits from the high energy particle on the
EVer, some candldqte events survwgd due to the;e bacgéme cell. Combining these effects, the expected efficiency
ground sources, which produced a high energy tail on th%f the photon spectrometer was 2.7%. The 10% deviation

reconstructed photon energy spectrum. The final step in thﬁom the true efficiency was caused by the remaining inad-

recons_tru,ctlon process was a visual examinatitinand gquacies in the pattern recognition and reconstruction codes.
scanning’) of candidate events. The sample chosen for han

scanning included all events that passed the injiabey

cuts imposed in the off-line filter. Interspersed with this
sample were MC events, which were used to determine the A. On-line pattern recognition
efficiency of the hand scanning process. Most background

. . An analytic reconstruction cod®Rc) was used in the
events that survived the filter cuts were removed from the " . . : o )
. . . on-line filter to determine the search region in the positron
final event sample during the hand scanning process.

MWPCs and scintillators for hits that supportedua-evy
hypothesis. The code used the coordinates, ¢,,z,) and
time, T,, from the on-line photon pattern recognition code
The overall efficiency of the photon spectrometer to deto examine a limited range of positron scintillators. These
tect 52.8 MeV gamma rays was 2.4%. This number was obscintillator ranges were established by systematic MC studies
tained by estimating the efficiency with a high-statistics MCof u— ey candidate events and set to include all positron
simulation, then correcting that estimate for event losses dueandidates for a givenR,,¢,,,z,). If no hit positron scin-
ing hand scanning and effects that were not simulated in théllators were found within 32 ns following the photon trig-
MC. The hand-scanning efficiency was measured to be 0.94er, the event was abandoned. Adjacent positron scintillators
as described in Sec. IX A. The primary effects that were nowithin the range with TDC times within 2 ns were assumed
simulated properly by the MC were electronic cross talk ando be associated with the same positron.
charge migration from one drift cell to its neighbors. Ini-  For a selected hit scintillator in the range, a triple coinci-
tially, the correction for MC deficiencies was estimated to bedence in Snow White, consisting of a hit anode and an over-
0.85 from a study of many real and MC events with thelapping pair of stereo cathodes, was demanded within an
single-event display. Subsequently, this correction was meazimuthal window adjacent to the hit scintillator. This triple
sured to be 0.84 during the®-decay studie¢Sec. VIII E). coincidence indicated the passage of a positron through
The overall efficiency of the photon spectrometer may beSnow White into the scintillator. If no triple coincidence was
understood as follows. The ideal upper limit for the effi- present, the scintillator was not used and the next scintillator
ciency was 5.5%. This was determined by simulating 52.8n the range was examined. If a triple coincidence was found,
MeV photons fromu— ey decays with the MC assuming all it was assumed to provide a space poy,(Ysw,Zsw) along
detector channels were perfectly efficient, selecting thoséhe u— ey positron orbit, and the scintillator provided the
events that passed the hardware first- and second-stage trigrbit end time, T, from calibrated TDC information(The
gers, then analyzing them using the actual space points fromime T, was corrected for light propagation along the scin-
thee’ ande™ trajectories recorded in the MC history files. tillator.)

B. Background

VII. POSITRON EVENT RECONSTRUCTION

C. Performance
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The photon and positron information were used to obtairin common, but the special treatment of high rates is noted
an analytical estimate of the path of @—ey positron below. Unlike the photon reconstruction program, this code
through the positron spectrometéfhe details of this orbit was challenged to find real events that at high rates were not
calculation can be found in Appendix)Bn the calculation, easily visualized.
the positron wasssumedo originate from au—ey decay The logic of the reconstruction was to define the clusters
at rest in the slanted target. The positron emerged with af electronically struck wires induced by the positrons as
momentumpg(52.8 MeV/c) directed opposite to the mo- they crossed the chambers, and these clusters were grouped
mentum of the trigger photop,(52.8 MeVk). The esti- into potential space points. Disregarding the non-
mated positron helical track was then projected through itsiniformities in the magnetic field, a good track swept out a
intersections with the positron MWPCs where anode-cathodbelix as the positron propagated from its decay point to the
triple coincidences were expected. Using MC generated scintillators. The space points defined above projected to a
—ey decays, windows were established around the calcusircle when observed in an end view, and formed a straight
lated positron trajectory. The size of these windows wadine when unrolled in a coordinate system consisting of the
tuned to optimize the acceptance for flaesey signal while  longitudinal position and the turning angle measured from
rejecting photon triggers with ng.—ey positron present the decay point. Hence, the algorithm looked for circles
(background amongst the candidate space points, and used these circles to

If the number of missing triple coincidences in the win- search for the full three-dimensional track. At high rates,
dows along the positron track did not exceed an establisheglacks made from uncorrelated hits, “ghost” tracks, were rea-
maximum, the event was written to tape aga ey candi-  sonably probable, so that stringent quality criteria were re-
date. If, however, the number of missed triple coincidencesjuired to ensure, with good probability, that tracks were real.
exceeded this limit, the hit scintillator was not used and theA summary of the techniques used to construct the space
process was repeated for the next hit scintillator in the pospoints and, ultimately, the tracks is given in Appendix C.
sible range. If the event was not kept after all hit scintillators  The track reconstruction algorithm described in Appendix
in the range were examined, the entire process was repeat€dignored the impact of energy loss and multiple scattering
with the value ofT, adjusted by+2 ns to allow for possible in the fitting process. Hence, the resolution was not optimal
on-line timing misalignments. During the 1994 and 1995 runand the computed energy was the average of the positron
periods, the value of . was also adjusted by 4 ns if nec- energy at the two ends of the track. A final least-squares fit
essary, and the event checks repeated. The increased seands done to include these effects. Hits from a track were fit
provided a better measure of the background time spectruito calculated trajectories propagated through the detector
in the vicinity of the u— ey signal region. system. Good tracks were required to haye per degree of

The performance of therc filter was benchmarked on freedom below 3.0. The parameters were the position and
MC signal events, generated assuming design chamber effiromentum components of the positron at the first chamber
ciencies, overlaid either on real data or on simulated backerossing after leaving the target. Later, the final fit track was
grounds. With this overlay, the success rate could be meastepped back to the target to get the properties of the decay.
sured at the full intensity of the beam. The filter found 89%During propagation, the mean energy loss in each material
of the u— ey events within the nominal geometric accep- was subtracted from the energy of the particle. Hence, at the
tance, while passing no more than 0.1% of the backgroundiecay point, the fit was a good approximation to the decay
The selection reduced the number of taped events by agnergy. Multiple scattering was taken into account in the
proximately two orders of magnitude. This pass rate waslesign matrix24] (the inverse of the weight matjixCon-
much less than the 15% quoted in Sec. Ill H because lessibutions to the position resolution of the predicted hits were
stringent criteria(e.g., broader windows, fewer hitsvere  found numerically and added in quadrature with the intrinsic
ultimately required to define an event as acceptable in theesolution of the chamber hits. As a given anode wire could
on-line filter. The 11% loss in signal acceptance was due ifbe hit several times by a positron, the resolution of these
large part to losses associated with anode and cathode inefires was summed over all the loops. Thus a single anode
ficiencies. An additional small loss was attributed to failureswire was fit only once and had a single weight for all loops.
in the iterative calculation of the orbit in cases where the
positron orbit was nearly parallel to the planar target at the C. Performance

muon decay point.
yp The best measure of the performance of the track recon-

struction and fitting algorithms is the positron energy spec-
trum described in Sec. VIII A. The three features to note are
Two closely related reconstruction codes were employedhe absolute energy of the kinematic threshold, the width of
in the off-line analysis of the positron daf23]. The first the edge, and the existence of unphysical events above the
applied when the rates were low, and attempted to find altutoff. A typical low-rate muon-decay spectrum is shown in
tracks in the event. This approach was not feasible in th&ig. 7. The central energy of the edge is 52.21 MeV, the
high rate environment during data acquisition. Thus the secresolution is 188 keV rms, and there is very little high-energy
ond algorithm was confined to a search in the phase spadail. The value of the central energy is about 0.6 MeV below
where a candidate track had some reasonable probability of,/2 because the fit momenta were not corrected for energy
being au— ey event. The two programs had many featuresloss. The resolution is much closer to the MC simulation,

B. Off-line event reconstruction
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. = FIG. 9. The rate dependence of the efficiency of the reconstruc-
FIG. 7. TheE, spectrum fromu " —e"v» extracted from low- o code. The relative efficiencyy e, is defined to have a value of
rate da_ta. The solid curve is the fit used to extract the energy ang_i at low muon-stopping rates. The relative rate is defined as the
resolution of the edge. ratio of the instantaneous beam intensityto an instantaneous

intensity of 250 MHz,| 55.
which predicts 161 keV rms, than the high-rate data because

the space points are less confused with the overlapping hitsormal muon decay, selecting those above 50 MeV, and
in the chambers; the residual difference between MC an@)verlaying them onto real background events of varying
data is due to cross talk in the electronics. rates. If the same events were found with the same energy
The positron energy spectrum observed at full rate is disand position properties to withine, the events were consid-
played in Fig. 8. The absolute energy is within 10 keV ofered to be properly reconstructed in the high rate environ-

m,/2, indicating that the mean energy loss was properly calment. A similar result was found by overlaying simulated
culated in the final fit. The energy resolution is 230 keV  eyents on the real background.

at 52.83 MeV. The resolution must be compared to the MC

simulation of the positron. line sha_pe from the—ey pro- _ VIIl. SUPPLEMENTARY MEASUREMENTS

cess. For low rate data this value is 180 keV for events with

the same “topology,” i.e. the same number of loops and A number of supplementary measurements were per-
chambers traversed. When these simulated events were ové@rmed during the experiment. Several utilized dedicated
layed onto a background of high rate events, the resolutiodata sets that were taken under special conditions in order to
degraded to 210 keV. This value is in reasonable agreemeigst the energy, timing and tracking resolutions of the posi-
with data, given the inadequacies of the simulation with retron and photon spectrometers, and the ability of the MC
spect to noise in the detector. About 3% of the events areodes to simulate these resolutions reliably. In addition, vari-
above the kinematic cutoff. These events are unphysical, aneus subsets of the— ey production data events were used
are composed of fragments of different tracks that fooled théo improve the time resolution of the spectrometers and to
reconstruction algorithm. They cause a minor reduction iroptimize the global timing offsets between the positron and
the efficiency for detectinge—ey. photon spectrometers.

The efficiency of the track finder was rate dependent. As
discussed in Sec. VIII A, the low-rate efficiency of the track
finder was 65%. As the rate increased to the operational in-
tensity of 250 MHz(instantaneous another 23.5% of the Data were taken at a low instantaneous muon stopping
events were lost. The linear dependence of the efficiency ofte (~500 kHz) using a positron scintillator as a singles
the track finder on rate is illustrated in Fig. 9. This plot wastrigger to calibrate the channel-by-channel efficiency and the
created by taking a set of reconstructed positron tracks frorgnergy response in the positron MC code. Additional data
were taken to validate the MC simulation of the detector
acceptance, as described below.

A. Normal muon-decay studies

3500
3000 To determine the channel-by-channel efficiencies, the
low-rate version of the reconstruction code was used to fit
2500 tracks to all available hits except at the crossing studied. The
j§2000 anode wire efficiencies were measured using 0O-loop events
& 1500 (the loop number denotes the number of complete circles that
1000 a positron made through the spectrometer before hitting a
500 scintillator), because multiple-loop events generated addi-
E e tional ionization, which increased the efficiency. The cathode

050 51 52 53 54 55 56 57 efficiencies were determined from 1-loop, multiple-dwarf

E, (MeV) events, which were the least contaminated. The optimum size
of the window, which was used to determine the presence of
FIG. 8. TheE, spectrum fromu ™ —e* vy extracted from full ~ a hit, was 7(5) anodes(cathode stripswide.
rate data. The solid curve is the fit used to extract the line shape The measured efficiency of a given channel was averaged
(dashed curve over the length of an anode wire or a cathode strip. Typically
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there were significant variations along the length of a wire or 1250 F

strip. For example, the efficiency was very low in the vicin- -

ity of the garlands. Each anode wire that was not connected 1000 £

to the high voltage created a “dead spot” on each cathode it 2 50 B

crossed. Also, non-uniform gagdue to deformed cathode § F

foils [11]) created different gains in some parts of the cham- L 500 —

bers. These factors made the measured efficiency sensitive to sep L

the population of tracks along the wire or strip. E

These measured efficiencies were used to generate an ini- O e —

tial set of channel-by-channel effective thresholds, that was T20-10°0 1020
then read into the MC code. Using these effective thresholds, Zascay

a set of MC events was gel_’lgrate_d and analyzed to d.e.term.me FIG. 10. Target intersection coordinates of low-rate muon-decay
the channel-by-channel efficiencies. When these efficiencieg,ents when the coordinate in the perpendicular direction fell in the
from the MC code were compared to those from the datasange of the hole in the target. The points represent measured
there were Significant differences due primarily to differ- events, and the curve represents an MC simulation.

ences in the populations of events. However, from the differ-

ences, a correction to the thresholds could be calculated and . . '

o agreement between data and MC simulation confirms that
a new set of MC events was generated. The modified thres the position resolution is properly simulated. The differences
olds altered the population of events to bring them into. P properly '

closer agreement with events reconstructed from the dati the overall shape of the projections are due to the use of a

) X Baussian shaped beam for the MC simulation that did not
After a few iterationgusually threg¢ the agreement between
. : . _match the shape of the actual beam.
data and MC simulation was better than 1% for most regions L
Many of the events that reconstructed within the target

of the chambers. The effective thresholds used in the .M%ole intersected the target at a very shallow angle and thus
simulation allowed the modeling of single track efﬂmenmeshad poor position resolution in the plane of the target. Also

on an individual channel-by-channel basis. These efficiencies . . . i
. . Some events intersected the target at two points during their
were in good agreement with measured data.

Several other comparisons between the low-rate data a nf' st loop. For these events, both intersections were kept even

MC simulation confirmed that the MC code correctly simu- 1 one fell in the hole. The total fraction of events lying
. : . y inside the hole was 4.9% in the data and and 3.3% in the MC
lated the geometric and kinematic acceptance of the detectat, . ; .
. . I . simulation. The difference resulted mostly from MC inad-
These included matching the energy distribution of positrons S . . S
... equacies in modeling the positron chamber efficiencies and
for 0, 1, 2, and 3 loop events, and the loop-number distribu- . : .
) . . . _detector noise. The discrepancy was larger for multi-loop
tions for all events and for events with positron energies . . o .
above 45 MeV. events, which had a higher probability of passing near a gar-

Data taken at low rates with a 0.25 mm thick vertical land. Likewise, detector noise produced extra chamber hits

target were used to calibrate the absolute energy scale félpat d?grade‘?' the spatial resolution and caused pattern-
recognition failures.

positrons. This was accomplished by fitting the edge of the . . . _
The resolution of the positron-target intersection, as well
muon-decay spectrum separately for groups of events that : A
. ! as the resolution of the positron’s initial direction and energy,
made 0, 1, or 2 loops and were traveling either upstream or

downstream. The six values for the edge energy were comycre degraded somewhat at higher stopping rates. These

pared to values from the MC code, including the effects Ofrate-dependent effects were modeled reasonably well by

energy loss in the target and detectors. Then a scale factor QY erlagi/mg S|mulfated| Q'Qh erllergy pr)]c_)s;]tron tracksd on btz)icl(;
1.0096 was applied to the magnetic field map to match th round events of real data taken at high rates, as described in

data to the MC simulation; this achieved a precision of 10 ec. VIIC.
keV in the absolute energy scale. , .
C. Off-line e-vy timing
B. “Hole target” data 1. Timing within the photon spectrometer

A good test of the positron pattern-recognition algorithm  The photon scintillators served the dual purpose of pro-
was the analysis of data taken at low stopping rate with aiding fast timing information to the trigger and photon tim-
“hole target.” An elliptical target with a 2 cmx 10 cm rect-  ing relative to the positron. Dual-threshold discriminator cir-
angular hole replaced the normal target positioned at the cemuits were used, instead of constant fraction discriminators,
ter of the MEGA detector. Reconstructed muon-decay posisince the scintillators were subject to multiple hits from con-
tron tracks measured the known edges of the hole andersion pairs. The discriminators produced timing signals
determined the fraction afincorrectly) reconstructed tracks that had a pulse-height dependent slewing; to obtain the op-
that appeared inside the target hole. timum timing resolution, it was necessary to correct for this.

Figure 10 shows a comparison of the observed intersec- On-line calibration of the photon scintillators relative to
tions of data and MC positron helices with the target plane irthe ring counters was discussed in Sec. V F. Calibration con-
a reference frame aligned with the plane of the target. Thatants were updated continuously during the data acquisition.
edges of the hole are clearly evident in the projection and thélowever, on-line calibration did not include any correction

112002-16



SEARCH FOR THE LEPTON-FAMILY-NUMBRR . . . PHYSICAL REVIEW D 65 112002

for pulse height. Also, background in the histograms dethe transit time in the scintillator. Slewing corrections and
graded the resolution. As part of the off-line analysis, codesime offsets were then calculated for all upstream and down-
were developed to correct for pulse-height slewing and tastream phototubes, for both even and odd events.

improve the time resolution using MEGA data. In Sec. VI,

the photon reconstruction algorithms were discussed. Timing 3. Timing between the photon and positron detectors

corrections were performed using scintillator information ob-  gection V F describes the routine timing calibrations that
tained from the first—pas; scintil_lators for eyents where ,bOtl?Nere performed over the course of the experiment, and the
members of the conversion pair had well isolated “3-side” yreyious subsections describe the improvements to these tim-
edges(see Appendix A During the filter process, timing jng constants that were obtained during the off-line data
information_for reconstructed photons satisfying this crite-analysis. However, while the off-line timing constants sig-
rion was written to an output data stream and then processgicantly improved the overall time resolution, they were
with a separate timing analysis code. _ derived “locally,” within a given photon layer or group of
The first-crossing arrival time of the™ ande™ at their  pqsitron scintillators, so they did not ensure that the timing
scintillators should be the same when corrected for the flighhfsets were optimized between the two spectrometers. This
time from the vertex. This flight time was calculated in the jaich was achieved by studying production data events that
off-line filter code as part of the information determined ¢ontained coincident hits in a ring counter and a positron
from the circle fits. This time difference was not the same ifg¢jnillator, together with a high-energy photon shower.
pu!sg—hei_ght slewing caused a shift in one or both outputs, or During the off-line event filteringsee Sec. IX A those
if timing jitter appeared due to background problems. Datgsyents that contained a fully reconstructed high-energy pho-
from successive calibration runs were used to obtain correGyy and a ring counter hit were selected for further analysis if
tion factors for these two effects. , the photon propagation direction projected back to the vicin-
The procedure_u;ed to obtain the t|_m|ng porrecnon 1‘actor$[y of the ring counter and the time difference between the
began by determining the apparent time difference betweegigh-energy photon and the ring counter hit satisfied a loose
the two edges of the events. Fits to the time difference spegsgincidence constraint.
tra were used to produce &ciniX Nscine Matrix of ime  These events were then subjected to several additional
differences for each layer. In order to determine the coeffizyis to isolate those with coincidences between a positron
cients needed to minimize the time jitter, the matrix wasscintjllator cluster(one or more contiguous positron scintil-
inverted subject to the constraint that the off-line timing cor-|5tors in time coincidence with each otheand the high-
rec_tion factors averf_iged to zero within each photon Iaye_r@nergy photon shower. These cuts included the followihy:
Using these corrections, the data were replayed to obtaifpe 7 |ocation of the photon conversion must be consistent
event by event, the time at each end of a scintillator aftefy;ih the ring counter and photon layer that were (@), the
correcting for the time of flight along the scintillator. A fit osijtron scintillator cluster must be in time coincidence with
was made to this arrival time versus pulse height for eachye ring counter, and3) the ¢ coordinate of the positron
photomultiplier tube to obtain a pulse-height slewing correc~gintillator cluster must be consistent with both theoca-

tion. A final pass through the Qata allowgd ths_: pulse-heightion of the high-energy photon shower and théocation of
correction constants to be applied to the time differences, anglq ring counter hit. Also there must be no more than one

then the time offset corrections were recalculated. Followingygitional positron scintillator cluster withina15 ns time

this procedure the photon scintillator timing was improved,indow and a+1 rad angular window inp about the time

by a factor of~ 1_.8 relatiye to the 0|_1-Iine timing_resolution. and location of the high-energy photon shower on the same
These pulse—hel_ght sIeyvmg and allgnm(_ent timing constants,q of the positron spectrometer as the hit in the ring
were then used in the final event analysis. counter. Furthermore, if a second positron scintillator cluster
was present, it must be out of time with respect to the ring
counter hit.

The positron spectrometer scintillators also needed to be For each event that passed all these cuts, the difference
timed with respect to each other and corrected for pulsebetween the time of the positron scintillator cluster hit and
height dependent slewing. As with the photon spectrometethe high-energy photon shower, corrected for the different
the scintillators in the positron spectrometer were timed withpropagation distances of the positron and the photon, was
respect to each other by calculating time differences betweeealculated. Time differences were saved in 12 histograms—
scintillators that should be in time, plotting these time differ- keyed by photon spectrometer layer 1, 2, or 3, positron spec-
ences versus the pulse height in the scintillator, and forcintrometer upstream or downstream, and positron scintillator
the average time difference to be zero. The same mathemativen or odd read out—for contiguous groups of data runs
cal methods were used in both spectrometers, but the dathat were taken under similar conditions. Figure 11 shows
selection was somewhat different. In the positron spectromtime difference spectra for coincidences between the down-
eter, data from positron scintillator clusters were collectedstream, even positron scintillator TDCs and photon spec-
and the time differences between adjacent scintillators, theometer layer 2 for two different groups pf— ey data runs
charges on the scintillators, ttzeposition of the hit on the that were taken during 1994. The two groups have very dif-
scintillator, and the information of whether the cluster cameferent statistics because code was installed in the on-line fil-
from an even or odd event were stored. Epositions of the  ter to enrich the data sample of ring counter, high-energy
scintillator hits were used to correct the scintillator times forphoton coincidence events during the middle of the 1994

2. Timing within the positron spectrometer
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FIG. 11. Time difference spectra between positron scintillator £ 12 values fot,., from the procesg.* —e* yvv under the
clusters from downstream, even TDCs and high-energy photoR,gitions of reduced rgte and magnetic field.
showers in layer 2 for events that contained coincident ring counter
hits. The open circles show the distribution for a group of 204 runs
that were taken early in 1994, before the on-line filter code wadng ratio is reproduced within 20%. The uncertainties in the
modified to enrich the sample of ring counter, high-energy photoriB normalization do not affect the precision of the—ey
events. The solid circles show the distribution for a group of 21lacceptance, however, because the IB preferentially occurs
runs that were taken later in 1994, after the on-line filter code hachear the energy-cut boundaries while jiaes ey process oc-
been modified. curs well above these cuts.

o ) . The shape of the timing peak is characterized by a Gauss-
data acquisition. This code saved all high-energy photonan with 0.77 ns rms. The dominant contributor to the width
events to tape that appeared to Or|g|nate in the V|C|n|ty of q.s the photon t|m|ng, as measured in a Stopping_pion experi_
struck ring counter when propagated back tozteis. This  ment, which must be scaled down from about 70 to 40 MeV
was independent of whether or not the events also passed th§ comparison. At 52.8 MeV, the MC simulation indicated
on-line u—ey event filter requirements. _ that the photon-positron resolution was 0.68 ns rms.

The 12 histograms for each group of runs determined the | the |B andu— ey processes, the origin of the photon
12 global timing offsets needed to align measurements in thg; gefined to be the intersection of the positron track with the
positron and photon spectrometers. All of the final offsetigrget. The photon trace-back angled,, specifies the dif-
corrections were found to be less than 1.2 ns, which impliegerence between the polar angles of the photon as determined
that the timing calibration constants used during the on-lingrom the lines connecting the decay point to the photon con-
and preliminary off-line filtering were sufficient to ensure yersion point and the direction of the reconstructsie™
good efficiency for acceptance of any true—ey events. pair. The resolution of 6, is dominated by multiple scatter-
The measured offsets were also quite stable over the duratiGRg of the pair in the lead converters. The observed response
of each run period. In principle, the 12 global timing offsetSfor inner and outer conversion layers of the IB process is in
could be reduced to 6 linearly independent time differenceseycellent agreement with the MC simulation, as seen in Fig.
Attempts to do so, however, found non-statistical effects aj3 The trace-back resolutions appropriate for jhesey
the level of~0.1 ns that were attributed to small electronic gnaysis are 0.067 and 0.116 rad rms for conversions in the

propagation time differences throughominally identical 5 ter and the inner lead layers, respectively.
parallel circuit paths within the routing box and data acqui-

sition gating circuitry. Therefore, the 12 separate offsets were

used without modification during the final stages of off-line
analysis. The energy resolution of the photon spectrometer was

measured by observing the reactian p— 7°n, 7%— yy.
When then ™ is captured at rest and the two photons from
o the 7° decay are back to back, the energies of the photons
Observation of the IB procesg—eyvyv demonstrates are 54.92 and 82.96 MeV. Since the 54.92 MeV photon is
that the apparatus could detect coinciderty events. At  very close in energy to the 52.8 MeV photon frqum-ey
nominal beam intensity, this process was completely endecay, it was used to determine the energy resolution of the
gulfed by random coincidences. Figure 12 shows the spectrometer at 52.8 MeV. At full intensity, the stopping
spectrum for IB events using the standard first- and secondate was approximately a factor of 40 smaller than the stop-
stage hardware triggers, but with the beam intensity reduceping u rate in normal data taking. However, the trigger
by a factor of 60, the magnetic field lowered by 25%, and therates(see Table 1l], which directly depend on the number of
un—ey on-line filter suppressed. The peak shown is for ally’s observed in the photon detector, were a factor of 2
energies of the detected decay products. The area of the pehigher. Nonetheless, the total rate in the photon detector was
is very sensitive to the exact acceptances of the detector at itsnall due to the magnetic shielding, and it is expected that
thresholds, and was calculated by MC simulation to bettethe photon energy response function, as fit to this calibration,
than a factor of 2. If the data and the simulation are restrictedan be applied without change in the likelihood analysis de-
to E,>46 MeV,E.,>40 MeV, andf,,>120°, the branch- scribed in a later section.

E. #° decay studies

D. u-»eyv;studies
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FIG. 14. The energy resolution of reconstructed photons from
pion decay for events that converted in the inner conversion layer.
The points come from data and the solid line shows reconstructed
MC events.

sion layer events suffered significant multiple scattering and
energy loss in the outer lead conversion layer before they
were tracked by the drift chambers. The central energy and
width of the distributions were well reproduced by the MC
40, (rad) code. The differences in the low-energy tails were due to
charge exchange of in-flight pions from carbon in the,CH
target. The additional high-energy tails in the data were as-
%ociated with contributions from other opening angles, due to
special difficulties identifying the conversion point for the
83.0 MeV photon. The energy resolutions were 5.7% and
The 7~ were Stopped in a q-":arget and events with a 33%(FWHM) at 52.8 MeV for conversions in the inner and

potential°— yy pair in the spectrometer were collected by outer lead layers, respectively.

triggering on events that had approximately back-to-back The timing resolution of the photon spectrometer was de-
high_energy photon first-level triggers in two different Spec-termlned by |00klng at the time difference between the two
trometer layers. These events were then analyzed by a filtéhotons in pion events. The resolution from the time differ-
that did a quick reconstruction of events and kept only thos€nce of the two photons was divided k2 and resulted in a
that had at least one photon that reconstructed with an enerdiyning resolution of 0.57 ns rms for single photons.

between 76 and 96 MeV. These events were then analyzed by Finally, reconstruction inefficiencies caused by electronic
the full reconstruction code and the opening angle of the twd@roblems that were not modeled in the MC simulation were
photons and the reconstructed energies recorded. The estudied with the pion data. Data events were selected that
pected energies of the two photons were also calculated frofficluded a reconstructed high-ener(82.96 Me\j photon,

the opening angle of the photons and those energies r@nd had an angular difference of150° between the high
corded. The energy resolution was determined by plotting thénergy photon and the center of the shower of the second
difference between the measured energy and the calculatédoton that triggered the event. MC pion events were gener-
energy based on the opening angle, after an opening angfed and passed through the pion trigger software with the
cut was placed on the events. For inner conversion layer

events, the cut wa®,,>171°, and for outer conversion 60
layer events, it wa®,,>173.5°. The cuts were selected to
minimize resolution degradation due to uncertainties in the
opening angle, but still retain enough events to determine the 40

FIG. 13. The uppetlower) panel is the photon traceback reso-
lution A@, for the inner (outep conversions obtained from IB
events where both the muon decay and photon conversion poin
were known. Accidental coincidences have been subtracted.

50

response functions accurately. For each set of events, the % 30 2
error in the calculated energy that came from the finite open- & =
ing angle resolution was small compared to the resolution of 20 £
the measured photon energy. 10 E

The energy resolutions that were obtained, for inner and s | ..|.+.¢+ F o
outer conversion layer events, are shown in Figs. 14 and 15, O 3540 45 50 55 60 65 70
respectively, where the measured energies have been shifted E, MeV)

down by 2.1 MeV so the peaks may be compared to the

simulatedu— ey decay signal. As can be seen, the energy FIG. 15. The energy resolution of reconstructed photons from
resolution for inner conversion layer events is significantlypion decay for events that converted in the outer conversion layer.
worse than the resolution for outer conversion events. Degfhe points come from data and the solid line shows reconstructed
radation occurs because teée™ pairs from inner conver- MC events.
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same analysis cuts applied. The number of events that in- To remove incorrectly reconstructed photon events, the

cluded a second reconstructed photon in the data set wamages of the showers in the pair spectrometers were manu-
compared to the number of photons reconstructed in the MGlly scanned. During the hand-scanning process, events were
code, yielding a correction factor of 0.84, which was appliedchecked for clean edges and an unambiguous vertex, and

to calculated MC reconstruction efficiencies. those that showed clear contamination due to extraneous hits
were rejected. Also events were rejected if the reconstruction
IX. DATA ANALYSIS of the first pass circle through the drift chambers was am-

biguous or judged to be wrong. The efficiency for real pho-
tons was monitored by mixing about 500 MC 52.8 MeV
The data recorded on line, 48.0° stored events, were photon events into the sample in a non-identifiable way and
passed through a set of computer programs that recofinging that 91% of the MC events passed, whereas only
structed all events that the pattern recognition algorithms 3o, of the data events were selected. Most of the rejected
could interpret. The analysis began by matching a run tQu 4, consisted of two overlapping low-energy photon show-
constants that had been collected in run-number-keyed datg—rs that had been reconstructed by the analysis program as a

base files. These files included pedestals and timing calibra: _— : .
tion constants created during the data acquisition. The corﬁ:s-Ingle high-energy shower. A small fraction of the rejected

stants were used fo convert raw information from thedata had either edge or vertex contamination due to random

electronics into physical quantities. A separate set of ﬁleiackground hits, pf_'ma”'y n the delay lines. Since random
contained the geometry of the apparatus. Analysis of a subst t’;leg!’OUl’ldS, gon5|sten_t with the measured rate at full beam
of the data was used to produce a list of dead wires in th&tensity, were included in the MC generated events, some of
positron chambers. the 9%.tha.t were rejectet_:i were due to edge .and/or vertex
The next step was to carry out the photon reconstructiorcontamination. The remaining MC events which were re-
because this program was much faster than the positron ré&cted were judged to have an incorrect reconstruction
construction. Rough]y 8% of the origina| Samp]e passed enthl’OUgn the drift chambers. Note that no manual Scanning of
ergy and quality cuts in this part of the code. Next the posi{ositron spectrometer events was performed. The remaining
trons were analyzed. About 30% of the events that passed tis@mple of 3971 data and 450 MC events was stored in an
photon cuts could be reconstructed. Very loose kinematigituple as the input to the likelihood analysiSec. IX D).
cuts were placed on these events. This left 0.15% (6.7his sample was large enough to allow a study of the back-
X 10°) of the original events that were output to data sum-ground.
mary tapes.
The above process took roughly one year of computing on B. Normalization
a farm (20 processopsof UNIX workstations. These work- » . .
stations were controlled by cshell scripts whose purpose was, WO quantities that are very important for the calculation
to find a run of data that had not been analyzed and make tHf the u— ey branching ratio are the acceptance of the de-
run available to the processor. The scripts reduced the prdector and the number of muons stopped in the target. The
cessing to keeping the disks filled with unprocessed data an@imber of stopped muons was determined by counting the
checking the quality of the results. Pass rates and histogranf¥imber of decay positrons striking one of the scintillators in
corresponding to 40 different data distributions were monithe upstream array of the positron scintillator detectors, as
tored once per tape. described in Sec. lll B. The acceptance of the apparatus,
In the final analysis of the remaining events, the trackingwhich includes geometrical, trigger, and pattern recognition
code stepped the positrons through the magnetic field to geonstraints, was obtained by simulatingt 20" unpolarized
the best position and momentum vector at the target. Imy,* —e*y decays for a 1993 data set that was then used as
proved timing constants described in Sec. VIII C were alsahe standard run. Of the thrown MC events, %20 sur-
incorporated at this time. The results were added to the dat@ved processing by the same codes used for the data analy-
stream and new data summary tapes were produced. Addiis. Thus the probability for detection ofia— ey decay was
tionally, PAW ntuples[25] for 60 variables were retained. 4.3x 10 3. This value included a 9% reduction for the inef-
These ntuples were useful for obtaining high statistics distrificiency of manual scanning of the photon reconstructions, as
butions of random, uncorrelated backgrounds that wergjescribed in the previous section. An additional 20%6
needed for the likelihood analysis. reduction was made to account for inadequacies in the MC
With the final kinematics calculated for each event, thesimulation that over-estimated the acceptance. The majority
data set was further reduced to 8.50° events that were of this effect arose in the photon spectrometer, where both
fully reconstructed and of continued interest. These eventglectronic cross talk and charge drift between neighboring
were required to have good-quality positron reconstructionsgrift chamber cells reduced the true detector acceptance,
to satisfy separatqi cuts on the positron and photon fits, relative to that predicted by the MC simulation, as described
and to pass loose cuts on the signal kinemafies>50 in Sec. VI C. In addition to degrading the energy resolution
MeV, E,>46 MeV, |t,,|<4 ns, cosf,,) <—0.9962, and as discussed in Sec. VII C, inter-channel cross talk in the
|A6,]<0.5 rad]. Events in which the positron momentum positron spectrometer led to a small acceptance loss, which
vector at the decay point appeared to lie within 5° of thewas estimated by comparing the images of many data and
plane of the target were discarded. MC events.

A. Event selection
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Since the data were taken over a span of 3 years, the C
efficiencies of the detector underwent a number of changes. %6
To account for this, run-by-run corrections were made to the 54 o o
stopped muon rate relative to the standard run. The nearly C i
4000 data runs were divided into several groups that re- 52 . P
flected major changes in the detector performance such as an 0 oo
inoperative photon layer, an inoperative positron chamber, a 50 F00 g 0
change in the instantaneous beam rate, or a change in the oo P & o
noise level of the photon spectrometers. The largest change, 4g OO0 o
up to 40%, occurred when a photon layer was inoperative. % fg UUE g 1o
For the 1994 and 1995 data there was an additional 10%— S 46 ol dinl b
15% loss in performance due to a reduced acceptance in the L 96
first drift chamber, DC1. This reduction occurred because the 54 E L
drift chamber threshold was lowered and led to increased coiry
inter-channel cross talk, which contaminated the vertex and 50 L . ol
edge of some events. The rate dependence of the positron L
reconstruction algorithm also led to a change in efficiency 50 Ppood ® '
when the instantaneous beam rate changed. The majority of ﬁ mo g 0o o
the data were taken at a beam rate withiri2% of the 48 BB gl 0 o8
nominal 250 MHz. Fluctuations in the instantaneous beam 0 o™ O
rate resulted in a correction of approximately 2%—3%. The 465 = '5'1' ' 'D5'§ 'm'5|§ .
variation in the muon stopping rate had less than a 1% effect E, (MeV)

on the photon reconstruction efficiency and no corrections .
were made for it. The high instantaneous beam rate was also FIG. 16. A box analysis of the data. The upgiawer) panel

responsible for increased dead time in the detector and r&hows the events from innéoutep conversions plotted as a func-

sulted in a loss of about 10% of the effective number 0ftion of the photon and positron energies. The large rectangle in both
muons stopped in the target panels is theu— ey signal area fort 2¢ in the parameters shown.

In addition to the corrections noted above, there were - _
other run-by-run corrections of order 5% or less for changes D. Likelihood analysis
such as modifications to the software used in data acquisition Each event has its own characteristics, e.g. inner or outer

and analysis. After all of the above corrections were madephoton conversion and positron resolution group, with differ-
the estimated total number of muons stopped in the targeint resolutions in the five parameter space of kinematic pa-
during the 3 calendar years of data taking<(®F s of live  rameters. The likelihood analysis provides a natural way to
time) was Ny=1.2x 10" After convolutingN with the ac-  combine the data of different types of events by assigning the
ceptance, the single event sensitivity for the experiment wagroper probabilities for signal and backgrounds. The likeli-
2.3+0.210"**=1/N,,, whereN, was the number of use- hood analysis also uses all information known, either from
ful stopped muons. the data, auxiliary measurements, or Monte Carlo simula-
tions, to separate signal from background in a sound math-
C. Cut analysis ematical way. It determines whether events found in a given
Before embarking on the complexities of a likelihood kinematic region should be interpreted as signal or back-
analysis, the result of a so-called blind box analysis is preground. . o o
sented. In this method, cuts are placed around the signal The five kinematic properties, in conjunction with the de-
region based on the width of the response functions. Théector response, determined the likelihood thai a—e’y
width of the window was taken to be 2o in each of the five  Signal was detected. The determination of the detector accep-
parametersE,,Eq,te,,0c, and A6,. As there were many tance and response fL.mctions. relied on MC simulation to
subsets of the data for different types of events, it is impre€xtrapolate from experimental input for measured responses
cise to combine all the data together. Nevertheless, the rdo the kinematic region of the— ey signal. The determina-
sults are plotted in Fig. 16 with thE, and E, variables tion of the number ofu—ey events in the sample was
shown explicitly for inner and outer conversions. The box in€valuated using the likelihood method described in the
each panel is where the signal would be found in the absencalysis of previous experiment&6]. The formula for the
of background. Three events fall inside the boxes, but thejiormalized likelihood is
appear consistent with the background. If one takes the three Nem m
events inside the boxes as background, then the branching L(Ng N ):(1_ N_ey_ %) H %(E—l)
ratio limit is about 20% greater than the one obtained by the ey V1B N N =i N \R
likelihood analysis below. The primary difference arises be-
cause each of the events is near the edge of the boxes and is n %(9 q
R

improbable as real signal. N +1

, 2
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S 0.05 | FIG. 18. The PDF for the timing variable associated with the
o - pn—ey signal. This PDF was generated with MC that reproduced
i the experimental IB relative-time distribution, and had a slight de-
- pendence on the photon energy.
0.025 [~
- Thus the MC simulation was relied upon to produce this
i distribution and gave the average FWHM for ofs) as
0 fushustbubab, 1.21x 102 at 180°. Given helical tracks, the location of the
a0, (rad) target was critical to obtaining the correct absolute value of

cos(@,). The mechanical survey provided the most accurate
FIG. 17. The signal PDF fak 6, for inner (oute) conversions is  measurement for the analysis. The resolution also depended
shown in the uppetlower) panel, as generated by MC simulation. on the angle the track made with the target, and some repre-
sentative distributions are plotted as a function of target
whereN=3971,N,, is the number of signal eventl,z is  angle in Fig. 19. All of the above distributions were used
the number of IB events, arfd, Q, andR are the probability directly in the likelihood analysis and came from high-
density functiongPDF for signal, IB, and randoms of each statistics MC simulations.
of the five parameters describing the event. The values of Three types of positron topologigise., number of dwarfs
P,Q, andR depend on the type of event, and the likelihoodencountered and number of logpgere determined empiri-
analysis provides a natural mechanism for handling the inde-
pendent topology of each event. The valuenokN was
chosen to speed the calculation and leave the value of the
likelihood unchanged iP/R<0.01 andQ/R<0.01 for all
events left out of the product. The value mafwas 3832 for
this experiment. The events fell into the following catego-
ries: positron topology, photon conversion plane, target inter-
section angle, and data collection period. As a result, PDFs
were extracted for each class of events and applied according
to the classification of individual events.

The PDFsP andR are the products of statistically inde-
pendent PDFs for the five parameters, each normalized to
unit probability over the full range of the variable for the
sample. The signal distributions for the photon depended on
whether the photon converted in the inner or outer lead con-
vertor in each pair spectrometer. The distributions Eor h
shown in Figs. 14 and 15 were derived from MC simulations
that had the same input as those compared to the pion data in
Sec. VIII E. The energy resolutions were 3.3% and 5.7%
(FWHM) for conversions in the outer and inner lead layers, TTTITIIN 1. SO PETRRTRTT Lo
respectively. Likewise, the distributions faxé, were de- -1 —0.998 -0.996
rived from a MC simulation that had the same input as those cos(@,,)

cc_)mpared to the IB data in Sec. VIII D. _They are plotted in FIG. 19. The PDF function for the cosine of the angle between
Fig. 17. The trace-back angular resolutions were 0.067 angle nositron and the gamma ray, as generated by MC simulation for
0.116 rad rms. These d|str|but|on§ were somewhat NarroWgfe ., ey signal. The panels are labeled by the angle between the
than those measured from the IB in Fig. 13 because the ph@arget normal and the positron momentum unit vector at the target,
ton energy is higher in thez—ey process than in the IB. which can range from 0 to 180°. The PDFs are slightly asymmetric
The distribution fort., was also based on the IB data and about 90° because the target faced a dwarf on one side and faced
had a resolution of 0.68 ns rms as shown in Fig. 18. Thereéne gap between dwarfs on the other side, which induced a small
was no way to measure the response function forégs(  change in the precision of measuring the positron trajectory.
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TABLE V. Representative fitting parameters for topology groups
A andC for the last third of the 1995 data, one of the periods treated
separately in the likelihood analysis.

4000

Eo (MeV) a(MeV) 2000
GroupA 52.8350.019 0.2180.009
GroupC 52.8140.030 0.3910.018 0
GroupA MC 52.8340.002 0.1610.009)
GroupC MC 52.8260.003 0.2700.003

2000

cally from the 1993 data to obtain three statistically equiva-

lent size samples. When extended to all the data, the groups 2
maintained their resolution characteristics. For the three o 0
types of positron topologies, the signal was extracted by fit- w4000 -
ting the positron edge in the following way. The function -
( C 2000
S if E<Ey—/2.050, I
(EO_ E)Z.OS i
—_ Ll IRETH T I
e ae (E-EQ/\20° if E —\[2.05<E . °F
= 2000
<Eq++/30, I
CU . 1 :_
— if Eo+30<E, 000 T
\(E__EO) i
represented the positron monoenergetic line shape. The con- 0 judarli sl
stantsC, ,a, andC, were related by the continuity condition E, (MeV)

at the region boundaries. The asymmetry in the non- _ _ o
Gaussian tails reflected the straggling present in the energy FIG. 20. Unnormalized PDFs for the positron energy distribu-
loss of the positrons. The functio(E) was convoluted tions in correspondence to the cases described in Table V. The top

with the function two panels illustrate the data for the last part of 1995 for groips
and C. The solid lines are fits that are normalized to become the
1+b(Eg—Ey) if E.<Eg, background PDFs. The dashed lines are the monoenergetic line
G(Ee—Ep)= . (4) shapes produced with the same parameters as the fit, and they are
ctd(Ee—Ep) if Eo<Ee, normalized to become the signal PDFs. The data points in the lower

) ] two panels are generated with MC simulations. The solid curves are
and then fit to the spectrum. The terms involvingd were fits to these line shapes used to extract the centroids and resolutions
needed to accommodate the change in acceptance as a fufr-the table. The dashed lines are the line shapes produced from the
tion of energy belowE, and ghost events aboug,. The fits in the upper two panels; they illustrate the energy resolution
parameters of the fit wee—d, Ey, ando. The values of the degradation described in the text.
fit parameters were used in the likelihood analysis for events
by topology group and run period. The results were quitestrained. The PDFs for the outer and inner photon conver-
stable as a function of run period. Some representative resions are shown in Fig. 21, where the shape was modified to
sults for Ey and o for 1995 are shown in Table V. All the account for the efficiency of the hand scanning. The correc-
central energies agreed within erroranig/2. The patterns of  tion functions used were
resolutions between MC simulations and data agreed, but the
data resolution was clearly degraded by problems with elec- 0.77 if E,<51 MeV,
tronic noise in the detector that smeared the location of the g 77—0. 064E,—51) if 51 MeV<E,<56 MeV,
space points. This was not modeled in the MC simulation.

The experimental values far were used for the signal dis- 0.45 if 56 MeV<E,,
tributions in the likelihood analysis. The fits are displayed in (5
Fig. 20, where the solid curves are the fits to the points an
the dashed line is the parametrized line shape used for the
n—ey signal PDF. Figure 8 is a similar plot for group 0.71 if E.<51 MeV
data for all years. 7 ’

The background PDFs were extracted from the spectral 0-71~0.086E,—51) if 51 MeV<E,<56 MeV,
shapes of a much larger sample of events, where the other 0.28 if 56 MeW<E,,
statistically independent parameters remained loosely con-

(6)
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. . . tey <n8)
for outer and inner photon conversions, respectively. The er-
ror in Egs.(5) and (6) was limited by the statistics of the  F|G. 23. The accidental-background PDF for the relative time
sample of events that were manually scanned. Empiricallypetween the positron and photon for 199894 —1995is shown in
the likelihood function seemed moderately insensitive to thehe upper(lower) panel. The smooth curve through the data was
coefficients in these equations. A representative PDRA#Y  used in the likelihood analysis.
is shown in Fig. 22. The distribution was not very dependent

on whether the cqnversion was from the inner or outer lead ynstant for all target intersection angles. The PDFsHor
converters, but did have a mild dependence on the photofere obtained by normalizing the fits to the muon-decay
energy. This shape was largely determined by the beam Sto%pectrum, examples of which are shown in Figs. 8 and 20.
ping distribution. Although this distribution is peaked at |, Eq.(2), Q was taken from MC simulation of the IB and
A6,=0, itis still significantly _brc_)ad(_ar than those in Fig. 17 had correlations among the variabEs, E., andf,,. The

and gave some useful discrimination between prompt angpeg forte, and A@, were statistically independent and
accidental processes. The PDFstfgrare _shown in Fig. 23.  \yere obtained in an analogous way Ry except that the
Thgy are not qun_e flafc because of the t|me-dependent ProResponse was for a lower mean energy photon. The corre-
erties of the on-line filter. For the data taken in 1993, thejzied matrix element varied by more than three orders of
filter was set for three timing loops in th.e.ARC algquthm magnitude over the range of the likelihood function. If cal-
(see Sec. VIl A and caused a loss of efficiency beginning ¢,jated by randomly sampling events over the entire range of
near+2 ns. This effect was noticeably reduced for the bal-ye |ikelihood function, there would have been no statistics at
ance of the data. The background PDF for ég3(was @  the highest energies. Hence, it was calculated by convoluting
the MC simulation of the IB process with the detector accep-
tance in small regions of the parameter space and weighting
the passing events by the integrated IB matrix element for
that region. The regions and branching ratios are given in
Table VI. The overall PDF was normalized to unity.

The likelihood function evaluated the statistical separation
between signal, IB, and background. Figure 24 shows the
value of P/R for the data sample and for a set of MC events.
The data largely had values below one but had a tail that
extended out to around 300. The signal was peaked near one

—04-02 0 02 04 but had most of its area at values greater than 300. The
A0, (rad) values ran up to near 12,000 but are plotted only to 5000.
: The interpretation of the overlap of the two plots is that the

FIG. 22. Arepresentative background PDF 4of, generated by ~measurement is not free of background.

examining events out of time coincidence. To observe the impact of quality constraints in the pattern

0.04

0.03 .t

0.02

0.01

Probability in 0.02 rad bin
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TABLE VI. The branching ratios for the bins of the simulation 80
of the correlated IB matrix element. All kinematically allowéd, 70
are encompassed. The energies are in MeV.

Likelihood

60
Ee 50
49-50 50-51 51-52 52-53 Z 40
53.0 30
| 2841 122" 3581 336" 20
50.5
10
| 1.761° 802 249t 2447 0 Al
E, 48.0 4 6 8 10
| 4741 221 707 701" Ney
455 . . oo
| 96510 45310 1.46°10 14611 _ FIG. 25. A c_ontour plot of the two-dimensional likelihood func-
43.0 tion as a function of the numbers of prompt events of 1B and

—ey.

statistical independence of the separation between these two
Brocesses. The peak of the likelihood function wadNgj
=0 andN;5=30+8=*15. The systematic error assigned to

g was due to the uncertainty in the shape of the back-
ground time spectrum when the events were filtered by the
on-line program. The expected number of IB events was 36
=53.37 MeV,t,,=0.028 nsAf,=0.068 rad, and . 3. 10, where the systematic error was due to finite reso-

cos(fe,)=—0.99988. In addition, it was within 19° of being | tion effects across the cut boundaries. The 90% confidence
perpendicular to the target and had 11 of 19 possible tripleg .t is the value forN,, where 90% of the area of the

plus the outgoing Snow White anode as part of the positror“kelihood curve lies belowN,, and Ny is maximal. This

track. The positron energy was Iocgted in the region of th‘?/alue wasN,,<5.1. Therefore, the limit on the branching
spectrum that was particularly sensitive to the signal becauq%tio is ey '

the PDF for signal fell more slowly than the one for back-

ground. However, this event had a large positron I(ut—ety) 51

x>=4.90(degree of freedoin indicative of a ghost track. — < _=12x10%90% C.L). (7
Therefore, the event was considered either unphysical or sta-  1'(#"—e*vy) Nu

tistically insignificant, though if it were real, it would corre-

spond to a branching ratio at the single event sensitivity of X. GOALS VS ACHIEVEMENTS

the experiment, (2:80.2)x 10 *2. The adopted constraints _ o L _
produced a sample with considerably less background. The The 90%-confidence sensitivity far™ —e "y for this ex-
result presented below was stable against changes in the cdirfiment analyzed with the likelihood method is given by

straints; e.g., the higher value bf,, was compensated by a

recognition, they were relaxed to produce a sample 3 time
larger. One event emerged with a large valu® R that was
significantly separated from the distribution. The value of
P/R for this event was 3888, which made it resemble signal
Its kinematic properties were E,=52.58 MeV, E,

corresponding increase in acceptance. S= L (8)
A plot of the two dimensional likelihood function is Q N
shown in Fig. 25. The contours of constant likelihood have A7) CeNs

their extrema along thdl,, andN,g axes, demonstrating the

where the terms in the denominator are the fractional solid

angle, the detection efficiency for each particle, and the total

number of muon decays. The product of the first three terms
in the denominator, neglecting correlations, is roughly the

[ acceptance of the apparatus. These factors identify the major
10? 2 contributions to the acceptance and are given in the second
p column of Table VII. The product has the value 8.90°3

10 b, and can be compared to the 8.8.3x10 3=3.4x103

i At &g, given in Sec. IX B.

103

Events

AR e The sensitivity at which one event of backgroufY¥]

|"|||I|||||||||||||::||i:||i:i:|:||:|||||l: |:IIIIIIIII: Should be Seen iS
0 1000 2000 3000 4000 5000

P/R R
o

o
FIG. 24. TheP/R distributions for the datésolid line) from this d At
experiment and for the MC predicted sigridhshed ling for this
experiment. The two hatched events were added to the data samplde terms are the muon stop rate divided by the beam duty
when the cuts were relaxed as discussed in the text. factor multiplied by the detector time resolution, the positron

2(AB

2
7) f(0,)mev. (9

AE.\[ AE,
m,/2/ | 15m,/2
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TABLE VII. The contributions to the signal sensitivity of the TABLE VIII. The contributions to the background sensitivity of
MEGA experiment at the design stage and after a complete analystie MEGA experiment at the design stage and after a complete

of the data. analysis of the data.
Degradation Degradation

Quantity Designed Achieved factor Quantity Designed Achieved factor
Ne, (90% C.L) <23 <5.1 2.2 R, (MHz) 30.0 15.0 0.5
O/dxm 0.42 0.31 1.4 te, (n9 0.8 1.6 2.0
€e 0.95 0.53 1.8 E. (MeV) 0.25 0.54 15
€, 0.051 0.024 2.1 E, (MeV) 1.7 1.7,3.0 1.6
N 3.6x 10" 1.2x10% 3.0 fe., (deg 1.0 1.9 3.6

0, (deg 10.0 10.0 1.0
Total factor 34.9 Ty 0.2 10 50

Total factor 43.3

energy resolution in reduced units, the photon energy resa
lution in reduced units, the angular resolution, and the back-
ground reduction factors from photon angle traceback andpectrometers were associated with IBV hits, including 2%
inner bremsstrahlung veto. All resolutions are FWHM. Thereal and 1.5% random coincidences. This rate was essentially
quadratic dependence of the photon energy term is related tadependent of photon energy fBr,>42 MeV, rather than
the bremsstrahlung nature of the energy spectrum, while thacreasing with increasing,. For these reasons, the inner
of the angular resolution arises from phase space considefiremsstrahlung veto was not used in the final analysis.
ations. The changes in sensitivity and resolution between design
The proposal for the MEGA experimef28] predicted a and final data analysis are given in Tables VII and VIII,
90%-confidence sensitivity fop—ey as 9x10™ ' Later  respectively. In Table VIII, the degradation factor includes
engineering considerations reduced this 0 13 prima-  the appropriate power from E¢Q). The photon energy reso-
rily because(1) the solenoid could accommodate only threejytion degradation factor is weighted by the fraction of
photon spectrometers instead of fi¥@) each photon spec- events where the photon converted in the inner or outer lead
trometer had only two rather than three lead converter sheetheet. In both tables, the total factor is the product of the
(photon conversions in the innermost third sheet reconindividual factors.
structed poorly, and (3) the achievable overall solid angle  The degradation factors in Tables VIl and VIII arose prin-
was 30% smaller than proposed. Operation of the apparatusgpally from three phenomena: First, electronic cross talk in
revealed a dramatically lower positron reconstruction effithe positron spectrometer limited the muon stop rate, reduced
ciency and a somewhat lower photon reconstruction effithe reconstruction efficiency, and degraded the energy and
ciency than expected. These were attributed to electronigngular resolutions of the reconstructed tracks. Second, cross
cross talk among the anode and cathode readout channelstgfk in the photon spectrometer delay line cathodes reduced
the positron spectrometer and among the photon spectronthe photon reconstruction efficiency and degraded the energy
eter delay line cathodes. and conversion point resolutions. Finally, an accident in
The proposed sensitivity was essentially free of back-1993, where the photon spectrometer was dropped from a
ground. However, MC simulations performed after the deteccrane at a height of about 30 cm, led to eventual crazing of
tor was constructed showed degradations in the resolutionfe scintillators and a subsequent reduction of light output;
to a background free sensitivity of 60" These losses this loss of light reduced the scintillator efficiency and wors-

were largely due to inadequacies of the early-stage simulaned the positron-photon timing resolution.
tions, where measurements of the responses of prototype de-

tectors were not available. In particular, the scintillator time
resolution was affected by the small number of photoelec-
trons emitted from the cathodes of the photomultiplier tubes, A high-precision search for the rare muon decay mode
the photon energy resolution was affected by the use of delay,* —.e* y has been performed with the MEGA detector. A
lines rather than stereo cathodes, and the positron momentumaximum-likelihood analysis of the data established a new
resolution was degraded by changes in the geometry angbper limit for the branching ratio oB(u*"—e"y)<1.2

wire configuration of the positron spectrometer. The singlex 1071 with 90% confidence. This upper limit constrains
largest loss of background rejection capability came from thghe existence of physics outside the stand&t(3)
failure of the IBV detectors to perform as expected. As notedy SU(2)x U(1) model of the strong and electroweak inter-

in Sec. lll G, the IBV scintillators that were to line the up- actions, sinceu— ey is predicted to occur in virtually all
stream pole tip penetration were never installed. Howeveraytensions that have been proposed. For example, in grand
the downstream IBV detectors alone were 'exp'ected to vetgnified supersymmetric theorie], this upper limit in-
40% of the photons above 51 MeV originating from  creases the lower limit on the masses of the mediating par-
—eyvv. But analysis of the IBV data demonstrated thatticles by 40%, relative to the lower limit that existed before
only 3.5% of the high energy photons detected by the paithe results of this experiment were first announced. Similarly,

Xl. CONCLUSION
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if the recently reported, apparent deviation of the muon
anomalous magnetic moment from the standard model pre
diction [2] is due to supersymmetry, this upper limit on the
branching ratio foru— ey sets stringent limits on the flavor-
violating masses that occur in the minimal supersymmetric
standard mod€l29].
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APPENDIX A: PHOTON PATTERN RECOGNITION
. ) o FIG. 26. End view of two typical photon spectrometer events.
The photon pattern recognition algorithms were optimizedrne detector elements, from inner to outer radius, are plastic scin-

to find pair conversions due to high energy photons. Initially.tillators, lead, MWPC, lead and three layers of drift chamber. Hits
active adjacent cells within the same drift chamber cylindeiin plastic scintillator and MWPC cells are shown with ax * and

were combined into clusters of hits. If delay line information hits in drift chamber cells are shown as solid circles. In the top
was available, contiguous drift chamber hits that hadlues  event, both edges are classified as 3-side. The bottom event left
differing by more than 4 cm were assigned to separate clusdge corresponds to a 3-side and the right edge is a 2-side. The
ters. Pattern recognition then began by classifying the edgegrcles shown in the figures were fits from the photon spectrometer
of the events. To be considered as a candidate event, at leastalysis code.

one member of the conversion pair had to pass through all

three photon drift chambers in a pair spectrometer during it§onstraint eliminated most high energy Compton scattered
initial arc. Shower edges that appeared consistent with thiBhotons with very little loss of efficiency for 52.8 MeV pairs.
hypothesis were identified as “3-side” edges. The other(This constraint was relaxed during th€— yy studies de-
member of the pair was required to pass through at least tr@:ribed in Sec. VIII E for certain classes of eIeCtromagnetiC
innermost and middle drift chambers, but not necessarily théhowers induced by the higher energy photénmaximum
outermost. Shower edges that appeared to arise from track$ two contiguous cells was allowed in the innermost drift
that passed through only the inner two drift chambers of £hamber for a vertex candidate associated with two 3-side
pair spectrometer were identified as “2-side” edges_ Typica|edges. MC simulation was used to set additional restrictions
events with 3-side and 2-side edges are shown in Fig. 2d0r vertex candidates that involved non-contiguous cells in
The 3-side edges were allowed to have a maximum clustéfe middle and/or the outermost drift chambers.

width of two drift chamber cells in the first and second drift ~ The pair recognition algorithm was performed in the on-
chambers to minimize ambiguities due to multiple passesine analysis and then repeated during off-line processing. In
These constraints eliminated some high energy photon cortbe on-line code, a crude determination of the energy was
versions, but they reduced background and improved resolinade by estimating the transverse momentum from the
tion without significantly reducing the reconstruction effi- width of the event and the longitudinal momentum using the
ciency. Events with satisfactory edges were then checked fdiifference in the vertex and edgelocations, coupled with
possible vertices. For events with a 2-side edge, the verteife vertex to edge transverse distances. The photon conver-
location was found by starting from the 2-side edge and losSion location, R, ,¢,,2,), was obtained from the vertex lo-
cating the first set of hits in the outermost drift chamber.cation and the time of conversioii,,, was obtained from
Connecting this with hits in the inner two drift chambers Scintillators that were hit below the edge cells.

defined the candidate vertex location. Both minimum and In the off-line code, events were further processed by al-
maximum width constraints were imposed on the distancgorithms that determined those cells that were most likely
between the 2-side edge and the vertex. If the width conassociated with the initial arc of the conversion pair. The
straints were not satisfied, the cells on the 2-side were corfagging process was repeated for each vertex candidate in an

sidered to be noise hits and an attempt was made to reclagvent. Tagged cells formed the set of drift chamber hits used
sify the edge of the event as a 3-side edge. in the circle fits for the events. A non-linear least-squares

The on-line pattern recognition algorithm allowed for fitting routine was used to obtain the best circle fits for the
multiple vertex candidates for events that were tagged agonversion pair. Thex? that was minimized summed
having 3-sides on both edges. Candidate vertex locations rédmeas— dca|c)2/0§ over the tagged cells as well asq¢
quired more than one hit in the outermost drift chamber. This— vef)Z/ag, whered was the drift distance of each hit cell
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FIG. 27. Using the muon decay point in the target, Hg), FIG. 28. The momentum of the positron is related to the orbit
(B2) and (B3) follow from the figure. radius for the positron orbit, leading to E@4).

and ve+ (ve-) was the intersection point of the positron APPENDIX B: ARC ORBIT CALCULATION

(electron circle and a lead conversion layer. The choice to fit  Thig appendix describes the calculation of the likely heli-
drift distances, rather than space points, eliminated the neegh) orbit of a positron from a— ey decay given the param-

to resolve left-right ambiguities in the drift chambers ex- aters of the photon that triggered the event. The photon re-
pIi_ci.tIy, c_";lt the expense of introducing gd-ditional local construction yielded the photony{-e*e™) conversion
minima into the x? space. These Ioca_ll minima were ad- |gcation R,.$,,2,) and the calibrated TDC timeT() for
dressed in part by using the results of circle fits toéfieand  the conversion. The photon and the positron were assumed to
e~ trajectories, which utilized the left-right information, as originate simultaneously from a common point in the muon
starting points for the final non-linear fit. The vertex con- stopping target and the positron was assumed to have a mo-
straint in the non-linear fit helped improve the mome”tummentum,pe, of 52.8 MeVk directed opposite to that of the
resolution of the particles and rejected solutions that Wer&hoton. From a given hit positron scintillator and its associ-
not consistent with a pair originating from a common origin gted Snow White triple, the positron tim@& ) and the spa-

in a lead foil. When the pattern recognition indicgted thatiia| |ocation KewsYewrZsw) at the termination of the orbit
both thee™ and thee™ passed through the same drift cham- yere obtained. Based on this informatie®c determined a
ber cell near the event vertex, th¢ fit was modified o  pelical orbit along which the positron spectrometer data
require one member of the pair to have the observed driftq,1d pe searched for hits.

distance, while the other member of the pair was required t0 The absolute transit times of the photdn)(and the pos-
pass through the cell at some larger drift distance. The codg.qp, (t,) from a candidatex—ey decay were not known.
determined if the conversion occurred in the inner or outelyowever, the time differenceT(—T.) was calibrated to be
lead layer by examining the occupancy of MWPC cells beqa) 1o the difference in the transit timeg€t,). This

low the vertex region. For example, in Fig. 26 the conversiongeniity was carefully checked on line and then validated
in the top event occurred in the inner lead layer, whereas thg;iih the 1B data(Sec. VI D). TheARc algorithm calculated

conversion in the bottom event occurred in the outer lea otht, andt., as well as the estimated muon decay point in
layer. Additional constraints were placed on the circles toy,, taerget,x ’/y 7 the helical orbit radiusR. . the helix
RPN TR TR h\e s

ensure that the fits were physically acceptable solutions. NOsenterx,, y., and the total angular path of the helix. From

tab[y, circle centers were allowed to occupy only a limited Fig. 27 the following three equations can be written for a
region of the detector. When several vertex candidates were ey event:

available, the best choice was assumed to be the one with tI‘Lfe—)

minimum 2. ct, z,-z,

Photon kinematic parameters were extracted from the best C—t7= 7 7 (BY)
fit solution. Initial values foip and the longitudinal momen- e TswoTw
tum, p,, were obtained separately for teé ande™ of the T\t
conversion pair. An averageéE/dx correction for the pair C(Te=Ty)=cle=cty, (B2)
was determined, based on the conversion lead layer. The un- (Ct)2=r2+ (2, 27.)2 (B3)
certainty indE/dx was the biggest contributor to the photon Y yoTR Ty

energy resolution for conversions with dip angles less thaq'he initial approximation for , wasR.,, the radius of the
Y v

20°. The rgconstructed momenta and the energy loss We%oton conversion layer. EquatioB1)—(B3) were solved
then combined to determine a value for the initial photonby iteration fort, t,, andz, . Only two iterations were re-
yrer N

energy. _The_photon angle was obtained Wlt_h respect to _th uired for sufficient accuracy.
beam direction from an average of the pair angles. Initia . . .
A . ) - From Fig. 28, the orbit radiu®}, was calculated from
timing information was obtained from the scintillators asso-

ciated with the first arcs of the conversion pair. Corrections ;

were made to account for the flight time of the positron and Re:ﬁ: Pe bi . (B4)
electron between the vertex location and the scintillator. The qB qB \/rzy+ (zy—z#)2

event was then checked for scintillator hits associated with a

second pass of either member of the conversion pair. Thelere g is the positron charge and is the magnetic field.
time of the photon decay at the target was obtained by comsivenz,,z,,, andr,~R,, an estimate of the orbit radius,
bining scintillator times, corrected for the pair time-of-flight, R., was obtained. The quotiem./qB=11.73 cm repre-
and then correcting for the photon time of flight between thesents the largest possible orbit radius for the positron in the
target and conversion point. 1.5 T magnetic field.
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Inner Cathode
>< Anode
Outer Cathode

Topology 1

Dead 2 3 4
Noisy 5 6 7
Inefficient 8 9 10

FIG. 29. This view along the axis of the positron helix leads to .

a determination of the center of the helical orbit and xreordi- Topology 11
nate of the muon decay obtained from E(B5), (B6) and (B7).

The planar target sloped in thez plane, allowingy,, to > Wat o < >{<
be determined froma,, . Using Fig. 29, the coordinates of the -~ \ / Teal

axis of the helical orbit X.,y;) and thex coordinate of the  pead 12 13 14
muon decay in the muon stopping target, were calcu-  Noisy 15 16 17
lated from the following three equations: Inefficient 18 19 20
Yy Yu Xu™Xc FIG. 30. The different types of space point topologies. The solid
N - (BS) lines represent clean hits. lllustrations with dashed lines represent

X, — X -ve'
v X Y Ye three distinct topologies, where the dashed line may be replaced by

(B6) a dead channel, a noisy cluster, or a known inefficiency. They were

2 2_ 2
Xsw ™ Xe)“F - =Rg,
(Xsw™ %)™+ (Y™ Ye) ¢ assigned distinct numbers and were studied separately during the

v 2 v \2_p2 development of the pattern recognition program. Additional topolo-
(X“ Xe) ™t (y“ Yo) =Re. (B7) gies were also defined and studied, such as triples with two noisy
With (x,.y,,z,) determined, the value for, was calcu- clusters, but were not used in the final analysis.

lated. The entire process was repeated using these valuesHis in either the anodes or cathodes that were normally as-
obtain better estimates of, te, X,, Y., Z,, Re, X, @and  sociated with the response of a chamber to a track crossing.
Ye- The clustering algorithm took into consideration the imper-
Employing the coordinates of the beginning,(y,,z,), fections of the detectofabout 7% dead wires and cathode
ending Ksw,Ysw.Zsw), and axis &.,y.) of the helical posi- stripes and inefficiencies in the chamberas well as the
tron orbit, the helix rotation anglest,) was calculated from dependence of cluster widths on the entry angle of the track
(X,.Y,) 10 (Xsw.Ysw)- The total angle traversed by the pos- with the chamber. The anodes and cathodes were treated

itron can be written as slightly differently because of the differences in their modes
of signal generation. Track reconstruction efficiency was
Bt mostly insensitive to the choice of clustering algorithm, but

0 u+277nloop:(_)' (B8) the method that was selected optimized the resolutions; the

projection to the decay point in the target was more sensitive
wherem is the mass of the positron amg,,, is the number than the energy. For high rate data, clustering was only ap-
of loops. The nearest integer value fog,, was determined plied to chambers that were potentially involved in a signal
from Eq. (B8) and the integer result was substituted back inevent.
Eq. (B8) to obtain a better estimate tf. The new value of The term “double” describes the spatial overlap of an
t, was used in Eq(B1) to improve the orbit parameters anode cluster with a cluster from one of the foils. A triple
further. With the orbit parameters known, the spatial coordirequired thez coordinate of two doubles associated with a
nates where the orbit intersected the positron MWPCs wergingle anode be the same to within 1 cm. If a cathode cluster

calculated. contributed to more than one double, only the two triples
with the smallest differences in anode crossings were re-
APPENDIX C: POSITRON PATTERN RECOGNITION tained. Anode-only clusters were allowed in the Snow White

chamber when positron tracks were leaving the chamber to-

The principal job of the positron pattern recognition codeward larger radial distance. Triples and doubles were of vary-
was to find the space points, called clusters, where positroriag quality and were denoted according to their “crossing
crossed the MWPCs and then map the clusters into helicabpologies.” The types of crossing topologies are displayed
tracks. Clusters were defined as nearly contiguous groups df Fig. 30. Noisy clusters had an excessive number of wires;
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e.g., for the anodes, a noisy cluster in a dwarf containe@ minimum criterion for the number of triples and doubles in
more than 8 wires. Clusters in regions of known inefficien-the first loop was applied. On the scintillator side, a final
cies were noted. Clusters that could have been associatédple in the Snow White chamber was required for a track to
with another crossing were tagged, since it was possible fdbe retained. Roughly, for a candidate track to be kept, it must
triples and doubles to be formed from random hits at highretain 60%—70% of the possible hits.
rates. Non-uniformities in the magnetic field led to a complexity
The high rate code only examined crossing topologies iin the above procedure for events with a high number of
the anode cluster was within the end-viewc windows. loops. Tracks still projected as circles but they deviated from
Only crossing topologies 1, 2—7, and 11 were used as parts straight line in the unrolled viey30]. In order to keep
of tracks. The coordinates of the intersections were calcuthese tracks, the extrapolation of the fragment slopes had to
lated from the centers of the cluster crossings. In the case @ccount for the deviations that increased the longitudinal dis-
differing widths for inner and outer cathode clusters, the nartance traversed per loop as the field weakened. The field
rower width was used to determine the coordinate. non-uniformities were small and well described by a polyno-
The intrinsic resolutions for a normal crossing were 0.065mial; the ratio of the first and second terms to tHe @rm
cm rms for the anodes and 0.29 cm rms for the cathodes. Theere —1.8x10 % cm ! and —7.1x10°® cm™?, respec-
weights (142) for fitting were assigned to the space pointstively, over the range of-70 cm. Though the terms were
to reflect an intrinsic resolution, the entrance angle, and themall, the corrections were many centimeters for an event
differences in the cathode cluster widths. These weights, asrmaking many loops.
function of entrance angle and cluster widths, were in good Once the hits were identified, the parameters characteriz-
agreement with the residuals from track fitting. ing the track, the circumference around the chamber and the
As an initial step in obtaining tracks, all combinations of longitudinal position including the-correction term, were
three clearie.g.,<8 wires anode-wire clusters were used to extracted via a non-linear least squares fit. The circumfer-
extract the parameters of circles that passed through thesmce was chosen because the hits were confined to lie on the
anodes. For high rate data, the combinations were restrictadrcles that were defined by the chamber wires. The param-
to groups of three clean anodes in distineC windows. All  eters were defined by the helix equations
wires (ignoring ARC windows in the involved chambers

were examined for anodes within a chord length of 0.75 cm, X(p) =X+ p cod p+ o),

and successes were associated with this circle. The circle

parameters were extracted by fitting these data. After all pos- Y(p)=yc+psin(d+ ¢o),

sible combinations were fit, the parameters were compared to

eliminate duplicates. zZ(p)=2zy+ (ptam\) ¢. (C1

There could be considerable ambiguity with respect to the
number of loops a real track made for a given circle due torhe derivatives of the predicted measurements with respect
inefficiencies and accidental degeneracies of the hits. At higho the parameters that were needed to make up the curvature
rates, the large number of hits resulted in many possibilitiesmatrix of the least squares fit are analytic, making the fitting
some of which were artificial. Starting with circles, helical process reasonably fas23|.
track fragments were sought by looking for straight lines in  However, using this procedure it was possible to find the
the unrolled system. Combinations of track fragments weressame track many times and, at high rates, to find false tracks.
compared to determine if they fell on the same straight lineA number of criteria were used to sort the best candidates
where the Zr ambiguity around the circle was considered. If from the list to maximize the probability of finding only real
enough fragments lie on the same straight line for a particutracks once. For multiple tracks associated with the same
lar set of slopes and intercepts, a trial track was identified. circle, the track with the greatest fractional occupancy was

The ftrial track was then extended in both directions to-retained, and tracks with the same slope and center were
ward the target and toward the scintillators. If the extensiongoncatenated to a single track. Tracks were required to have
passed sulfficiently close to triples having the correct topoloa certain minimum number of triples and doubles and the
gies, these hits were added to the trial tracks. On the targeutoffs depended on the number of loops and the number of
side, there was an ambiguity as to the origin of the track, sa@warfs involved.
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