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1. confidence level signature (CLs) 

2. performance index measure (PIM) 

3. receiver operating characteristic (ROC) 

4. Gini index (GI)

3

The curve used to quantify the performance of classifiers is called
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1. in many situations Bayes' theorem does not apply 

2. it approximates PDF's as multi-variate Gaussians 

3. it it based on an a linear approximation of Bayes' formula 

4. it ignores correlations between the input variables

4

The naive Bayes classifier is called "naive" because 
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1. the classifier learns statistical fluctuations of the training sample 

2. sometimes classification works better than theoretically 
expected 

3. the classification performance becomes worse when the training 
sample is too large 

4. classification becomes slow for a too large training sample

5

In supervised learning, "over-training" means that
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1. to use special relativity in particle identification 

2. to combine many weak classifiers into a strong one 

3. to increase the performance by using more input variables 

4. to use GPUs to speed up the learning process

6

"Boosting" means 
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1. the dimension of the feature space 

2. the error rate of a classifier 

3. the performance of boosted decisions trees 

4. the separation between single and background in a sample

7

The Gini index measures 
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