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Part I: proton-proton collisions
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Total p+p(pbar) Cross Section
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Above ~ √s = 20 GeV all hadronic 
cross sections rise with 
increasing √s  

�tot(h + X ) = �tot(h̄ + X )

Data show that 

(in line with Pomeranchuk's theorem)

Soft processes: 
hard to calculate σtot(√s) in QCD

Modeling based on Regge 
theory: exchange of color-neutral 
object called pomeron

ATLAS, arXiv:1408.5778

�tot = Xs✏ + Ys✏
0

✏ = 0.08� 0.1, ✏0 ⇡ �0.45

parameterization from Regge theory:
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Diffractive collisions (I)
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(Single) diffraction in p+p:  
“Projectile” proton is excited to a hadronic state X with mass M

pproj + ptarg ! X + ptarg

The excited state X fragments, giving rise to the production of (a small number) 
of particles in the forward direction

Theoretical view:
■ Diffractive events correspond to the exchange of a Pomeron 
■ The Pomeron carries the quantum numbers of the vacuum (JPC = 0++) 
■ Thus, there is no exchange of quantum numbers like color or charge 
■ In a QCD picture the Pomeron can be considered as a two- or multi-gluon 

state, see, e.g., O. Nachtmann (→ link)

https://arxiv.org/abs/hep-ph/0312279
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Diffractive collisions (II)
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�tot = �el + �inel, �inel = �SD + �DD + �CD + �ND

non-diffractive 
collisions

single-diffractive 
dissociation

double-diffractive 
dissociation central diffraction
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Diffractive collisions (III)
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UA5, Z. Phys. C33, 175, 1986 

Fraction of diffractive dissociation events with respect to all inelastic 
collisions is about 20–30% (rather independent of √s) 
See also ATLAS, arXiv:1201.2808 
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Charged-particle Multiplicity as a fct. of √s: 
Similarities between pp and e+e−
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The increase of Nch with √s looks 
rather similar in p+p and e+e− 

Roughly speaking, the energy 
available for particle production 
in p+p seems to be ~ 30–50%: 

f (
p
s) := Ne+e�

ch (
p
s)

! Np+p
ch = f (K

p
spp) + n0

K ⇡ 0.35, n0 ⇡ 2.2A fit yields: 
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What is the distribution of the number of produced 
particles per collision?
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Independent sources: Poisson distribution 

Observation: 
Multiplicity distributions in pp, e+e−, and 
lepton-hadron collisions well described by a 
Negative Binomial Distribution (NBD) 

Deviations from the NBD were discovered by 
UA5 at √s = 900 GeV and later confirmed at 
the Tevatron at √s = 1800 GeV (shoulder 
structure at n ≈ 2 <n>)0 5 10 15 20 25 30 35
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π0 transverse momentum 
distributions at different √s 
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Mean pT increases with √s
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Increase of ⟨pT⟩ with √s (most 
likely) reflects increase in 
particle production from hard 
parton-parton scattering 
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mT scaling in pp collisions
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mT scaling:  
shape of mT spectra the same 
for different hadron species
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RHIC/LHC:  
mT scaling (approximately) 
satisfied, different universal 
function for mesons and baryons
Do deviations from mT scaling in pp at 
low pT indicate onset of radial flow? 
(1312.4230)

mT scaling (early ref's):  
Nucl. Phys. B70, 189–204 (1974)  
Nucl.Phys. B120 (1977) 14-22 
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■ Description of particle production 
amenable to perturbative methods 
only at sufficiently large pT (so that αs  
becomes sufficiently small) 
‣ parton distributions (PDF) 
‣ parton-parton cross section from 

perturbative QCD (pQCD) 
‣ fragmentation functions (FF)  
 

■ Low-pT:  
Need to work with (QCD inspired) 
models, and confront them with data 
‣ e.g. Lund string model

Theoretical modeling: General considerations

�12
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Modeling particle production as string breaking (I)

■ Color flux tube between two quarks 
breaks due to quark-antiquark pair 
production in the intense color field 

■ Lund model:  
The basic assumption of the 
symmetric Lund model is that the 
vertices at which the quark and the 
antiquark are produced lie 
approximately on a curve on 
constant proper time 

■ Result: flat rapidity distribution of 
the produced particles 
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Modeling particle production as string breaking (II)
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In terms of the transverse mass of the produced quark (mT,q' = mT,q'bar) 
the probability that the break-up occurs is:

P / exp
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= exp
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This leads to a transverse momentum distribution for the quarks of the form:
q

hp2T iquark =
p

k/⇡ 

For pions (two quarks) one obtains:
q

hp2T ipion =
p
2k/⇡

With a string tension of 1 GeV/fm this yields ⟨pT⟩pion≈ 0.37 GeV/c, in 
approximate agreement with data 

1

pT

dNquark

dpT
= const. · exp

�
�⇡p2T/k
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Modeling particle production as string breaking (III)
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The tunneling process implies heavy-quark suppression:

uū : dd̄ : ss̄ : cc̄ ⇡ 1 : 1 : 0.3 : 10�11

Convolution of the string breaking mechanism with fluctuations of the string 
tension described by a Gaussian give rise to exponential pT spectra

Phys. Lett. B466, 301–304 (1999) 

quark-diquark stringThe production of baryons can be modeled by 
replacing the q-qbar pair by an quark-diquark pair

Collisions of hadrons described as excitation of quark-diquarks strings: 
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Part II: nucleus-nucleus collisions
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Ultra-Relativistic Nucleus-Nucleus Collisions: 
Importance of Nuclear Geometry
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■ Ultra-relativistic energies 
‣ De Broglie wave length much 

smaller than size of the nucleon 
‣ Wave character of the nucleon 

can be neglected for the 
estimation of the total cross 
section 

■ Nucleus-Nucleus collision can be 
considered as a collision of two 
black disks

RA ⇡ r0 · A1/3, r0 = 1.2 fm

�A+B
inel ⇡ �geo ⇡ ⇡r20 (A

1/3 + B1/3)2
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Participants and spectators

■ Ncoll: number of inelastic nucleon-nucleon collisions 
■ Npart: number of nucleons which underwent at least one inelastic nucleon-

nucleon collisions 
�18

b

spectators
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dNch/dη vs √sNN in pp and central A-A collisions

■ dNch/dη scales with sα 
■ Increase in central A+A 

stronger than in p+p

�21

Centrality dependence of hdNch/dhi in Pb–Pb at
p

sNN = 5.02 TeV ALICE Collaboration
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Fig. 1: Values of 2
hNparti hdNch/dhi for central Pb–Pb [4–7] and Au–Au [8–12] collisions (see text) as a function

of
p

sNN. Measurements for inelastic pp collisions and pp collisions as a function of
p

s are also shown [26–28]
along with those from non-single diffractive p–A and d–A collisions [29, 30]. The s-dependence, proportional
to s

0.155
NN for AA collisions is indicated by a solid line: similarly a dashed line shows an s

0.103
NN dependence in pp

collisions. The shaded bands show the uncertainties on the extracted power-law dependencies. The central Pb–Pb
measurements from CMS and ATLAS at 2.76 TeV have been shifted horizontally for clarity.

b = 0.155±0.004. It is a much stronger s-dependence than for proton–proton collisions, where a value
of b = 0.103± 0.002 is obtained from a fit to the same function [28]. The fit results are plotted with
their uncertainties shown as shaded bands. The result at

p
sNN = 5.02 TeV confirms the trend established

by lower energy data since b is not significantly different when the new point is excluded from the fit.
It can also be seen in the figure that the values of 2

hNparti hdNch/dhi measured by ALICE for p–Pb [25]
and PHOBOS for d–Au [11] collisions fall on the curve for proton–proton collisions, indicating that the
strong rise in AA is not solely related to the multiple collisions undergone by the participants since the
proton in p–A collisions also encounters multiple nucleons.

The centrality dependence of 2
hNparti hdNch/dhi is shown in Figure 2. The point-to-point centrality-

dependent uncertaintes are indicated by error bars whereas the shaded bands show the correlated con-
tributions. The statistical uncertainties are negligible. The data are plotted as a function of hNparti and
a strong dependence is observed, with 2

hNparti hdNch/dhi decreasing by a factor 1.8 from the most central
collisions, large hNparti, to the most peripheral, small hNparti. There appears to be a smooth trend towards
the value measured in minimum bias p–Pb collisions [25]. The data measured at

p
sNN = 2.76 TeV

[4, 26] are also shown, scaled by a factor 1.2, which is calculated from the observed s
0.155 dependence of

the results in the most central collisions, and which describes well the increase for all centralities. Given

5

ALICE, arXiv:1512.06104 
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Centrality dependence of dNch/dη

■ dNch/dη / Npart increases with centrality 
■ Relative increase similar at RHIC and the LHC: Importance of geometry!
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most peripheral to 2.0% in the most central class, by using
an alternative method where fake hits are injected into real
events; for particle composition, 1%, by changing the
relative abundances of protons, pions, kaons by up to a
factor of 2; for contamination by weak decays, 1%, by
changing the relative contribution of the yield of strange
particles by a factor of 2; for extrapolation to zero trans-
verse momentum, 2%, by varying the estimated yield of
particles at low transverse momentum by a factor of 2; for
dependence on event generator, 2%, by using quenched
and unquenched versions of HIJING [20], as well as DPMJET

[22] for calculating the corrections. The systematic uncer-
tainty on dNch=d! due to the centrality class definition is
estimated as 6.2% for the most peripheral and 0.4% for the
most central class, by using alternative centrality defini-
tions based on track or SPD hit multiplicities, by using
different ranges for the Glauber model fit, by defining
cross-section classes integrating over the fit rather than
directly over the data distributions, by changing the Npart

dependence of the particle production model to a power
law, and by changing the nucleon—nucleon cross section
and the parameters of the Woods—Saxon distribution
within their estimated uncertainties and by changing the
internucleon exclusion distance by !100%. All other
sources of systematic errors considered (tracklet cuts, ver-
tex cuts, material budget, detector efficiency, background
events) were found to be negligible. The total systematic
uncertainty on dNch=d! amounts to 7.0% in the most
peripheral and 3.8% in the most central class. A large
part of this uncertainty, about 5.0% for the most peripheral
and 2.5% for the most central class, is correlated among the
different centrality classes. The dNch=d! values obtained
for nine centrality classes together with their systematic
uncertainties are given in Table I. As a cross check of the
centrality selection the dNch=d! analysis was repeated
using centrality cuts defined by slicing perpendicularly to
the correlation between the energy deposited in the ZDC
and the VZERO amplitude. The resulting dNch=d! values
differ by 3.5% in the most peripheral (70%–80%) and by
less than 2% in all the other classes from those obtained by

using the VZERO selection alone, which is well within the
systematic uncertainty. Independent cross checks per-
formed using tracks reconstructed in the TPC and ITS
instead of tracklets yield compatible results.
In order to compare bulk particle production in different

collision systems and at different energies, the charged-
particle density is divided by the average number of par-
ticipating nucleon pairs, hNparti=2, determined for each
centrality class. The hNparti values are obtained using the
Glauber calculation, by classifying events according to the
impact parameter, without reference to a specific particle
production model, and are listed in Table I. The systematic
uncertainty in the hNparti values is obtained by varying the
parameters entering the Glauber calculation as described
above. The geometrical hNparti values are consistent within
uncertainties with the values extracted from the Glauber fit
in each centrality class, and agree to better than 1% except
for the 70–80% class where the difference is 3.5%.
Figure 2 presents ðdNch=d!Þ=ðhNparti=2Þ as a function of

the number of participants. Point-to-point, uncorrelated
uncertainties are indicated by the error bars, while corre-
lated uncertainties are shown as the grey band. Statistical
errors are negligible. The charged-particle density per
participant pair increases with hNparti, from 4:4! 0:4 for
the most peripheral to 8:4! 0:3 for the most central class.
The values for Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 0:2 TeV, aver-
aged over the RHIC experiments [7], are shown in the same

TABLE I. dNch=d! and ðdNch=d!Þ=ðhNparti=2Þ values mea-
sured in j!j< 0:5 for nine centrality classes. The hNparti ob-

tained with the Glauber model are given.

Centrality dNch=d! hNparti ðdNch=d!Þ=ðhNparti=2Þ
0%–5% 1601! 60 382:8! 3:1 8:4! 0:3
5%–10% 1294! 49 329:7! 4:6 7:9! 0:3
10%–20% 966! 37 260:5! 4:4 7:4! 0:3
20%–30% 649! 23 186:4! 3:9 7:0! 0:3
30%–40% 426! 15 128:9! 3:3 6:6! 0:3
40%–50% 261! 9 85:0! 2:6 6:1! 0:3
50%–60% 149! 6 52:8! 2:0 5:7! 0:3
60%–70% 76! 4 30:0! 1:3 5:1! 0:3
70%–80% 35! 2 15:8! 0:6 4:4! 0:4
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FIG. 2 (color online). Dependence of ðdNch=d!Þ=ðhNparti=2Þ
on the number of participants for Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV and Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 0:2 TeV (RHIC
average) [7]. The scale for the lower-energy data is shown on
the right-hand side and differs from the scale for the higher-
energy data on the left-hand side by a factor of 2.1. For the Pb-Pb
data, uncorrelated uncertainties are indicated by the error bars,
while correlated uncertainties are shown as the grey band.
Statistical errors are negligible. The open circles show the values
obtained for centrality classes obtained by dividing the 0%–10%
most central collisions into four, rather than two classes. The
values for non-single-diffractive and inelastic pp collisions are
the results of interpolating between data at 2.36 [19,24] and
7 TeV [25].

PRL 106, 032301 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

21 JANUARY 2011

032301-3

ALICE, arXiv:1012.1657
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Average pT of pions, kaons, and protons in 
Au-Au@200 GeV and Pb-Pb@2.76 TeV

�23

partN
0 100 200 300 400

〉 Tp〈

0

500

1000

p, Au-Au, 200 GeV

, Au-Au, 200 GeV+K

, Au-Au, 200 GeV+π

partN
0 100 200 300 400

〉 Tp〈

0

500

1000

p, Pb-Pb, 2760 GeV

, Pb-Pb, 2760 GeV+K

, Pb-Pb, 2760 GeV+π

Pb-Pb at √sNN = 2.76 TeVAu-Au at √sNN = 200 GeV



QGP physics SS2017 | K. Reygers | 3.  Basics of Nucleon-Nucleon and Nucleus-Nucleus Collisions

Nuclear stopping power (Au-Au at √sNN = 200 GeV)
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3

extrapolate to the full pT range. Different functional
forms were tested: mT -exponential, Boltzmann and
Gaussian. The function found to best describe the
data was the Gaussian in pT [f(pT ) ∝ e−p2

T /(2σ2)] and
this function has been used for all fits. This functional
form was also used in [14].

The mean transverse momentum ⟨pT ⟩ of the spectra
calculated from the fit is found to be within 0.1 GeV/c
at each rapidity for the three functional forms. For
protons which have the best counting statistics, ⟨pT ⟩
decreases from ⟨pT ⟩ = 1.01± 0.01(stat) GeV/c at y =
0 to ⟨pT ⟩ = 0.84 ± 0.01(stat) GeV/c at y ∼ 3.
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FIG. 2: Proton, anti–proton, and net–proton rapidity den-
sities dN/dy as a function of rapidity at

√
sNN = 200

GeV. The horizontal bars shows the rapidity intervals for
the projections. The errors shown with vertical lines are
statistical only while the caps includes both statistical and
systematic. No weak decay correction has been applied.

The differential yield within the measured pT range
varies from 85% of the total dN/dy near mid–rapidity
to 45% at y ∼ 3. The systematic errors on dN/dy
were estimated from the difference in dN/dy values
obtained using different spectrometer settings cover-
ing the same (y, pT ) regions, the discrepancy between
the two different efficiency methods, and by estimat-
ing the effects of the pT extrapolation. The system-
atic errors were found to be 10-15% for mid-rapidity
(y < 1) and 20-30% for forward rapidities.

Figure 2 shows the resulting rapidity densities
dN/dy as a function of rapidity. The most prominent
feature of the data is that while the proton and anti–
proton dN/dy decrease at rapidities away from mid–
rapidity the net–proton dN/dy increases over all three

units of rapidity, from dN/dy(y=0) = 6.4±0.4(stat)±
1.0(syst) to dN/dy(y=3) = 12.4±0.3(stat)±3.2(syst).

A Gaussian fit to the anti-proton dN/dy distribu-
tion gives the total extrapolated anti–proton yield :
84±6 (92% in −3 < y < 3). For protons the yield from
a Gaussian fit to dN/dy in the range, −3 < y < 3, is
138 ± 7.
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FIG. 3: The net–proton rapidity distribution at AGS [7,
15, 16] (Au+Au at

√
sNN = 5 GeV), SPS [17] (Pb+Pb at√

sNN = 17 GeV) and this measurement (
√

sNN = 200
GeV). The data are all from the top 5% most central
collisions and the errors are both statistical and system-
atic (the light grey band shows the 10% overall normal-
ization uncertainty on the E802 points, but not the 15%
for E917). The data have been symmetrized. For RHIC
data black points are measured and grey points are sym-
metrized, while the opposite is true for AGS and SPS data
(for clarity). At AGS weak decay corrections are negligible
and at SPS they have been applied.

Figure 3 shows net–proton dN/dy measured at AGS
and SPS compared to these results. The distributions
show a strong energy dependence, the net–protons
peak at mid–rapidity at AGS, while at SPS a dip is
observed in the middle of the distribution. At RHIC a
broad minimum has developed spanning several units
of rapidity, indicating that at RHIC energies collisions
are quite transparent.

To calculate the rapidity loss, dN/dy must be
known from mid–rapidity to projectile rapidity, yp =
5.36. BRAHMS measures to y ∼ 3, so the shape of the
rapidity distribution must be extrapolated to calcu-
late ⟨δy⟩. The baryon number of participating nucle-
ons (Npart) is conserved, while the net–proton number
is not necessarily conserved. To obtain net–baryons,
the number of net–neutrons and net–hyperons have
to be estimated and the contribution from weak de-
cays included in the measured net–protons has to be
deduced. Using MC simulations we find these contri-
butions to be c1 = 0.53±0.05 protons for each Λ, and
c2 = 0.49 ± 0.05 protons for each Σ+ decay. There is

hyi = 2

Npart

Z yp

0
y
dNB�B̄

dy
dy

Average energy loss of a nucleon in central Au+Au@200GeV is 73 ± 6 GeV

Average rapidity loss:

yp = 5.36

h�yi = yp � hyi ⇡ 2

hE i = 1

Npart

ypZ

�yp

hmT i cosh y| {z }
E

dNB�B̄

dy
dy ⇡ 27± 6GeVEp = 100GeV,

Initial rapidity:

Net baryons after the collision:

Average rapidity loss:

Brahms, PRL 93:102301, 2004

Average energy per (net) baryon:

http://journals.aps.org/prl/pdf/10.1103/PhysRevLett.106.032301
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Bjorken’s formula for the initial energy density

■ Particles (quarks and gluons) 
materialize at proper time τ0 

■ Position z and longitudinal velocity 
(i.e. rapidity) are correlated 
‣ So as if particles streamed freely 

from the origin

�25

2dz

z = ⌧ sinh y

Assumptions:

Consider total energy in 
slice at z = 0 at time τ0

" =
1

A · ⌧0
dET

dy

����
y=0

, ⌧0 ⇡ 1 fm/c

A = transverse area

J.D. Bjorken, Phys.Rev. D27 (1983) 140-151, 2723 citations on inspirehep.net on May 3, 2017
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Energy density in central Pb-Pb collisions at the LHC
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10

PHENIX 0-5% Au+Au

CMS 0-5% Pb+Pb

" =
1

A · ⌧0
dET

dy

����
y=0

=
1

A · ⌧0
J(y , ⌘)

dET

d⌘

����
⌘=0

with J(y , ⌘) ⇡ 1.09

A = ⇡R2
Pb with RPb ⇡ 7 fm

dET/d⌘ = 2000GeV

"LHC = 14GeV/fm3

⇡ 2.6⇥ "RHIC for ⌧0 = 1 fm/c

Central Pb-Pb at √sNN = 2.76 TeV:

Transverse area:

PHENIX, arXiv:1509.06727

Energy density:

Even at √sNN = 7.7 GeV the 
estimated initial energy density 
is above εC ≈ 0.34 GeV/fm3
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Glauber modeling: 
An interface between theory and experiment
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Starting point: nucleon density

⇢(r) =
⇢0

�
1 + wr2/R2

�

1 + exp((r � R)/a)

Woods-Saxon parameters typically 
from e−-nucleus scattering (sensitive to 
charge distribution only) 
 
Difference between neutron and 
proton distribution small and typically 
neglected
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Nuclear thickness function
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side view: transverse plane:

A B

b
b

z axis

s + b/2 s s – b/2
x

y

Projection of nucleon density on the 
transverse plane ("nuclear thickness fct."):

TA(~s
0) =

Z
dz ⇢A(z ,~s

0)

(analogous for nucleus B)
Number of nucleon-nucleon encounters 
per transverse area element: dTAB = TA(~s + ~b/2) · TB(~s � ~b/2) d2s
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Nuclear overlap function and the number of 
nucleon-nucleon collisions
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Nuclear overlap function:

TAB(~b) =

Z
TA(~s + ~b/2) · TB(~s � ~b/2) d2s

Nuclear overlap function resembles 
the integrated luminosity of a collider:

Or, more generally for a process 
with cross section σint:

Ncoll(b) = TAB(b) · �NN
inel

Nint(b) = TAB(b) · �int

0 5 10 15 20
0

500

1000

1500

2000

b (fm)

N
co
ll(b

)

Pb-Pb at √sNN = 2.76 TeV 
(σNNinel = 64 mb)
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Probability for an inelastic A+B collision
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T̂A(~s
0) = TA(~s

0)/A T̂B(~s
0) = TB(~s

0)/B T̂AB(~b) = TAB(~b)/(AB)

Ncoll(b) = ABT̂AB(b) · �NN
inel pNN = T̂AB(~b) · �NN

inel

Def's (different normalization of the thickness functions):

We can then write:

probability for a certain nucleon from nucleus A 
to collide with a certain nucleon from nucleus B

Probability for k  
nucleon-nucleon coll.: P(k ,~b) =

✓
AB

k

◆
pkNN(1� pNN)

AB�k

pABinel(~b) = 1� (1� T̂AB(~b) · �NN
inel)

AB ⇡ 1� exp(�ABT̂AB(~b) · �NN
inel)

Probability for k = 0 is (1 − pNN)AB. Thus:

Poisson limit of the binomial distribution
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dσ/db for Pb-Pb 
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dσ/db (fm)

d�

db
= 2⇡b · pABinel

Total cross section: �AB
inel =

Z 1

0

d�

db
db ⇡ 784 fm2 = 7.84 b
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Number of participants
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Probability that a test nucleon of nucleus A interacts with a certain nucleon of 
nucleus B:

pNN,A(~s) = T̂B(~s � ~b/2)�NN
inel

Probability that the test nucleon does not interact with any of the B nucleons of 
nucleus B:

(1� pNN,A(~s))
B

Probability that the test nucleon makes at least on interaction:
1� (1� pNN,A(~s))

B ⇡ 1� exp(�BpNN,A(~s))

Npart(~b) = NA
part(~b) + NB

part(~b)

=

Z
TA(~s + ~b/2) ·

h
1� exp(�TB(~s � ~b/2)�NN

inel)
i
d2s

+

Z
TB(~s � ~b/2) ·

h
1� exp(�TA(~s + ~b/2)�NN

inel)
i
d2s

Number of participants:
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Npart vs impact parameter b
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Pb-Pb at √sNN = 2.76 TeV 
(σNNinel = 64 mb)
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Glauber Monte Carlo Approach

■ Randomly select impact parameter b 
■ Distribute nucleons of two nuclei 

according to nuclear density 
distribution 

■ Consider all pairs with one nucleon 
from nucleus A and the other from B 

■ Count pair as inel. n-n collision if 
distance d in x-y plane satisfies: 
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b =  6.0 fmd <
q
�NN
inel/⇡

■ Repeat many times:  
⟨Npart⟩(b) ⟨Ncoll⟩(b)

Ann.Rev.Nucl.Part.Sci. 57 (2007) 205-243
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Centrality selection: Forward and transverse energy
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Example: Pb-Pb, fixed-target experiment (WA98, CERN SPS)

Both ET and EZDC can be used to define centrality classes

central Pb-Pb

peripheral Pb-Pb
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Centrality selection: Charged-particle multiplicity
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ALICE, arXiv:1301.4361v3

■ Measure charged particle multiplicity 
‣ ALICE: VZERO detectors (2.8 < η < 5.1 and -3.7 < η < -1.7) 
‣ Assumption: ⟨Nch⟩(b) increases monotonically with decreasing b 

■ Define centrality class by selecting a percentile of the measured multiplicity 
distribution (e.g. 0-5%) 
‣ Need Glauber fit to define “100%” (background at low multiplicities)
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How ⟨Npart⟩, ⟨Ncoll⟩, and ⟨b⟩ are assigned to an 
experimental centrality class?

■ Glauber Monte Carlo 
‣ Find impact parameter 

interval  
[b1, b2] which corresponds to 
the same percentile 

‣ Average Npart(b), Ncoll(b), etc  
over this interval 

■ Example:  
Pb-Pb at √sNN = 2.76 TeV 
‣ σNN(inel) = (64 ± 5) mb
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ALICE, arXiv:1301.4361v3

Centrality determination with ALICE ALICE Collaboration

section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.
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Centrality determination with ALICE ALICE Collaboration

section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.
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