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We update the measurement of th_eproduction cross section using the CDF detector at the Fermilab
Tevatron. This measurement uste?sdecays to the final states+ v+ jets andu+ v+ jets. We search fob
quarks fromt decays via secondary-vertex identification or the identification of semileptonic decaystof the
and cascade quarks. The background to thé production is determined primarily through a Monte Carlo
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simulation. However, we calibrate the simulation and evaluate its uncertainty using several independent data
samples. For a top quark mass of 175 G&?//we measurer;=5.1*1.5 pb ando;=9.2+4.3 pb using the
secondary vertex and the lepton tagging algorithms, respectively. Finally, we combine these results with those
from othertt decay channels and obtain;= 6.5} pb.

DOI: 10.1103/PhysRevD.64.032002 PACS nunferl4.65.Ha, 13.85.Ni, 13.85.Qk

[. INTRODUCTION tags(JPB. The value of the jet-probability threshold is tuned
to have higher tagging efficiency than SECVTX in jets origi-
Qating fromc quarks and a higher rate of fake tags in jets
without heavy flavor. Since this tuning results in an effi-
qguantum chromodynamicQCD) predictions. Aside from ciency for tagging_:)-quark je’gs_ which i_s comparable o that
the obvious observation that a deviation from these predic(—)f S_EC\_/TX' the jet-probability algorithm is used only o :
tions could be indicative of new physics, recent QCD calcuProvide important cross-checks of the background determi-
lations predicto with an uncertainty smaller than 15p4)] nation and of the cross section measured using SECVTX

which motivates measurements of comparable precision. tags. _ o

In pp collisions at\s=1.8TeV top quarks are pair pro- The m(_ethod useq to measuog; Is outllned in Ref.[5]
duced throughqg annihilation (=90%) or gluon fusion and has since been improved. As summarized in [Réfthe
(=10%). In the SM framework the top quark decays inta/a Method relies on the calculation of all the background con-
boson and & quark. When one of the/ bosons decays to an tributions to the taggedV+jet sample. The excess over
electron or a muon, the final state includes a charged leptobackground of th&V+ 3, 4 jet events with at least one tag is
with high transverse momentunp{), a large transverse en- attributed tott production and used to derive;.
ergy imbalance from the undetected neutrino, referred to as The major sources of background are the procegges
£, and four jets frc'Jm' the ha}dronlzec_i quarks. However, be'—>Wg with g—>bE GC (referred to as gluon splittingand
f:cliiﬁ .cgtglr'“:loan r\‘j‘:r'at'\(/)\za ?ﬁ:] ég;me,rgdg% t?ﬁisnzrr?a?esrtg;de'pFHWc. The second largest source of background is

J y vary. e 9 ' mistags(tags in jets which do not contain heavy flayor

referred to in this paper a/+jets and selected from the Smaller contributions come from other processes like Won-
data(105.1 pb ') collected by the collider detector at Fermi- P

lab (CDF) in the 1992—1995 collider run. production, single top quark productiowW, Wz, ZZ and
The same data set has been used in the previous coE - o
measurement af; [2]. This paper revises that measurement "€ method used to measug; relies on the correct
and expands on many of the analysis details. The selection &@libration of the Monte Carlo generators and the detector
the W+ jet sample follows the guidelines used in all previousSimulation. Simulated events are produced with HgewIG
CDF measurements of the top quark mass and productidrf] OF PYTHIA [8] Monte Carlo generators. Hadrons with
cross sectiori3,4]. heavy flavor(b_ andc) are decayed using the CLEO Monte
As done in previous analyses, we employ two technique&arlo calculation(QQ) [9]. All other particles are decayed,
to enhance the relative fraction of events coming from top¥hen appropriate, by the CDF detector simulati@@FL)
quark decays with respect to the background. The firswhich uses its own lifetime table fdy and c-hadrons. QFL
method searches a jet for the presence of a secondary vertéignulates the interaction of all particles in the final state with
reconstructed using the silicon vertex detect8l/X) and  the CDF detector; the detector response is based on para-
displaced from the primary event vertex due to the longMetrizations th_at are f_unctlons of the particle kinematics and
b-quark lifetime (SECVTX tag. The second method have been derived using the data.
searches a jet for the presence of a lepton, indicative of a This paper describes the work done to understand and
semileptonich-decay. Since these leptons typically have lowimprove the caﬂbratlons used in the method to calculate the
momentum compared to the lepton from #edecay, they background tdt events using independent data samples and
are referred to as soft lepton ta@3LT). the corresponding simulations. This work was primarily fo-
In this analysis we use the same SECVTX and SLT algocused on the components with the largest influence on the
rithms as in Ref.[2]. Differently from Refs.[2,3,5, we determination ofoy; mistags, the efficiencies of the tagging
search jets and not events for soft lepton tags; this approadigorithms, and the fraction ofW+jet direct production
has been used for the top quark mass measuregnt which contains heavy flavor. We summarize here the relevant
As a cross-check, we take advantage of a third algorithmgonclusions.
jet-probability, which uses the impact parameter significance We find that, in the jeEt range of interest for this study,
of all tracks in a jet to derive a probability that the jet origi- the SECVTX tagging efficiency fob-quark jets(b-jets is
nates from the primary event vertg&. Jets with small prob- (25*=13)% higher in control samples of data than in the
ability of having zero lifetime are considered jet-probability Monte Carlo simulation of the same processes. Therefore we
conclude that thé-jet tagging rate in Refg2,3] is underes-
timated by this factor. This data-to-simulation discrepancy is
*Now at Carnegie Mellon University, Pittsburgh, Pennsylva-largely due to errors in the simulation that were fouad
nia 15213. posteriori Instead of remaking the large Monte Carlo

In the standard moddlSM) the top quark completes the
third fermion generation. The measurement of the top-quar
pair production cross sectiod; is of interest as a test of
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samples used in this paper we chose to rescale the simulatpdrticles and measuring their momenta. A four layer silicon
b-quark tagging rate by the factor of 129.13. microstrip vertex detectofSVX) surrounds the beryllium
We find that the rate of SECVTX mistags in jets without beam pipe of radius 1.9 cm. The SVX has an active length of
heavy flavor is (56:5)% smaller than what we estimated in 51 cm; the four layers of the SVX are at distances of ap-
Refs.[2,3]. proximately 2.9, 4.2, 5.5, and 7.9 cm from the beamline.
We find that the fraction of—bb andg—cc in thew  Axial micro-strips with 60xm pitch provide accurate track
+jet direct production evaluated WithERWIG needs to be reconstruction in the-¢ plane transverse to the beddd].
increased by (3219)% and (3% 36)%, respectively. Outside the SVX there is a vertex drift chamb@/TX)
These last two effects tend to cancel, leaving the net back¥hich provides track information up to a radius of 22 cm and
ground to top approximately unchanged from our previoudor Ppseudorapidities|7|<3.5. The VTX measures the
results in Refs[2,3]. In the W+ 3,4 jets sample we observe Z-Position of the primary vertex. Both the SVX and the VTX
29 events with one or more SECVTX tags and 25 event@re mounted inside the CTC, a 3.2 m long drift chamber with
with one or more SLT tags. The expected backgrounds ar@n outer radius of 132 cm containing 84 concentric, cylindri-
8.0-1.0 and 13.21.2 events, respectively. The excess ofca@l layers of sense wires, which are grouped into 8 alternat-
SECVTX tags yields the cross sectien;=5.08+1.54pb iNg axial and stereo superlayers. The solenoid is surrounded
and the excess of SLT tags yields=9.18+4.26pb for a Py sampling calorimeters used to measure the electromag-
top quark mass of 175 Gew?. netic and hadronic energy _of_Jets and electrons. The c_alonm-
Following a brief description of the CDF detector in Sec. €ters cover the pseudorapidity rang#=4.2. The calorim-
I, Sec. Il describes the triggers and the reconstruction ofters are segmented ¢ towers pointing to the nominal
leptons, jets, and the missing transverse energy. The selectidiferaction point. There are three separgteegions of calo-
of W+ jet events is detailed in Sec. IV, along with the selec-fimeters. Each region has an electromagnetic calorimeter
tion of the Z+jet sample, which will be used to check the [central (CEM), plug (PEM), and forward(FEM)] and be-
background calculation. The selection of other data samplgnd it a hadron calorimetdCHA, PHA, and FHA, respec-
used to calibrate the event generators and the detector simfively]. Located six radiation lengths inside the CEM calo-
lation is described in Sec. V. Sections VI and VII are dedi-lMmeter, proportional wire chambe(€ES provide shower-
cated to the Monte Carlo generators and the CDF detectdtoSition measurements in tfzeandr-¢ view. Proportional
simulation (QFL), respectively. Section VIII describes the chamberdCPR) located between the solenoid and the CEM
algorithms used for the identification of jets with heavy fla- detect early development of electromagnetic showers in the
vor. The efficiency of those algorithms is calculated in SecSelenoid coil. These chambers provide) information only.
IX, which also includes numerous checks of the result and The calorimeter acts as a hadron absorber for the central

the evaluation of its systematic uncertainty. The new methodhuon detection systetCMU). The CMU consists of four
for evaluating mistags and the determination of its accuracy@yers of drift chambers located outside the CHA calorimeter.
is described in Sec. X. Section XI details the calibration of "€ CMU system covers the pseudorapidif=<0.6 and

D€ - >
the g—bb andg—cc cross sections predicted by theRr- can be reached by muons wily=1.4 GeVk. The CMU

WIG generator. Section Xl describes the calculation of thelsgyséfsmof dIﬁ"Inl?:vr;/S%t?gr ;2:?/”;;] 'Io'fhesfslstgpndoﬂ‘og:if?iﬂgr?:al
backgrounds to th&t production. In Sec. Xlll, we check the '

| - - =" bers CMX extends the muon detection|tg<1.0.
background calculation using th&+jet sample. Additional
checks of the background calculation are described in Sec.
XIV. Finally, o is derived in Sec. XV. In Sec. XVI, we lIl. DATA COLLECTION AND IDENTIFICATION
combine the present results with previous CDF measure- OF HIGH p; LEPTONS AND JETS
ments ofoy; that have been derived using different data sets.

We conclude in Sec. XVII. The last collider run, called run |, lasted from August of

1992 till July of 1993(run 1A) and from January of 1994 till
July of 1995(run 1B). The data collected during this run
Il. THE CDE DETECTOR correspoqd to an integrat_ed Iuminositylof 1054.0pb*
when using the totalpp cross section value 80.03

CDF is a general purpose detector with azimuthal and+2.24 mb[12]. We begin this section with a description of
forward-backward symmetry designed to studly interac-  the triggers used in this analysis. This is followed by subsec-
tions. The CDF coordinate system has thaexis pointing tions on the reconstruction and identification of electrons,
along the proton momentum and tleaxis located in the muons, jets and neutrinos.
horizontal plane of the Tevatron storage ring pointing radi-
ally outward so that thg-axis points up. The coordinates
r-¢ are the standard cylindrical coordinates. A complete de-
scription of CDF can be found in Refk5,10]. The detector A three-level trigger system is used to select events origi-
components most relevant to this analysis are summarizenhting frompp interactions and containing electrons, muons,
below. jets, or missing transverse energi;JE

A superconducting solenoid of length 4.8 m and radius The first-level trigger(L1) accepts events based on the
1.5 m generates a 1.4-T magnetic field. The solenoid conidentification of energy clusters in the calorimeter or track
tains three types of tracking chambers for detecting chargesegments in the muon chambers. The L1 calorimeter trigger

A. Triggers
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requires a single CEM or CHA trigger tower with transverse TABLE I. Selection requirements for primary electrons.
energy greater than 8 or 12 GeV, respectivighese thresh-
olds were set at 6 and 8 GeV during run)1Ahe L1 muon Variable Cut
trigger infers the track momentum from the deflection of the P <15
track segment in the muon chambers due to the magnet IE <005
field; it requires a minimum transverse momentum of 6 and "2 —°" X

10GeVk in the CMU and CMX chambers, respectively. A |AS';| <fg'im
minimum energy of 300 MeV is required in the hadron can—IAZI ;3'0 om
rimeter tower associated with the track segment. ) -

The second-level triggeiL2) uses the calorimetry infor- Xstip <10.0
mation with greater sophistication. The L2 trigger is a fast-Zve <60.0 cm
bus based processft3] with a decision time of approxi- ZVertex match =5.0 cm
mately 20 us. It combines calorimetry towers forming ! <01

electromagnetic and jet-like clusters. An electromagnetic
cluster is constructed as a set of contiguous CHNEM)
towers each witlE=7 GeV (4 GeV), including at least one
seed tower wittE+=8 GeV (6 GeV).

The L2 jet clusters are formed starting with a seed tower
with Er=3 GeV and summing all contiguous towers with
E;=1 GeV. A crude estimate of{Hs also available at this The W+ jet sample is selected requiring electrons recon-
trigger level. The L2 trigger utilizes the list of-¢ tracks  structed in the central pseudorapidity regiofi<1. Stricter
provided by the central fast track€éCFT), a hardware pro- cuts, described in detail in Ref5], are applied to central
cessor which uses fast timing information from the CTC aselectron candidates which passed the trigger prerequisites.
input. The events used in this analysis were collected usinghe following variables are used to discriminate against
the L2 highpt electron trigger, which requires an electro- charged hadrong1) the ratio of hadronic to electromagnetic
magnetic cluster of transverse energy greater than 16 Ge¥nergy of the clustelk, .4/ Ecm; (2) the ratio of cluster en-
matched by a CFT track with transverse momentpm ergy to track momentunt/P; (3) a comparison of the lat-
=12 GeVk. A second trigger requires an electromagneticeral shower profile in the calorimeter cluster with that of
cluster of E;=16 GeV and/E=20GeV and is used to re- test-beam electrond,g,; (4) the distance between the ex-
cover losses due to the CFT inefficiency. The L2 hjgh- trapolated track-position and the CES measurement in the
muon trigger requires a CFT track wiy= 12 GeVk point-  r-¢ andz views, Ax and Az; (5) a y?> comparison of the
ing within 5° to a L1 track segment in the muon detectors. TOCES shower profile with those of test-beam eIectro(rigp;
ensure good efficiency, additional L2 muon triggers requirg6) the interaction vertex positiorz,., and the distance be-
only a L1 track segment accompanied by at least one jefween the interaction vertex and the reconstructed track in
cluster withE;+=15 GeV or =35 GeV. the z-direction, z-vertex match; and7) the isolation,!, de-

The L3 trigger decision is made after the full event recon-fined as the ratio of the additional transverse energy in a cone
struction. Events accepted by the L2 trigger are processed yf radius R=0.4 around the cluster axis to the transverse
a farm of SGI processors running the full off-line reconstruc-energy of the electron cluster. The electron selection criteria
tion package. The level 3 electron trigger requires a CEMare listed in Table 1.
cluster withE;=18 GeV and a reconstructed track with Fiducial cuts on the electromagnetic shower position, as
=13 GeVCk pointing to it. The ratio of hadronic to electro- measured in the CES, are applied to insure that the electron
magnetic energy in the cluster is required to be less thanandidate is away from the calorimeter boundaries and the
0.125. The level 3 muon trigger requires a match within 10energy is well measured.

10%, and this difference is taken as the systematic error on
the muon trigger simulation.

B. Electron reconstruction

cm in ther-¢ plane between a reconstructed track wgth Electrons from photon conversions are removed using an
>18 GeV/k extrapolated to the radius of the muon detectorsalgorithm based on tracking information. Electron tracks
and a track segment in the muon chambers. close to a companion track with opposite charge are consid-

Trigger efficiencies have been measured directly usingred conversion candidates. The following variables are used
events with overlapping triggers. The electron trigger effi-to identify and remove photon conversiok) the difference
ciency is found to be larger than 99.6% for electrons insideof the polar angless$ cot#; (2) the distance between the two
the detector fiducial volume. Likewise, the muon trigger ef-tracks in ther-¢ plane at the radiuR..,, where the tracks
ficiency is (7G=2)%; this includes an inefficiency due to the are parallel,Ag.,; and (3) the conversion radial position,
fact that the muon trigger does not cover the entire detectoR,,,. If a companion track is not found, we identify con-
fiducial volume. The measured trigger efficiencies have beeersion candidates usirnfgyx which is the ratio of the mea-
included in the detector simulation described in Sec. VII. Asured to expected number of VTX hits associated to the elec-
check of the muon trigger simulation was performed by com+tron candidate. Table Il summarizes the criteria used to
paring the rate ofW— uv events in the data to that of a identify and remove electrons from photon conversions. The
simulation of this process using th&RWIG generator(see  efficiency of the conversion algorithm is measured with a
Sec. V) normalized to the same number \6f—ev events. sample of photon conversions selected using the CPR detec-
We observe agreement between data and simulation withitor. The efficiency of the conversion removal algorithm is
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TABLE II. Criteria used to identify electrons from photon con- TABLE IV. Selection requirements for primary muons.
versions.
Variable Cut
Variable Cut
Eem <2 GeV
| Ased <0.3 cm Ehaa <6 GeV
|5 cotd <0.06 Eemt Enad =0.1 GeV
Reonv —20 cm= and<50 cm |d| <0.3cm
furx <20% |[AX| <2.0 cm(CMU)
<5.0 cm(CMP, CMX)
|Zyed <60.0 cm
(90.7+3.8)%. The fraction of electrons erroneously re-zvertex match <5.0cm
moved is estimated using a sampleZof:e*e” eventsto be | <0.1

(2.2+0.6)% and is properly accounted for by the simulation.
The total primary electron identification efficiency has
been measured using a sampleZof-e” e~ decays and is D. Jet reconstruction
listed in Table IlI.
When an electron candidate is found, the calorimeter tow- The CDF jet reconstruction algorithm uses a cone of fixed
ers belonging to the electron cluster are not used by the jgadius in thes-¢ space. In this analysis we use a cone of

clustering algorithm. radius 0.4 which has been shown to contain approximately
70% of the jet energy14]. A detailed description of the jet
C. Muon reconstruction reconstruction algorithm can be found in REf4].

Muons are identified in thep|<1.0 region by extrapolat- The jet energy resolutign can be .parametrized as
ing CTC tracks to the muon detectors and matching them (J(EN/Er= LNEy, whereEy is measured in GeV. Effects

; hich contribute to the resolution are the lower calorimeter

trac_k segments reconst.ructe_d n thg muon chambers. The f esponse at the boundaries of different towers and of differ-

lowing variables, des_crlbed in detail mRéE], are used to nt calorimeter detectors, the loss of low momentum par-

separate muon candidates from cosmic rays and from hagijes inside the magnetic field, the energy deposition in tow-

ers outside the clustering cone, the contribution of the
CL'mderlying-event and energy losses due to minimum ionizing

teristic of minimum ionizing particlesern andEnag; (2) the b icies or neutrinos present in the jet. Corrections meant to

distance of closest approach of the reconstructed track to t produce the average j& correctly (without improving
beam line,d; (3) the z-vertex matchi(4) the matching dis- o energy resolutiorare often usefiL4,15. The average jet
tance between the extrapolated track and the track segmegfe gy correction factor ranges from approximately 1.7 to
in the muon chambex=rA ¢; and(5) the isolationl, the 4 1 a5 the jet transverse energy increases from 15 to 100
ratio of additional transverse energy in a cone of radus 5y
=0.4 around the track direction to the muon transverse mo- ~necks of the jet energy corrections have been performed
mentum. . o . ) in Ref.[5] by studying the momentum balanceyr-jet and

The muon selection criteria are listed in Table IV. TheZ+jet events. The energy imbalance is measured to be
muon identification efficiency has been measured using §hin 39 of theZ or photon energy. However, the uncer-
sample ofZ— " u~ decays and is listed in Table Iil. tainty in the modeling of the large-angle gluon emission re-

Leptons passing the requirements listed in Tables | and I\, 1'jn 4 109 systematic uncertainty of the jet energy scale.
are labeled primary leptons. As a consequence of the hig

luminosity of the collider, approximately 50% of the events

with a primary lepton contain multiple interactions which E. £ and neutrino reconstruction

result in more than one primary vertex in the event. The

ambiguity is resolved by selecting the vertex associated with The presence of neutrinos is inferred from transverse en-
the primary lepton track to evaluate jet pseudorapidities an@rgy imbalance in the detector. The transverse missing en-
the missing transverse energy. ergy is defined as

lation requirement, measured using a sampl& efll events col-
lected during run 1B. In run 1A the muon efficiency is (¥.8.8) %

TABLE IIl. Lepton identification efficiencies, including the iso- E.=— 2 El R
T= Thi

lower.

Lenton tvoe Efficienc where E!- is the magnitude of the transverse energy con-
P P y tained in each calorimeter towerin the pseudorapidity re-

Electrons 0.840.02 gion | 5| <3.5 andh; is the direction of the tower in the plane

Muons 0.93-0.03 transverse to the beam direction. When a muon is present in

the event,/E is calculated as
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_ E4 TABLE V. Selection requirements for loose leptons.
ET=—’2 Ebfi+pel 1- —;
i PT Variable Cut
whereEf is the transverse energy deposited by the muon in Electrons
the calorimeter angf is the muon transverse momentum. 7 <42
= =10 GeV
Epad/Eem <0.12
IV. SELECTION OF THE W Z+JET SAMPLES | <015
The W+ jet sample, which contains tfte_signal, is se- Muons with a track segment in the muon chambers
lected from the highp inclusive lepton data set by requiring Pr =10 GeVk
at least one primary electron with;=20 GeV or one pri- ld <0.5cm
mary muon withp;=20GeVk, E;=20GeV and at least zvertex match <10 cm
one jet with uncorrected transverse enekgy= 15 GeV and |Ax| <10 cm
pseudorapidity| »|<2. An appreciable fraction of these Eem <5 GeV
events is due t&+ jet production. Some events can be Ehad <10 GeVv
identified and removed when the second lepton fromzZhe I <0.15
decay falls into the detector acceptance. Beca\sget and Muons without a track segment in the muon chambers
Z+jet events have similar production mechanisms, we will pr =10 GeVt
use theZ+jet sample to check our evaluation of the back- d| <0.5cm
grounds tott production. It is also interesting to study this ~ z-vertex match <10 cm
sample because events in which one of the two leptons is not  Eem* Enad <10 GeV
identified (unidentifiedZ's) are a background tot produc- (Eem=2 Or Enad<6 GeV)
tion. The following subsection explains the removal of dilep- ! <0.15

ton events. The events surviving dilepton removal constitute
the W+ jet sample which is described in the last subsection.

Finally, to remove dileptons missed due to inefficiencies

A. Selection of theZ+jet sample of the tracking system, we remove events in which a jet with

Er=15GeV and 5|<2 has a large electromagnetic fraction

b z can_d_|dates are selecltedt from tt?é i@‘;(;egt(i? da’ija Eet (Eem/Eem+nac™0.95) and less than three tracks. These types
y requiring a primary lepton wither= €V and by ot events are mostly produced Ey—-e"e” decays.
searching for a second lepton with the same flavor and op- . z
posite charge which satisfies the criteria listed in Table V. The dilepton removal reduces the acceptancetf@vents
Searching for additional electrons we relax the isolationby 17.2%.

and E;,¢/Ecn, cuts. We also search in the PEM and FEM

detectors. Additional muons are searched for by relaxing all 2000 ; T T0p ;
selection cuts defining primary muons. As shown in Table V, P .
. . R [ Z—>e'e = E Zoup A
CTC tracks without a match to a track segment in the muonrg 1500 |- 1% s E
chambers but pointing to a calorimeter tower with a small % 8 wob E
energy deposition are also considered muon candidates. 1000 1% a0k E
Events are flagged acandidates if the invariant mass of § 5 200; E
the lepton pair falls in the range ZM, <110 GeVt? (see = 50 15 |
Fig. 1. The number o candidate events as a function of B ] 100; E
the jet multiplicity is shown in Table VI. %30 60 90 120 150 180 % 30 60 90 120 150 180
M (GeV/c) M (GeV/c?)
B. Dilepton removal T F T
r Z—>e'e +21jet ] S0 Z->puw +=1jet
All events containing a primary lepton and at least one<g 2007 16 ¢ 1
additional lepton selected using the criteria listed in Table V 3 1s0|- 13 of ]
are removed from théV+jet sample. These events arise § | 1S ]
- . — . £ 100 |- 4 £ 401 =
from Z— ", di-boson, Drell-Yan, antt production. The & ™| 18 1 ]
tt production cross section using dilepton events has beelr 0| E 20tr ]
measured in Ref.16] and we want to avoid obvious corre- m: ] " It ot
Iations 0 30 60 9 120 150 180 0 30 60 90 120 150 180
) M (GeV/c) M (GeV/c))

We also remove events containing an isolated track with
pr=10GeVk with charge opposite to the primary lepton  F|G. 1. Invariant mass distributions of electron and muon pairs
[17]. The majority of these events originates from genuinebefore and after requiring the presence of at least one jet Eith
dilepton events in which one lepton is outside the regiorn=15 GeV and 5|<2. The shaded area indicates the mass window
covered by the calorimeters or the muon detectors. used to selecZ candidate events.
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TABLE VI. Number of Z candidate events as a function of the ' ' ' i i i
observed jet multiplicity. 800 - Woeve2ljet ] 600 - Wouv+2ljet
T + A + - § 600 |- R §
Jet multiplicity Z—e'e Z—ut Total § 55: 00 1
1 jet 791 357 1148 Z a0 K
2 jets 107 52 159 & & o ]
3 jets 9 7 16 200 -
=4 jets 3 1 4
00 4‘0 8I0 120 16L0 200 00 4I0 86 150 160 200
M (GeV/c?) M (GeV/c)

C. The W+jet sample
FIG. 2. Distribution of the transverse madsof W candidates in

The number ofW events surviving theZ and dilepton  {he data() and in a simulation using theerwic generator(solid
removal is listed in Table VIl as a function of the jet multi- pistogram. We utilize measured quantities without the full set of

pllClty The transverse mass distribution of tiécandidates corrections used to determine tdémass.
is shown in Fig. 2.

vertex the one with the larged;p; using all tracks asso-
ciated with the vertex. We retain the events in which the L2
In addition to theZ+jet sample, we use a number of requirements are also matched after the event is recon-
independent data sets for the purpose of calibrating thstructed using this vertex. In these events, we inspect all jets
Monte Carlo generators and the detector simulation. Thavith Er=15 GeV and which contain at least two SVX tracks
generic-jet samples are described in subsection A. We willtaggable jets
use these samples to derive the new parametrization of the
mistag rate, to check our evaluation of the efficiency of the B. The low-p; inclusive lepton sample
tagging algorithms, and to calibrate the calculation of the - . .
fraction of W+ jet events with heavy flavor. Subsection B The efﬁgency of theb—Faggm'g_aIgonth'ms needs to be
describes the lowp; inclusive lepton sample which will be Measured in a sample enrichecin production. The lowpy
used to determine the efficiency of the tagging aIgorithms.eleCtrO” sample is collected .Wlth the L2 requirement that a
Finally, subsection C details the selection of the isolated phoCF T track withpr=7.5GeVk is matched by an electromag-
ton sample. We will use this sample to check the parametri[‘et'c L2 cluster withE;=8 GeV. The fraction of electrons

zation of the mistag rate of the tagging algorithms. coming from semileptonib-decays is enhanced with the se-
lection criteria listed in Table VIII. We use electrons in the

CEM fiducial region and remove photon conversion candi-
A. Generic-jet samples dates. We require the lepton to be in a cone of radius 0.4
The samples JET 20, JET 50, JET 70, and JET 100 ar@round the direction of a taggable jet. We require also the
data collected requiring the presence of a L2 calorimetePresence of at least one additional taggable jet. FFperity
cluster with transverse energit= 20, 50, 70, and 100 Gev, Of this sample is approximately 50%.
respectively. We che(_:k the results ob_tallned using the Ipyvelectron
The samplesSE; 175 andSE; 300 are data collected Sample using a lower statistics lopy- muon sample col-
requiring the scalar sum of the transverse energy of all caloected using the inclusive muon trigger. In this case, a CFT
rimeter towers, as evaluated by the L2 trigger, to be largefrack with pr=7.5GeVk must be matched to a recon-
than 175 and 300 GeV, respectively. structed track-segment in both sets of the central muon de-
The last generic-jet samplBE+ 125 4 CL was collected ~ tectors (CMU-CMP). Central muons which passed the trig-
requiring the presence of four L2 calorimeter clusters with
E+=15GeV and the scalar sum of the transverse energy of TABLE VIIl. Criteria used to select the lovpy inclusive elec-

V. ADDITIONAL DATA SAMPLES

all calorimeter towers to be larger than 125 GeV. trons.
The L2 triggers calculate the above quantities with respect
to the nominal interaction point. Offline we take as eventVariable Cut
E; =10 GeV
TABLE VII. Number of W candidate events as a function of the g/p <15
observed jet multiplicity. Epad/ Eamn <0.05
Jet multiplicity W ev W— pv Total Lshe =0.2
|[AX| <1.5cm
1 jet 5472 3982 9454 |AzZ| <3.0cm
2 jets 744 626 1370 X <10
3 jets 111 84 198 z-vertex match <5.0cm
=4 jets 26 28 54 I =0.1
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TABLE IX. Criteria used to select isolated photons. tion). For b and c-quarks the fragmentation is modeled in
_ PYTHIA with the Peterson parametrizatipf2]. We use the
Variable cut value fragmentation parameter=0.006 forb-quarks ande=0.05
for c-quarks.HERWIG uses its own hadronization model, the
E; =23 GeV , . . :
settings for which are listed in Ref23]. Both generators
K =10 include a model of the underlying event which describes the
Enad/ Eem <0.055-0.00045¢Ey | 0 oo v q  the b
Transverse energy deposited —> Gev adronization products of the beam remnants.
. : The vecBos Monte Carlo program is used to study the
in a cone of radius 0.7 . =1 i . .
around they part of the phase-space in thié+ =1 jet production that is 3
- not treated correctly by parton shower Monte Carlos, specifi-
CTC tracks pointing None — - . .
to the y cluster cally WbbandWccevents in which the twd or c-partons
X <20 produce two well separated jets. Thecsos Monte Carlo
strip

generator provides a parton level calculation of e n jet
cross section based on the leading order matrix elements of
ger prerequisite are selected with the same criteria used féhe hard scattering. Infrared and collinear singularities are

the highpt muons listed in Table (we requirel =0.1). regulated by requiring that the final-state partons have a
transverse momentum exceeding a cutoff vagii€' and are
C. The isolated photon sample separated by more th&y,, [R= V(A q§)2+ (A 77)2]. We use

min__ _ ; ;
The isolated photon sample was collected requiring a LPT _SZGGV/C ;md Rmi"_0'4: We use the renormalization

isolated electromagnetic cluster wily=16 GeV and with scaleQ”=(pp)*, where(pT) s the average transverse mo-

less than 5 GeV of additional energy in &80 grid of mentum of the outgoing partons. We have verified that after

calorimeter towers centered on the photon directiag] our selection cuts the fraction of jets with heavy flavor cal-
Photon candidates which pass the L3 trigger must be in th ulated withHERWIG matches the/ECBOS prediction at the

good fiducial region of the calorimeter and there must be les mm_threshold. we ”?‘”Sf"r”_‘ the partons producedvig-
than 2 GeV in a cone of radius 0.7 around the photon direc20snto hadrons and jets using tRERWIG program adapted

tion. Table IX summarizes the offline criteria used for thet.0 perform the coherent shower evolution of both initial and

selection of the photon sample. After requiring the presencgnal'State partong24]. . :
of an additional jet withE;=15 GeV and|7|<2, the final In summary, we USBERWIG t0 predict the fraction otV
sample consists of 300+=1 jet events. The expected +=1 jet events in which only one jet clustered in a cone of

background contamination of the sample duertband 7 {adluts Ogltcl?]ontaln; ct)_r c—r:adtrhons whlle_we rr](?l}r/] ctWECdB.?fS ¢
decays is estimated to be (45.8.5)% [18,19. 0 extend the prediction to the cases in which two differen

jets both contain heavy-flavored hadrons.

We use the Martin-Roberts-Stirling sefy DIMRS Dj)) of
parton distribution function§25] to generaté/N+ jet events

In this analysis we use three Monte Carlo generatorshecause it has been shown to reproduce the results af/the
HERWIG [7], PYTHIA [8], and VECBOS [20]. The acceptance asymmetry measured by COE6].
for tt events is calculated usirgyTHIA version 5.7. Thet The decay of hadrons with heavy flavor produced by the
acceptance has been also evaluated using the version 5.6pnte Carlo generators is modeled using the CLEO Monte
PYTHIA and HERWIG 5.6. TheHERWIG simulation, calibrated ~Carlo generatofQQ) [9]. We use the QQ table of branching
using generic-jet data as described in Sec. X, is also used f&i0s for each decay but our own lifetime table because de-
estimate the fraction ofW+=1 jet events with heavy Cay lengths are modeled inside the detector simulation.
flavor!

Both HERWIG andPYTHIA generators use tree-level matrix
element calculations for the parton hard scattering, convo- The QFL detector simulation is used to decay all gener-
luted with parametrizations of the parton distribution func-ated particles and model their interactions with the various
tions. The outgoing initial and final state partons are conelements of the CDF detector. The detector response is based
verted into a cascade of gluons and pairs with energy and  upon parametrizations and simple models which depend on
angular distributions determined by the Altarelli-Parisi equa+the particle kinematics. The calorimeter simulation is based
tions [21]. The strength of these generators is the modelingipon a parametrization of the calorimeter response to single
of the parton shower which accounts for the color correlatiomparticles parametrized as a function of the pseudorapidity
between the initial and final state partons. The parton showeind azimuthal angléto account for cracks in the calorim-
terminates when the invariant mass of the parton falls belowtry) and of the transverse momentum using test-beam data.

the perturbative QCD scale. At this level the partons arefter the simulation of the CDF detector, the Monte Carlo
turned into colorless hadrons according to phenomenologicalyents are treated as if they were real data.

models (the process is called hadronization or fragmenta-

VI. MONTE CARLO GENERATORS

VII. DETECTOR SIMULATION

A. CTC track simulation

The CTC simulation is not a hit-level simulation. It con-
We use the process 2100. verts each particle’s momentum vector at generator level into
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TABLE X. Track reconstruction efficiency for charged particles C. SVX track simulation

In the detector simulatiofQFL) and for Monte Carlo tracks em- o jarector simulation becomes unwieldy when simulat-
bedded in generic-jet data acquired in low luminosity running. The,

effect of the average luminosity of the data is shown separately. ![?gclgr?gk?jettgitto?;e argeiasSLtjrzzd ngeb?é? ?r?;ufl;gcl?gdtoslﬁé
SECVTX and jet-probability algorithms. The SVX track re-
construction is performed by assigning hits on the silicon
vertex detector to previously reconstructed CTC tracks. In
the data hits are assigned if they are contained in a road
around the reconstructed CTC track determined by its uncer-

a reconstructed track using covariance matrices derived frof@inty (4o in ther-¢ plang. A CTC track with at least two
the data. Not surprisingly, the track-reconstruction efficiency?SSociated SVX hits is defined to be a SVX track and is
in the detector simulations is higher than that measured ifefittéd using the SVX hits and the CTC track parameters
the data. The major factor influencing the track reconstruc@nd covariance matrix. The simulation of the SVX is a hit-
tion efficiency is the density of hits in the tracking detector. level S|mulat|on in which the hit resolution is taken.from the
In this respect, the problem is aggravated by the fact that thdata. S|mqlated SVX tracks are recqnstructed as in the data.
Monte Carlo generators do not contain multiple interactions {OWever, in the data we must multiply all the elements of
To adjust the tracking reconstruction efficiency in the the covariance matrix by a factor of two so that the CTC-
simulation, CTC hits of Monte Carlo generated tracks have> VX maiching uncertainty agrees with the measured resolu-
been embedded in generic-jet data. The efficiency is detefion [27] while there is no such need in the simulation.
mined by the fraction of embedded tracks which are recon-. 1he efficiency for finding SVX tracks in the detector
structed. The tracking efficiency is measured as a function ofimulation also needs to be degraded, by a factor determined

the hit density around the track for low luminosity rufis- by measuring the efficiency for ret_:onstruqting Monte Carlo
stantaneous luminosity’,<10?%cm 2s7Y), and then for generated tracks embedded at hit-level in generic-jet data

runs of typical luminosities £,=8x10¥cm 2s7Y). Table (S€€ T?bledx his. the simulation is stil
X compares the track reconstruction efficiency in the detec- Having done this, the simulation is still not a perfect re-
tor simulation to the efficiency for reconstructing simulatedection of the data. For example, as shown in Sec. VIIl B,

tracks embedded in the data. The degradation of the tradii® distribution of the impact parameter significance of SVX
reconstruction efficiency is parametrized in the detectoffacks in the data and in the detector simulation are slightly

simulation as a function of the number of hits around thediﬁere”t' We conclude that it is necessary to measure the
tracks and of the average luminosity of the data. This procet@99ing efficiencies of each algorithm in the data and in the

dure accounts well for the dependence of the tracking effiSimulation and correct the detector simulation for any ob-

ciency on the jet transverse energy. served difference. This is done in Sec. IX.

CTC track SVX track Luminosity effect
Embedded-track  0.940.02 0.870.03 0.95-0.02
QFL simulation 0.993 0.983 1

B. Lepton identification efficiencies VIIl. DESCRIPTION OF THE TAGGING ALGORITHMS

Aside from the efficiency for reconstructing a track, the ~ The presence of jets originating fromquarks is one of
primary lepton identification efficiency in the simulation de- the characteristic signaturestdfevents. Following previous
pends also on how well the Monte Carlo simulation modelswork [2,5], we tagb-quarks using two of their distinctive
the isolation distribution and how well the calorimeter re- properties: the relatively long lifetime and the presence of
sponse has been parametrized. In the simulation, the primasemileptonic decays. Two tagging techniques based on track-
lepton identification efficiencies are measured as the ratio ahg information using the SVX detector have been developed
the number of leptons passing the selection cuts listed ito identify jets containing heavy flavor. The secondary vertex
Tables | and IV to the number of leptons generated in thé¢agging algorithm(SECVTX) is described in subsection A.
kinematical acceptance. The identification efficiencies in thélhe jet-probability algorithm, used to check SECVTX re-
simulation are (9Z%2)% for muons and (87:52.0)% for  sults, is described in subsection B. The soft lepton tagging
electrons. The identification efficiencies for primary leptonsalgorithm (SLT) is discussed in subsection C, which also
are degraded in the detector simulation to match the ondscludes the evaluation of the SLT fake rate and a description
measured in the dai@ee Table IlJ. Altogether, we degrade of the simulation of this algorithm.
the rates of simulated primary leptons by the factor of
0.936+0.125 (the error includes a 10% uncertainty on the
muon trigger simulation

The efficiency for identifying soft lepton tags is a far The SECVTX algorithm is described in more detail in
more complicated problem because some detector respons&efs.[3,5]. SECVTX is based on the determination of the
such asdE/dx in the CTC and the CPR chambers, have notprimary event vertex and the reconstruction of additional
been parametrized in the detector simulation. The SLT simusecondary vertices using displaced tracks associated with
lation weights tracks corresponding to leptons fromand  jets.
c-quark decays at generator level with a parametrization of The positions of thg@p interactiongprimary verticesare
the efficiency of each selection cut measured using the datdjstributed along the beam direction according to a Gaussian
as described in Sec. VIII C. with a width of approximately 28 cm. In the plane transverse

A. SECVTX algorithm
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TABLE XI. Selection criteria for CTC and SVX tracks used in the SECVi-¥agging algorithm. A good
SVX hit is defined as a hit in the SVX linked to only one CTC track.

Variable Cut

CTC track selection criteria

No. of axial superlayers =2
No. of hits in each axial superlayer =2
No. of stereo superlayers =2
No. of hits in each stereo superlayer =2
X?/DOF of the track fit <6
z-vertex match <5cm
SVX track selection criteria—Pass 1
: N $9%hits =1
if Nsyx-nits™3 [ o ~0.5 GeVE
: _ N $9%hits =2
if NSVX»hitS_2 [ Pt =>1.5 GeVt
|d| <0.1 cm
SVX track selection criteria—Pass 2
; _ N S0 hits =1
if NSVX—hitS_4 { Pr =1.0 GeVt
; _ N $95hits =2
if NSVX—hi'(S_3 { Pr =1.0 GeVt
|d| <0.1 cm
|d|/og =3.0

to the beam axis, these interactions follow a distribution thathree candidate tracks for the reconstruction of the secondary
is a Gaussian with a width of 2am in both thex andy  vertex. Tracks consistent with coming from the ded@y
dimensions. To reconstruct the primary event vertex, we firsts 7+ 7= or A— #~ p are not used as candidate tracks. Two
identify its z-position using the tracks reconstructed in thecandidate tracks are constrained to pass through the same
VTX detector. When projected back to the beam axis, thesgpace point to form a seed vertex. If at least one additional
tracks determine the longitudinal position with a precision ofcangdidate track is consistent with intersecting this seed ver-
about 0.2 cm. tex, then the seed vertex is used as the secondary vertex. If

_The transverse position of the primary vertex is deterhg first stage is not successful in finding a secondary vertex,
mined for each event by a weighted fit of all SVX tracks 5 gacongd pass is attempted. More stringent track require-

which have @ coordinate within 5 cm from the position of ments(on |d|/cy andpr, for example are imposed on the

the primary vertex associated with the trigger lepton. I:'rSt’candidate tracks. All candidate tracks satisfying these stricter

all tracks are constrained to originate from a common vertex. iteria are constrained to pass throuah the same space boint
The position of this vertex is constrained by the transvers P: g P P
) form a seed vertex. This vertex has an associated

beam envelope described above. Tracks that have impact p ) }
rameter significanced|/ oy, whereo is the estimate of the Candidate tracks that contrlbute_ too much to_jﬁeare re-
uncertainty on the impact parametgrarger than three with moved and_a new seed vertex is formed. This procedure is
respect to this vertex are removed and the fit is repeated. Thierated until a seed vertex remains that has at least two as-
procedure is iterated until all used tracks satisfy the impacgociated tracks and an acceptable valugofTable XI lists
parameter requirement. At least five tracks must be used ifhe selection criteria used for the determination of the sec-
the determination of the transverse position of the primaryondary vertex candidates.
vertex or we use the nominal beam-line position. The pri- The decay length of the secondary vertgy is the pro-
mary vertex coordinates transverse to the beam directiojection of the two-dimensional vector pointing from the pri-
have uncertainties in the range of 10—2f, depending on mary vertex to the secondary vertex on the jet axis; if the
the number of tracks and the event topology. cosine of the angle between these two vectors is positive
The search for a secondary vertex in a jet is a two stagénegative, thenL,, is positive (negative. Most of the sec-
process. In both stages, tracks in the jet are selected based @ndary vertices from the decay bfand c-hadrons are ex-
the significance of their impact parameter with respect to th@ected to have positive,,. Secondary vertices from ran-
primary vertex. The first stageee Table X) requires at least dom combination of mismeasured tracks are expected to
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TABLE XII. Selection criteria for tracks used by the jet- L L B B L BRI
probability algorithm.

Variable Cut

n

S

SVX track selection criteria :‘2

|d <0.15 cm §
Pt =15 GeVt b
Nsvx-hits =2 8
g

=

Z

have a symmetric distribution arouhd,= 0 [28]. To reduce
the background from false secondary vertig@sstags, a jet
is considered tagged by SECVTX if it contains a secondary
vertex with ny/anyz 3.0, whereaLX is the estimated un- L
certainty onL,, (~130 um). The mistag contribution to 300 200 -10 0 10 20 30

positive SECVTX tags is evaluated starting from the rate of S=d/s
negative SECVTX tags and detailed in Sec. X. d

FIG. 3. Distribution of the signed impact parameter significance
B. Jet-probability algorithm of tracks in the JET 50 sample. The resolution functiofs) is the
. - . . . It of a fit using two Gaussians plus an exponential function,
The jet-probability tagging algorithif6] is used to cross- resu i, s
check the SECVTX results. The jet-probability algorithm separately for the positive and negative sides.
compares track impact parameters to measured resolution . S . . L
functions in order to calculate for each jet a probability thath T;ﬁgggbizbggﬁgggt;‘sja is consistent with a zero lifetime
there are no long lived particles in the jet cone. This prob- yp
ability is uniformly distributed between 0 and 1 for light N—1 ‘
quark or gluon jets, but is very small for jets containing H D (—InlII)
displaced vertices from heavy flavor decays. We briefly de- K=o k!
scribe the transformation from the track impact parameters to

the jet-probability measure. o _ . wherell is the product of the individual probabilitieB3(Sy)
The track impact parameter significanBds defined as  of the N SVX tracks in a jet which satisfy the criteria listed
the value of the impact parametdrdivided by its uncer- iy Taple XII. Jet-probability is defined using tracks with
tainty oq. Tracks used in the calculation of jet-probability positive impact parameter and requirih=2. We also de-
are required to Satisfy the qua“ty Criteria I|Sted in Table XII. fine a negative Jet_probabmty in which we select 0n|y tracks
The sign of the impact parameter significance is defined tQyjth negative impact parameter in the calculation. This is

be positive if the point of closest approach to the primaryysed as a control sample and a check of our method.
vertex lies in the same hemisphere as the jet direction, and

negative otherwise. Figure 3 shows the distribution of the B AARRRasssnas
impact parameter significance of tracks in the JET 50
sample. This distribution is fitted with the resolution function
R(S).

The negative side of the resolution functi®{S) derived
using JET 50 data is used to determine the probati#{{$,)
that the impact parameter significarn8gof a given track is
due to the detector resolution:

Fraction of tracks/0.2

-5l
J R(S)dS

P(So)=— .
j, R(S)dS

10- [ 1 Il 1 1 | 1 Il
Figure 4 shows that the impact parameter significance distri- 40 -30 20 -10 O 10 20 30 40

bution of tracks in the JET 50 data and in the corresponding
simulation are slightly different. The resolution functions
R(S) are therefore defined separately for the data and the F|G. 4. Distribution of the impact parameter significartler
simulation in order to account for the differences in the resoof tracks in the JET 50 datéhistogram and the corresponding
lution between the true and the simulated detector perforserwic simulation(shaded histogramThe tracks are required to
mance. satisfy the criteria listed in Table XII.

d/o,
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5000 T 1600 T ' the detector resolution by this procedure. It will be accounted
¢ ] for in the evaluation of the JPB mistags in Sec. X.

4000 |- 1 o 1 Ideally JPB tags corresponding to jet-probability values
s 13 smaller than 0.05 should contain a 5% mistag rate. This ex-
g 00} 1% 1w 1 pectation is tested in Fig. 6 fitting a first order polynomial
- - function to the jet-probability distribution in the interval 0.1—

2000 1.0. The extrapolation of the fitted function predicts 4441

N ] + 34 negative JPB tags while 4455 are observed; this corre-

1000 |20t 500 L sponds to 4.94% of the total numb@01 050 of jets in the

0 0.2 04 0.6 038 1 0 0.2 04 0.6 08 1 sam p |e .
positive jet-probability negative jet-probability
FIG. 5. Distributions of positive and negative jet-probability in a C. SLT algorithm

mixture of JET 50 and JET 140 data. The lines represent a fit to the h lqorith b ks b hing f |
negative distribution with a first order polynomial. The slope of the The SLT algorithm tagb quarks by searching for an elec-

fit corresponds to a 1.6% change of the distribution over the entird/ON OF muon from their decagiow momentum leptons can
jet-probability range. also result from b-hadron decays through sequential

c-decays, orr and J/ ¢ cascade decaysThis analysis fol-

Figure 5 shows the positive and negative jet-probability'OWS the guidelines for the identification of soft electrons or
distributions in a sample of JET 50 and JET 140 data. Th&0ft muons documented in Ref$,29]. While previous mea-
positive jet-probability distribution shows jets containing surements of thét cross section used rates of events with
hadrons with heavy flavor as a large excess at jetSLT tags[2,3,5, in this analysis we search for soft lepton
probabilities smaller than 0.05 over a flat distribution. A jet candidates only in a cone of radius 0.4 around the axis of a
has a positive JPB tag if the jet-probability value is smallerjet with Er=15 GeV and 7|<2.
than 0.05. To search for soft electrons, every CTC track wih

The negative jet-probability distribution is quite flat, as =2 GeV/c, which is associated to a jet, is extrapolated into
expected, since the resolution files were constructed usinghe fiducial region of the calorimeter and is matched to a
tracks with negative impact parameter. The small excess &ES cluster. The matched CES cluster is required to be con-
negative jet-probability smaller than 0.0%gative JPB tags sistent in shape and position to the expectations for an elec-
is due to the increase of the fraction of jets with heavy flavortron. In addition, we require OSE/P<1.5 andE,4/Eenm
in the JET 140 data with respect to the JET 50 data. This<0.1. The energy deposited by the track in the preradiator
excess largely disappears, as shown in Fig. 6, when plottingCPR) is required to be consistent with an electron shower.
the negative jet-probability of jets which have a large posi-The track ionization ratedE/dx), derived from the charge
tive jet-probability (0.1-1.0. Since tracks with negative deposition of the CTC hits associated with the track, is also
signed impact parameter in JET 50 data are used to definequired to be consistent with the electron hypothesis. Elec-
the resolution function, the small contribution to negativetrons from photon conversions are removed. Photon conver-
tags from jets with heavy flavor is incorrectly attributed to sions are identified as combinations of the electron candidate

and an additional track with opposite charge passing the cri-

i detail in Ref.[29]. The efficiency of each criterion used to
1 select soft electron candidates has been measured using a
| sample of electrons produced by photon conversjéhsthe

1200 ——— T T ] teria listed in Table IV with the additional requirement that
] the invariant mass be smaller than 500 M&\V/The selection
L ] criteria used to define the soft electron are described in more
1100 -

3 1000 efficigncy qf theE/P and E;,4/Ecn, cuts is calculated using
= the simulation.
ﬁ Soft muons are identified by matching CTC tracks with

2007, pr=2 GeV/c to track segments in the CMU, CMP, and
CMX muon chambers. Muon candidate tracks wiph
=3 GeV/c are extrapolated to the fiducial volume of both
the CMU and CMP system and are required to be matched to
track segments in both muon detectors. To maintain high
. efficiency for non-isolated muons, we do not impose
0.6 0.8 1 minimume-ionization requirements on the calorimeter deposi-
tion. However, in order to reduce hadronic punch-through in
the region not covered by the CMP system, we check that the
FIG. 6. Negative jet-probability distribution for jets with posi- €NergyEnaq, in the tower traversed by muon candidates with
tive jet-probability greater than 0.1. This selection requirement repr=6 GeV/c is consistent with the muon hypothesis; we
moves most of the jets with heavy flavor. The line corresponds tdequire Ep,¢~6+2p, whereZp is the scalar sum of the
the fit to the negative jet-probability distribution shown in Fig. 5. momenta of all tracks contained in a cone of radius 0.2

800

P I B
0.2 04

700 L—
0

negative jet-probability
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8 T 6 T combined with a primary muon of opposite charge, yield an
ss invariant mass 7€M, ,<110 GeVkE? are not considered
e-¢ tags.

0os
e-e

I
T
L

1. Simulation of the SLT algorithm

Events/(5 GeV/cZ)
Events/(5 GeV/cz)

38
T
I

The soft lepton tagging algorithm has been developed
studying real leptons from photon conversions dhg me-
ol ] 1. . oLl L sons. The efficiency of each selection criterion is measured
0 30 60 90 120 150 180 0 30 60 9 120 150 180 using these data. Therefore, the simulation of the soft lepton
s M (GeVich) M (GeV/c) tagger does not need to rely on the QFL modeling of the
T roTTT detector response in order to estimate the tagging efficiency.
88 ] The SLT simulation matches tracks produced by QFL to
e electrons and muons at generator level. The electrons or
or ] muons are required to come frdmor ¢ decay or any of their
cascade decays. Electron tracks are extrapolated to the CPR
and CES detectors, and required to pass fiducial cuts. Elec-
2 ] tron candidates are eliminated if they are consistent with
ol ln . N TN | Y O arising from photon conversions. Muon tracks, extrapolated
0 30 60 9 120 150 180 0 30 60 90 120 150 180 to the muon detectors, are required to pass the fiducial cuts
M (GeV/c) M (GeV/c?) and classified according to the muon detector tyg#MU,
CMP, and CMX. Finally tracks are weighted with the mea-

FIG. 7. Invariant mass distributions between the primary elec- A . Lo .
tron and the soft lepton candidatesWi+ =1 events. OS and SS sured efficiencies of the selection criteria, which are func

refer to lepton pairs with opposite and same charge respectively.tIons of the track transv_erse momemlﬁﬁ]zg]' This proce-

’ dure ensures that the simulation accurately models the soft
lepton tagging efficiency.
around the muon direction. The efficiency of each selection |n Sec. XI we compare rates of SLT tags in generic-jet
cut has been measured using a sampl@/gf—u "~ and  data to the corresponding simulation to verify that the pro-
Z—p"pu~ decayqs,29. cedure has been implemented correctly. By construction, the

Figures 7 and 8 show distributions of the invariant masssLT simulation does not produce mistags.

between primary and soft leptons in &l+=1 jet events.
As shown in Fig. 8, there is a handful of events where the
soft muon is consistent with being the second leg of a
boson decay embedded in a jet. Soft muons which, when This background includes hadrons which pass the lepton
selection cutgsuch as pions which fake an electron or a
muon as well as electrons from conversions or muons from

—_
(=1

08
et

oo
T

Events/(5 GeV/cz)
»

Events/(5 GeV/cZ)

2. Fake soft lepton tags

T o T S pions or kaons which decay in the detector. This background
Q ol 0s L ol 58 1 is estimated using the data.
3 b 3 bt The SLT fake rate is measured starting from the ratio of
g, 1 ¢ 4,1 b the number of tracks passing the soft lepton selection criteria
T§ ?§ to the total number of tracks which satisfy the soft lepton
B o Sl 1 fiducial requirements in generic-jet ddta,29]. In the JET
Hﬂ 20, JET 50, and JET 70 samples the probabHithat a track
p (- . ol i produces a SLT tag is computed separately for electrons and
0 30 6 9% 12‘2’ 150 180 0 30 6 9% 12‘2) 150 180 for different types of muon detectors. This probability is pa-
g MGy g MRV rametrized as a function of the trapk and isolatior(5,29].
Since in this analysis we search a jet for SLT candidates in a
L 6l oS L 4l S8 h cone of radius of 0.4 around its axis, we define a SLT prob-
3 we 3 we ability per jetPEL(N) ==L PE(i — 1) +[ 1~ PEiy(i—1)]
S o0 S o, b X P; whereN is the number of tracks contained in a cone of
5 5 radius 0.4 around the jet axis.
=l ] = 4 ] In Table XIII the observed rates of SLT tags in various
generic-jet samples are compared to the rates predicted by
ol ” I P B T N the probability Pg“{T described above. Since in generic-jet
0 3060 90 120 150 180 0 3060 9% 120130180 gata the trigger jet is biased toward a lower yield of soft
M (GeV/c?) M (GeV/cY)

muons(a jet containing a muon has a lower energy deposi-

FIG. 8. Invariant mass distributions between the primary muontion in the calorimeter and therefore is less likely to be the
and the soft lepton candidatesW+ =1 events. OS and SS refer to trigger jed the comparison is performed with and without the
lepton pairs with opposite and same charge, respectively. Th&rigger jet. However, when more than one jet is above the
shaded area indicates soft muons not considered tags. trigger threshold, all jets are considered. Excluding trigger
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TABLE Xlll. Comparison of the observed and predicted yields of jets with SLT tags.

Samples used in the fake parametrization

Sample PredicteP) Observed O) (P-O/0
JET 20 5353.9 4994 7.2%
JET 20 without leading jet 33924 3383 0.3%
JET 50 7082.9 6408 10.5%
JET 50 without leading jet 4947.4 4988 —0.8%
JET 70 8089.2 7277 11.2%
JET 70 without leading jet 5724.9 5678 0.8%

Independent samples

JET 100 8603.6 7483 15.0%
JET 100 without leading jet 6109.8 5909 3.4%
JET 140 1324.1 1196 10.7%
SE; 175 3392.6 3392 0.02%
SE; 1254 CL 9651.9 10095 —4.4%

SE; 300 1627.1 1401 16.1%
Isolatedy 365.8 352 3.9%

jets from the comparison one observes agreement betwe&LT tagging probability in generic-jet data by (74.0
the observed and predicted rates of tagged jets. The last7.4)%.
seven samples shown in Table XlII were not used to deter-
mine the SLT probability per track. Predicted and observed
yields of SLT tags in all samples agree within 15%. As the
amount and type of heavy flavor changes appreciably in dif- e first describe the calibration of the efficiency of the
ferent QCD sample¢see Sec. Xthe apparent agreement tagging algorithms in the simulation. For this purpose, we
suggests that the rate of SLT tags in generic-jet data is domisse the lowp; inclusive electron sample described in Sec.
nated by fakes. - _ _ V B and the corresponding simulation. A large fraction of the

The SLT fake probability is obtained by removing the gyents in this sample is expected to originate fiompro-
contribution of SLT tags due to heavy flavor decays in they,ction in which a jet containing an electron from a semi-
generic-jet data used to construct the SLT probability pefenignich-decay, called an e-jet, recoils against a jet from the
track. For this purpose, we use the signed impact parametgghery, called the away-jet or a-jet. The tagging efficiency in
significance distribution of the soft lepton tracks. The dlstrl-t e simulation &V, is adjusted to the value, of the tag-
bution observed in the data is fitted with the shape expecte Th o b
for leptons coming from the decay bfand c hadrons, de- e
rived using simulated events, in addition to the shape of fake
SLT tags. The shape of fake SLT tags is derived using all 103
tracks taggabfeby the SLT algorithm in events which do not
contain any SECVTX, JPB, or SLT tags.

Figure 9 shows the signed impact significance distribution
of SLT tags in JET 50 data along with the fit result. The

IX. EFFICIENCY OF THE SECVTX AND JPB TAGGERS

e data

— fit

[S)

Number of SLT tracks

composition of the SLT tags determined from these fits is 10 g ]
(74.0£3.2)% fakes, (10.52.3)% b's, and (14.54.3)% . ]
c’s for all three generic-jet samples used to evaluate the SLT i ]
tagging probability. The fit underestimates by 5% the number

of tracks with negatives, in Fig. 9. We take this difference 10 £

as a systematic uncertainty of the fake rate contribution,
which is 88% of the tracks with negatiBy. Adding linearly
this resulting 5.6% systematic uncertainty to the 4.3% error
returned by the fit, we estimate a 10% error on the fraction of 30 20 0 o 10 20 30
fake SLT tags determined by the fits. Based on this result, the

SLT mistag probability per jet is obtained by rescaling the Sy = d/o,

FIG. 9. Distribution of the signed impact parameter significance
of SLT tracks contained in the JET 50 da&¢a The solid histogram
Tracks withpr=2 GeVic and pointing to the fiducial volume of represents a fit using the shapes expectedfandc semileptonic
the electromagnetic calorimeter or the muon detector. decays and for fake tags.
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TABLE XIV. Fractions of electron and away-jets before and  TABLE XV. Number of events before and after tagging electron
after tagging in the lowp inclusive electron simulatiors N’;;Jfétand and away-jetsPqcp is the probability of tagging away-jets if they
SN2 are the fractions of away-jets with and without heavy fla- contain the same heavy flavor fraction as generic{ste text
vor.

Data Simulation

direct production  flavor excitation  gluon splitting ) )
Type  Observed-mistagsPqocp% Type  Observed-mistags

b(%) c(% b c(% b c(%)

Ne.jet 55248 SN et 16547
SNejee 2090 349 3972 1026 1939 622 TS 8158-84.3 STl 4549-0
SN 1993 331 591 135 261 053 TP 9123-335.3 ST e 5990-0
SNYP 1.64 029 3565 938 1960 6.38 TS 3640-112.8 167 STog 1832-7
ST 2451  0.68 4758 255 2274 193 DTSEC 1126-23.8 SDTEC 545-1
STV 2357 1.60 4464 593 2075 351 pTFB 1225-35.3 SDTPB 743-1
STot 7050  3.07 1617 229 747 051
ST 67.59 523 1506 351 7.1 150
SDTSEC  73.46 054 17.01 043 845 0.11 we  SDT .
€p S.I.a5_|j§§ ()

ging efficiency in the data using the scale factor whereSDTis the number of events where both the electron

and away-jet contain heavy flavor and are tagged. Ghe

£p production accounts for 99% of the simulated events with a
SF=—c- double tag.
€b Table XV lists rates of tags in the data and in the simula-

tion. In the simulation there are very few mistags and they

. _— . are easily identified because the jet does not corvadr
Following the derivation of the scale factor, subsections A—I . . . .
c;hadrons in a cone of radius 0.4 around its axis. In the data,

discuss the various sources of systematic uncertainty an{%e rate of mistags is evaluated using the parametrization
also present cross-checks. In subsection J we provide an ®fascribed in Sec. X

planation for the deviation of the scale factor from unity. We use the simulation to describg, the fraction of data
s

The data sample consists of 55248 events. The simulated ' - . : .
) . 3 e -~ in which electron-jets contain hadrons with heavy flavor. The
sample is generated witherwiG [23].° Using the generic

] - data contain also a relevant number of e-jets in which the
hard parton scatteringb andcc pairs are produced through gjectron is not associated with the production of hadrons
processes of ordex’ asgg— bb (direct production Pro-  with heavy flavor(mostly from photon conversions in jets
cesses of ordawg are implemented in the generator throughdue to light quarks or gluonsin these events, the electron-
flavor excitation processes such gs—gb or gluon split-  jet contributes only mistags. To describe the fraction (1

ting, where the processg—gg is followed byg—bb. We —Fyy) of t_he data, in which electron jets d_o_ not contain
use the MR8G) set of parton distribution functiong30]. ~ hadrons with heavy flavor, we make the additional assump-
Apart from the parton distribution functions, the simulation tion that away-jets in these events contain the same fraction
package is the same as that used to gendtatget events, Of heavy flavor as generic-jets. The parametrization of the
The generated hard scattering sample corresponds to an iRtobability of tagging jets with heavy flavor in generic-jet
tegrated luminosity of 83.5 pB. In this sample we select data is derived in Sec. X. The 10% uncertainty associated
events with an e-jet containing hadrons with heavy flavorWith this parametrization is discussed in Sec. IXA.

After applying the same selection used for the data, the simu- We use the following procedure to derive the tagging ef-
lated lowp; electron sample contains 16547 events. ficiency scale factor separately for SECVTX and jet-

Table XIV shows the heavy flavor composition of the Probability, together with the heavy flavor purify; of the
simulated inclusive electron sample. One notices that 80% dfata. The data and the simulation are normalized to the same

number of tagged electron-jets that contain heavy flavor,

_i b i 0
the e-jets are due tob production and that only 33% of the To1aNdSTaye, through the coefficient

away-jets contain heavy flavor.
In simulated events where the away jet is tagg(ij by

SECVTX (STy), 94% of the electron-jets are due b _ Teget _
production. It is therefore convenient to measure the STeet
b-tagging efficiency as the fraction of these events in which
the electron-jet is tagged by SECVTX or JPB Before tagging, the heavy flavor purity of the data is there-
fore given by
SWe use the process 1500, generie-2 hard scattering with hF% 2)
transverse momentum thresh@@"=13 GeVk. SFX Negjet
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TABLE XVI. Data to Monte Carlo tagging efficiency scale fac- 300 . . 300
tors.Fy; is the fraction of e-jets containing heavy flavor in the data. @

e-jet

g
g

Sample SF Fre

e data
Osim

Jets/(5 GeV)
Jets/(5 GeV)

SECVTX e-jet, SECVTX a-jet 1.230.07 43.5-2.9%
JPB e-jet, SECVTX a-jet 0.960.05 45.3-2.4% 100 R 100

whereNg je; and SN, jg; are the number of e-jets in the data 0 oy st bl Pl 1
and in the simulation an8&F is the tagging efficiency scale £ (G5 B, GeV)

factor. Initially, we assum&F=1. In the data the number of '

events in which a tagged away-jet with heavy flavor is asso- FIG. 11. Distributions of the transverse energy of electron-jets
ciated to an electron-jet without heavy flavor is (a) and away-jetgb) in events with double SECVTX tags.

T90= (1= Fn) X NejeeX Pocp the mistag rates and in the prediction of the rate of tags in
) _ ) generic-jets with heavy flavor.
and the number of events in which a tagged away-jet con- The p-purity of the e-jets before taggingsu=(43.5
taining heavy flavor is associated with an electron-jet also- 2.9)%, is in agreement with the measurement in IRs.

containing heavy flavor is (37+8)%, using the fraction of tagged electron-jets that
TSEC_ TQCD also contain a muon of opposite charge.
ajet " ajet: The average SECVTX tagging efficiency is (36.7

+1.9)% in the data and (29#81.1)% in the simulation. The

For the data thd-tagging efficiency, analogy of Edql), is ; : .
gging 4 oy a1 corresponding numbers for jet-probability are (3921)%

then
and (40.71.1)%, respectively.
DT Since the tagging efficiencies depend on the jet energy, it
€b=SECc_—acDh is important to show that jet energy distributions are similar
Tajer Tajet in the data and the simulatiofsee Figs. 10 and 11The

distributions of the lifetime and invariant mass of the

where, as beforeDT is the number of events in which the gp~\ /7y tags are shown in Fig. 12 and support our deter-

a-jet is tagged by SECVTX and the e-jet has a SECVTX Ofnaiion of theb-purity of the sample. The lifetime of a

JPB tag. : .

The ratio of the tagging efficiencies in the data and in theSECVTX tag is defined as
simulation yields the scale factor Ly X MSVX

. o pseudo- 7 ox p?VX
F NE ) | |
ol . @] 40l ®) ]

The value of the scale factor is inserted again in @yand Y <
we iterate until the scale factor value is stable to within 1% § edam 1 > 300F s data,
(see Table XV). g 1 Osm 5 = i

Using the numbers of electron and away-jets listed inZ § 20T ]
Table XV, we deriveSF=1.23+0.07 for SECVTX and ™ 10 { {18

0.96+0.05 for jet-probability. The error accounts for the
sample statisticéwith the largest contribution coming from i
the simulatiom and for 10% uncertainties in the evaluation of

0 1 1
0 2 4 6 8 10 0 2 4 6

pseudo-T (psec) MVX (Gev/c?)
T T T 100 T T

800
T T T T © (C)
(a) ® 10% a-jet ]

1500 - e-jet N
e data

[ sim

jele]
(=]
T

=
(=]
T

e data
Osim

8

Jets/(5 GeV)
g
Jets/(5 GeV)
Jets/(0.2 psec)
IS5
Jets/(100 MeV/c?)

—_
r —
——

I —
e
L
[\83
(= (=3
T
L

0 . . 0 2 4 6 8 10 0 2 4 6
0 50 100 150 200 0 50 100 150 200 pseudo-1 (psec) MV (Gev/c)
E; (GeV) E; (GeV)

FIG. 12. Distributions of pseude{a) and of the invariant mass
FIG. 10. Distributions of the transverse energy of electron-jets(b) of SECVTX tags in electron-jetr) and(d) are the analogous
(a) and away-jetgb) tagged by SECVTX. distributions for away-jets in events with double tags.
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TABLE XVII. Rates of events in which the electron jet is due to 21 T T
a photon conversion before and after tagging. The heavy flavor r
purity of this sample id;=(8.70.9)%. Events where the e-jet 1750 k
contains heavy flavor are described with HErRwIG simulation. In "Tr e data 1
the remaining events, the rate of tagged away+{&€D) is pre- e 1
dicted using the probability for tagging jets with heavy flavor in 1.5 —_
generic-jet data. Mistags have been removed from the data and B C
simulation. 3 s T E
s TP

Type Data Simulation QCD Prediction 3 C

1~ ]
Ne.jet 4027 35@: 37 367737 4027 L
Tow  1083t106 11412 0 114-12 r
TFE 1331+125  126:13 0 126+13 0751 B
Tow  1022+105 41650 60.2:6.0 101.8:7.8 - .
TYE  135.0£13.7 45.0:45 86.7#8.7 131798 05, o e T 00

<Ep>(GeV)

whereMSYX and p3"* are the invariant mass and the trans-

. FIG. 13. SECVTX tagging efficiency scale factor as a function
verse momentum of all tracks forming the SECVTX tag. 99ing y

of the average transverse enek@y;) of the electron-jet. The line
represents a fit with a first degree polynomial.

A. Check of the background parametrization using a photon
conversion sample and JPB scale factors are determined using a-jets tagged by

In events where the e-jet does not contain heavy flavorJPB instead of a-jets tagged by SECVTX, both scale factors
we predict the rate of tagged away-jets containing heavy flachange by less than 1%. Therefore, we conclude that the
vor using the probability of tagging jets with heavy flavor asmodeling ofc-jets is satisfactory for the determination of the
measured in generic-jet data. We test this method in a sampletagging efficiency scale factor.
of data where the electrons in the e-jet are due to photon
conversions. The criteria used to identify photon conversions c. Dependence of the scale factor on the gluon splitting
are listed in Table II. In this case we require that an electron cross section
is matched by a second track consistent with a photon con- . _ )
version and that it is not matched by a track segment in the AS shown in Table XIV, a fraction of the events in the
VTX detector. Otherwise, we select this sample as the inclulnclusive electron sample is due to gluon splitting to heavy
sive electron sample where in contrast conversions were rdlavor quarks. The calibration of theerwIG simulation us-
moved. ing generic-jet data in Sec. XI shows that the direct produc-

Following the procedure used in the previous section, wdion and the heavy flavor excitation as implementeder-
determine the fraction of events with heavy flavor tofhg ~ WIG provide a fair description of the data, but the gluon
=(8.7+0.9)% from the number of e-jets with a SECVTX or splitting cross section requires a (#20)% correction. We
JPB tag. Tagging rates in events due to heavy flavor produgepeat the calculation of the scale factor using this larger
tion are described using theerwIG simulation as in the gluon splitting cross section. We find that the SECVTX scale
previous section. In the remaining 91.3% of the events, wéactor increases from 1.23 to 1.25. The final scale factor we
describe the rates of tagged away-jets using the parametrizase will be this latter value.
tion derived from generic jets.

Table XVII shows that this procedure correctly predicts D. E; dependence of the scale factor
the rates of tags observed in the data. We take the 10% sta-

tistical error of this comparison as the systematic uncertainty Jets produced directly in association with\eboson have
of the method. transverse energies comparable to the jets in thegdewn-

clusive electron sample. Howevdr;jets produced by top
quark decays have substantially higher transverse energies.
In this section, we investigate a possilidle dependence of

In the simulation the tagging efficiency is defined as thethe scale factor using two methods.
ratio of events with double tags to all events where the away- First, we derive the value of the SECVTX scale factor in
jetis tagged by SECVTX. As shown in Table XIV, te&R-  four different bins of the electron-jet transverse energy. In
wiG simulation predicts that 94% of the a-jets with aeach bin, we calculate the average e-jet transverse energy
SECVTX tag are due tbb production. The remaining 6% of (Er) and the scale factor using the iterative procedure pre-
the a-jets are due toc production and are accounted for by viously described. The result of the study is shown in Fig.
the simulation but in principle this could be improperly mod- 13. A fit of the scale factor as a function of the transverse
eled. In events where a-jets have a JPB tag, the fractiog of energy with a first order polynomial yieldsy& of 0.3 for 2
production increases to 11%ee Table XIV. If SECVTX DOF and

B. Sensitivity of the scale factor to the modeling ot-jets
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+ . . .
002 33% 4 g 1 ,+*+”e,+,++++++++%+ T VB). It provides an independent sample for checking the
ootk o é% osk tagging efficiency scale factor. The logv muon sample
consists of 10393 events. In these events muon-jets without
% o 10 20 T T e a0 heavy flavor are due to fake muons arising from non-
Eq (GeV) E; (GeV) interacting hadrons or in-flight decays Kfand 7 mesons.
_ _ ) _ We compare to a simulated sample also generated using the
FIG. 14. Fractions of tagged jets) as a function of the jet option 1500 ofHERWIG which consists of 4280 events. The
tralnsverse energy..The .re5|dual scale fach)r|§ def".'ed as the same procedure described above yields a SECVTX tagging
ratio of these fractions in the data and the simulation. The Ope%fficienc scale factor of 1.240.10 in agreement with the
circle in (b) represents the inclusive electron sample result. y . ,' 7 .g
value 1.23-0.07 derived in the inclusive electron sample
_ before correcting the gluon splitting cross sectioft the
SF(E7)=(1.23+0.17) — (0.1+4.0 X 103X (E) (Ge ( . )
HED=( N ) (Er) (Gev) same time the heavy flavor purity of the Igw- muon

with a correlatiorp = — 0.95 between the two fit parameters, S2Mple is measured to 15g,=(59.7+3.6)%.
The result of this fit is therefore consistent with a constant
scale factor. G. Check of the scale factor in jets containing
In the second method, we compare the fraction of jets inclusive b decays
with heavy flavor tagged by SECVTX in JET 50 and in JET |, this section we investigate whether the scale factor is

100 data and in the correspondiagrwIG simulation tuned different in jets containing semileptontedecays and inclu-

as in Sec. XI. Théx-tagging efficiency in the detector simu- ;o b-decays. We use the lopy inclusive electron sample
lation is increased by the factor 1.25 independently of the Jegnd normalize the data and the simulation to the same num-

transverse energy. Th_e ralRJSI_:of th_e fra_ct|ons (.)f. tagged ber of electron-jets with a SECVTX tag after mistag re-
jets in the data and in the simulation is sensitive to any

residualE; dependence of the scale factor. The result of thighoval. In the simulation, the rate of gluon splittingtib and
method is shown in Fig. 14. We fit the ratRSF of the ~ CC pairs is corrected as in Sec. XI. We compare rates of
tagging efficiencies in the data to the simulation as a functio@way-jets which are taggable and which are tagged by
of the jet transverse energy with a first order polynomial. TheSECVTX. We find that the simulation predicts correctly the
fit yields ay? of 51 for 49 DOF and amount of taggable away-jets but it underestimates by a fac-
tor 1.23+0.08 the rate of SECVTX tags with respect to the
RSHE;)=(1.01+0.05+(1.3+4.6)X 10 *X E; (GeV) data.

0.06 ' (w) 3 . . (bl) F. Check of the scale factor using a lows inclusive
a

005 |y dara 1 st ] muon sample
8B S
3 ) g . . .
= 004l ° ST ] % ob The lowpt inclusive muon sample is analogous to the
a8 G
:Z °'°3§$ fo b § S uired in place of an electron witk;=10GeV (see Sec
° oot 2@# E q p = -
< =
&

M electron sample in that a muon withy=10 GeVL is re-
(il ]
I |+

with a correlationp= —0.92 between the two fit parameters. . check of the scale factor using rates of double tags

The fit result is consistent with a constant scale factor. in genericet data

The studies of thé& dependence of the SECVTX scale
factor performed in Sec. IXD depend upon the assumption
The SECVTXb-tagging efficiency scale factor measure- thatHERWIG models correctly the fractional yield of jets with
ment using the inclusive electron sample has a 5.6% unceheavy flavor as a function of their transverse energy. We use
tainty. The uncertainty of the calibration of the gluon split- the JET 50 and JET 100 data and simulation for a test inde-
ting cross section predicted byERWIG results in an pendent of this assumption. We select events with only two
additional 0.8% uncertainty of the scale factor. By folding jets: one taggable jet with transverse energy larger than the

the E; spectrum ob-jets from top quark decays with the; trigger threshold and one taggable jet wiEkh=15GeV in
parametrization of the scale factor from the fit shown in Fig.the opposite hemisphere. We compare the number of events
13 (a variation of the fit parameters hylo yields a+=4.2%  with double JPB tags and double SECVTX tags in the data
change in the efficiency for tagging-jets and £3.9% and in theHERWIG simulation after mistag removal. In the

change in the efficiency to tag eveptsve estimate a 4% sjmulation, 92% of these double tags are duéboproduc-

uncertainty from any residudt dependence. These errors tion. The ratio of double SECVTX to double JPB tags in the
are mostly systematic and in general highly correlated. Altogata and in the simulation is

gether, we assign a 10% error to the determination of the

scale factor after combining linearly the above contributions. Ryatz=0.92+0.18 and R;,,=0.61+0.05.

Our final estimate of the-tagging efficiency scale factor for

the SECVTX algorithm isSF=1.25+0.13 and for the jet-

probability algorithm isSF=0.96+0.10. The latter is con- This ratio does not depend on the absolute cross section for
sistent with unity. producing jets with heavy flavor. From the equivalence

E. Uncertainty of the scale factor
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Rdata SFSE 2 I I
Rsim_ SIS Y 0t E
3
we measureSFEGSFPE=124+0.13 using generic jets 2 °F E
with high transverse energy, in agreement with the value
SFSEGSFPB=1.28+0.10 measured in the low; inclusive 0% |
electron sample. o s 10 0 a0 20 300
E;(GeV)
l. SECVTX efficiency for tagging c jets 10°% ® 5 o ©
Since we need to apply a large correction to the simulatecy e ]

SECVTX efficiency for taggind-jets, it is worth investigat-
ing differences between data and simulation for taggings
c-jets. For this purpose, we compare rates of tags in the JET ° ¢ 3

50 and JET 100 data to the correspondHERWIG simula- ’ﬂ-‘

tion, described in Sec. X| normalized to the same number of R ITTRE TR T T T

$/(5 G
Jets/(5 GeV)

—_
(=1
T
1

events. _ _ E;(GeV) E; (GeV)
We defineR as the ratio of the number of SECVTX to
JPB tags after mistag removal. In the d&a 0.77+=0.07. FIG. 15. Transverse energy distributiong@ftaggable jets, and

Under the assumption that the heavy flavor composition ofets with positive(b) and (c) negative SECVTX tags.
the data is modeled correctly IWeRWIG, the SECVTX scale

factor for cjets, SFSEC, can then be derived solving the X. SECVTX AND JPB MISTAGS
equivalence In this section we estimate the SECVTX and JPB mistag
rate in a variety of control samples before applying itwb
TEE%SFgEC_I_ T?E%SFEEC +jet andZ+jet events in Secs. Xl ar_wd XIll. Tags in jets
R= without heavy flavor, which we call mistags, are caused by
T/PBx SPPB detector resolution effects. SECVTX mistags are poorly re-

produced by our detector simulation and traditionally CDF

. removed this background from the data using a parametriza-
whereTp""= 5354 andT2“°=2477 are the number of SIMU- o of the probability of finding negative SECVTX tags in
lated b and c-jets tagged by SE_CVT%(E,CanEH =11958is  jET 50 datd?2,3,5. We derive a new parametrization of the
thejpgumbef of JPB tags. Usin§F,="=1.23-0.07 and  mjstag rate using the JET 20, JET 50, JET 70, JET 100, and
SF"=0.96+0.05, we derive that the SECVTX scale factor g 300 data described in Sec. VV A. Even if JPB mistags are
for taggingc-jets is SFe-°=0.92+0.28. The error is deter- \ell reproduced by the detector simulation, we derive a
mined by the uncertainty of the heavy flavor compositionmistag parametrization also for JPB tags because this algo-
(see Sec. Xland by the errors of the scale fact@E;-“and  rithm has a higher rate of mistags than SECVTX and pro-
SFPE vides a better check of the method.

The method to evaluate the mistag probability starts with
the measurement of the number of positive and negative tags
in generic-jet data and their parametrization as a function of

In an effort to explain the 25% difference of the SECVTX the jetE; and the jet track multiplicityN3%x . The tagging
tagging efficiency in the data and the simulation we uncov-probability is derived as a ratio of the number of tags to the
ered three oversights in the simulation package used in thisumber of taggable jets in bins of transverse energy and
and in some previous CDF analy4@s3]. A significant frac-  track multiplicity. We use only jets that are far away from
tion of the difference is due to the use of an outdated versiocalorimeter cracks and correct the jet energy for the detector
of the CLEO decay tables and to outdatdifetimes in the  response and out-of-cone losgsse Sec. Il D.

CDF particle database. The above two inaccuracies account Negative tags are also produced in jets containing heavy
for ~40% of the difference of the SECVTX scale factor flavor. In particular, the probability of producing negative
from unity. Small inconsistencies in the implementation oftags is different for jets initiated by a heavy-quark or by
the SVX geometry in the simulation contribute an additionalgluon splitting to a pair of heavy quarks. Since this contri-
16% to this difference. If we corrected for these effects, thebution to negative tags must be accounted for and subtracted
new determination of the SECVTX scale factor would bein order to obtain the mistag rate, it is important to param-
1.09+0.11; the uncertainty includes the error on theetrize the rate of negative tags in a sample in which the
b-lifetime (~3%) and the uncertainty of the track degrada- composition of quark and gluon jets is well understood and
tion procedure described in Sec. (H-8%). The efficiency is not subject to the additional uncertainty of the simulation.
of jet-probability is not affected by these changes in the QFLFor this reason, in each generic-jet sample, we use only jets
simulation. with transverse energy above the trigger threshtddding

J. Understanding of the scale factor
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FIG. 16. Transverse energy distributions of jets wihat least g 0.06 - ]
two JPB tracks with positive impact parameter significant, g,
with positive JPB tagd,c) with two or more JPB tracks with nega- g’ 0.04 . %
tive impact parameter significance, aftl with negative JPB tags. % I -~—

a 0.02 *
jets): jets with correctedE+=30, 70, 90, 120, and 160 GeV I o
in the JET 20, JET 50, JET 70, JET 100, and 300 data, 200 0*?‘ L
respectively. In the generic-jet simulation, 95% of the lead- % 5 4 6 8 10 12 14 16

ing jets with a tag contain just one heavy-flavored hadeon
large fraction of these leading jets is produced by heavy

quarks from flavor excitation or direct productjoihe E FIG. 17. The positive and negative SECVTX tagging probabil-

region below 30 GeV is mapped selecting events containingy as 4 function ofa) the jetE; and(b) the number of SVX tracks
two leading jets, but using only the additional jets in thej, 5 jet.

event; in the simulation, 96% of the tagged nonleading jets
contain two hadrons with heavy flavor produced by a gluon
splitting process. Ro(Eq)
Transverse energy distributions of the jets used to mea-
sure the tagging probability are shown in Figs. 15 and 16. , . o )
Projections of the tagging probability matrices are shown in With this parametrization we construct the mistag prob-
Figs. 17 and 18. ability r.n'atrlx by. correcting each bin of the negative tagging
Figure 19 shows that the tagging probability parametrizaProPability matrix by the factors:
tion derived using jets with well measured energies works ) .
well for all jets. N—(P—N)XRy(Ey) for jets with Et=30 GeV
Since the heavy flavor contribution to negative tags is
expected to be small, the number of tags due to heavy flavor N—(P—N)XRy(Et) for jets with E;<30 GeV.
in a givenEy bin of the tagging probability matrix is esti-
mated as PN, the difference between the numbers of posi-The fraction of negative tags contributed by heavy flavors is
tive (P) and negativegN) tags in this bin. In simulated jets shown in Table XVIII.
with heavy flavor, we measure the rafio=N/(P—N) as a In the generic-jet samples used to derive the mistag ma-
function of the jet transverse energy. We measure this ratitrices, approximately 70% of the events contain additional
separately for jets which contain only one hadron with heavyinteractions. The rate of multiple interactions is different in
flavor (R;) and for jets which contain two hadrons with other samples, e.gWy/+ multi-jet events where we require an
heavy flavor R,). The following empirical parametrization isolated primary lepton. The negative tagging rate in the
provides a good description &for jets containing as well  generic-jet data depends on the number of additional inter-
asc-hadrons: actions.
Figure 20 shows the relative negative tagging probability,
normalized to the average, as a function of the sum of the
0.0088+0.00015& Er GeV for SECVTX transverse momenta of all tracks associated with additional
0.039+0.0011X E1 GeV for JPB vertices displaced by more than 5 cm from the primary ver-

Track multiplicity

] 0.075+0.00015& E1 GeV for SECVTX
"~ |0.14+0.0011% E; GeV for JPB.

Ri(Ey)=
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% 0.15 s ,.{_1 1 FIG. 19. Pseudorapidity distributions of all jets tagged by
w - T ] SECVTX (¢) are compared to the prediction derived using only jets
‘Bo L . ] away from calorimeter crac aded histogramin an
& ol ] y f | kshaded histogramin JET 20 and
E’ r o ® o——— JET 50 data(a) and(c) are negative tagsh) and(d) are positive
r e ] tags.
005F o o0 ? 1 ] ?
E ] the R; andR, parametrizations derived in the previous sec-
00 ' é ‘ "‘ : é ' é ' 1'0 : 1'2 tion. This procedure requires the knowledge of the fraction
of quark and gluon jets as a function of jein each data
Track multiplicity

sample(literally, we need to know the fraction of jets con-
FIG. 13, The posiive and negaive JPB tagging pobabilty as A °7 O tio hadrons wih heawy fayoin e JE 20,
function of (a) the jetE; and(b) the number of SVX tracks in a jet. we mak’e the as.:sumption coTrrobo’rated byTthe corresponding

tex Ep\T/. Accordingly, the mistag rate is parametrized with simulations, that all jets below trigger threshold are gluon

o e . _jets and all jets above trigger threshold are quark jets.
the additional empirical function for both SECVTX and JPB: Figure 21a) shows the number of observed positive tags

and predicted mistags as a function of the fat. Figure
21(b) compares rates of negative tags to the predicted
mistags. The mistag rate does not include any heavy flavor
contribution and is lower than the observed rate of negative
_ o tags. Figure 2(c) compares the rate of mistags and the heavy
A. Check of the SECVTX mistag parametrization flavor contribution to the negative tags obtained by multiply-
In this section, we test the capability of our model toing the difference between positive tags and predicted
predict the rate of negative tags in all available generic-jeiistags in Fig. 2(a) by R; (R,) if the jet E is above(be-
samples. low) the trigger threshold. Figure &) compares the ob-
Figure 21 serves to illustrate the procedure followed toserved and predicted yield of negative tags. The predicted

predict the rates of negative tags. They are evaluated as tlyéeld of negative tags is derived by adding the two distribu-
sum of the mistags plus the heavy flavor contribution usingions shown in Fig. 2(c).

0.8+0.0128<=py for ZpY<60 GeVk

Vy _
FEPT)=1157 for Sp¥=60 GeVk.

TABLE XVIII. Fraction of negative tag$%) due to heavy flavor as a function of tig of the jet.

JetE; (GeV) SECVTX JPB JeE+ (GeV) SECVTX JPB
0<E;<20 10 80<E;<100 6 12
20<E;<35 12 19 108<E;<120 6 12
35<E;<50 10 15 126:E;<150 6 10
50<E;<65 7 13 156 E;<180 5 12
65<E,<80 8 15 186<E; 5 12
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Following the same procedure, comparisons between the 106
corrected jetEq distributions of observed and predicted ¢ ' 1 ?
negative SECVTX tags are shown in Figs. 22-24. In the ] o Ly
case of thesE; 125 4 CL sample, the ratio of quark to gluon 0 30 100 150 200 250 300 0 30 100 130 200 250 300

E; (GeV) E; (GeV)

jets (1/6, independent oEq) is evaluated using the corre-

spondingHERWIG simulation. In the inclusive photon sample,  F|G. 22. Transverse energy distributions of jets with negative
we use only theR; parametrization as the simulation shows SECVTX tags. The four data samples were used for the construc-
that the main contribution to tagged jets comes frombe tion of the mistag probability matrix.

Compton production.

The inclusive lowpt electron sample, used to measureobserved and predicted negative tags both in the data and in
the tagging efficiency scale factor, is also a good sample tthe correspondingiERWIG simulation. The fraction of gluon
test the validity of theR; andR, parametrizations because it jets in the simulation is taken from Table XIV and is in-
is enriched in heavy flavor content. We compare rates otreased by 40% according to the calibration of HERWIG

simulation performed in Sec. XI. Comparisons between ob-

OOFTTETTIT T a0 o mepeerams ) ] served and predicted rates of negati\_/e tags are shown in Fig.
Dﬁﬁsmgs g "l mistags ] 25 for the data and Fig. 26 for the simulation.
_ - } ] Table XIX summarizes the rates of observed and pre-
%‘“’0’ 13| dicted negative SECVTX tags in all generic-jet samples.
o 2 100 Based on the observed agreement a 10% systematic error is
& o0 | 13 assigned to the estimate of the SECVTX mistag probability.
50
1 F B. Check of the JPB mistag parametrization
%0750 100 150 200 250 300 %0 50 100 150 200 250 300 We follow the same procedure of the previous section to
_— EFI(G"‘VI) ‘ N E"ffGeVI) ‘ test the parametrization of the mistag rate of jet-probability.
200 [ — mistags © 1 200 F o negative tags @ 4 Figures 27—29 compark; distributions of observed and
O heavy flavor O predicted predicted jets with negative JPB tags for all generic-jet
o 1s0F . s 150 ] samples. Rates of JPB tags are summarized in Table XX. As
&) 1 2
'% 100 - 3 '% 100 - E T T T T T 2 T T T T
k: 18 P YE, 175 ] wor SE, 1254CL ]
50 ] S0 - I *H e observed | 80 [ e observed ]
F % L O predicted | % [ predicted
o Lodl T T 0 © 40p 1 9 ek * ]
0 50 100 150 200 250 300 0 50 100 150 200 250 300 < <
E; (GeV) E; (GeV) 3 8 L 1
FIG. 21. E¢ distributions of jets with SECVTX tags in the JET ! 20 L 1
100 sample. Orla), observed positive tagéistogram are com-
pared to the predicted mistagshaded histogramsOn (b), ob- 0 T 9% 80 iod 120 T
served negative tag@®) are compared to the predicted mistags E; (GeV) E, (GeV)

(shaded histogramOn (c), predicted mistagéhistogram are com-

pared to the predicted heavy flavor contribution to the negative tags FIG. 23. Transverse energy distributions of jets with negative
(shaded histogramsOn (d), observed negative tags) are com- SECVTX tags in the2E; 175(a) and=E; 125 4 CL(b) samples,
pared to the sum of the predicted mistags and heavy flavor contriwhich were not used for the construction of the mistag probability
bution to the negative tagshaded histogram matrix.
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FIG. 24. Transverse energy distributions of jets with negative 0 25 50 75 100 125 150 0 25 50 75 100 125 150
SECVTX tags in the isolated photon sample. Ep GeV) Ep (GeV)

. ) FIG. 26. Transverse energy distributions in the inclusive elec-
before, by comparing the observed and predicted number gfyp, simulation. In(a) e-jets with negative SECVTX tagéh) a-jets

negative tags, we assign a 10% systematic error to the pgiith negative SECVTX tag(c) e-jets with negative JPB tag&d)
rametrization of the JPB mistags. a-jets with negative JPB tag.

XI. CALIBRATION OF THE FRACTION OF W+JET

the HERWIG generator. The uncertainty in the rate of gluons
EVENTS WITH HEAVY FLAVOR

splitting into heavy quarks based on the parton shower ap-
Whbb andWcc events are produced through the so-calledProach is estimated to be approximately 40% in R8t]

gluon splitting process, where an initial or final state gluon@nd @pproximately 25% in Ref32]. Because of this large

branches into a heavy quark pair. In this analysis the fractiok"Cértainty we calibrate the gluon splitting cross section cal-

of W jet events containing heavy flavor is estimated usingculated byHERWIG using generic-jet data. Heavy flavor in
generic-jet data stems from three primary sour¢gsdirect

100 I 20 e B production (e.g., gg—bb); (2) flavor excitation(e.g., gb
) @ 1 ? _ ® 4 —gb); and (3) gluon splitting. The calibration of the simu-
_sor eget 1 st &gt ] lation package is performed by tuning the various cross sec-
g ol r— § - — tions calculated byHERWIG to reproduce the tagging rate
2 O predicted | 2 10] O predicted observed in the JET 50 and JET 100 data. In these samples,
B 4l 18 | ] the gluon splitting contribution is comparable to the other
" sL * ] production mechanisms. In the JET 20 simulation, the gluon
05 s &0 e 1;5*150 Be s 5 T 0 i 150 TABLE XIX_. Number_s pf observed positive and neggtiv_e
E, (GeV) E, (GeV) SECVTX tags in all generic-jet sampleg Thg method for predicting
e e i the number of negative tagsyAs explained in the text.
© wl @ 1
300 T e-jet ] [ a-jet ] . . L
= = Samples used in the mistag parametrization
% 1 % 3f ]
© 200 e °bS§_Wte‘:l 192 . °bS§th°‘:l ] Sample Pos.tags  Neg.tags Mistags , P
3 Opredelt 1 3 20 W it 3 JET 20 4731 699 652 722
= L 17 JET 50 6874 1648 1426 1695
10 JET 70 7758 2248 1858 2192
0 ‘ s By o] 0 JET 100 8335 2723 2385 2756
0 25 50 75 100 125 150 0 25 50 75 100 125 150 SE; 300 1507 501 438 521
E; (GeV) E; (GeV)
o _ ] . Independent samples
FIG. 25. Transverse energy distributions in the inclusive elec
tron data. In(a) e-jets with a negative SECVTX tafh) a-jets with ~ XE¢ 175 3790 947 675 908
a negative SECVTX tag in events where the e-jet is tagged by E; 125 4 CL 5637 1203 897 1249
SECVTX; (c) e-jets with a negative JPB taff)) a-jets with a nega-  Isolatedy 284 29 35 40

tive JPB tag in events where the e-jet is tagged by SECVTX.
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750 , , 750 . S T
JET 20 1 t JET 50 40 __ __
- o observed | - I o observed | F ISOlatedY g
2 500 - O predicted | 7% 500 [ [ predicted | r R
b b - e observed 1
Z |z 30 [ edicted
= 250 - 1 = 250l i _ B D predicte i
1 > L )
©
O - 4
L w r i
0 I L I | 0 I I ! 7 20 ]
0 50 100 150 200 250 300 0 50 100 150 200 250 300 % L o
E; (GeV) E; (GeV) = - .
T T T ] 100 - T T T T ] [ 1
600 - JET 70 ] [ YE; 300 1 10 - _
- o observed | ~ 75} e observed 9 r ]
> [ predicted | % [ predicted i 1
O 400 4 O r 7
% %50; ] 0 I TR N W
= = [ 0 150 200 250 300
200 ~ = a5k ]
: ] E, (GeV)
00750 100 150 200 250 300 0050 100 150 200 250 300 FIG. 29. Transverse energy distributions of jets with negative
Er (GeV) Er (GeV) JPB tags in the isolated photon sample.

FIG. 27. Transverse energy distributions of jets with a_negativeaxis_ Hadrons with heavy flavor resulting from the fragmen-
;F;S‘Bt;ag'r;rg:b;ﬁur;;‘t??fles were used for the construction of th'ﬁe\tion of one of the hard scattering partons are indicative of
gp y ' direct production or flavor excitatiofif one of the incoming

" G - partons of the hard scattering has heavy flavor we attribute
splitting contribution is negligible compared to the other pro-,e hrocess to flavor excitation: in this case a second hadron

cesses; we compare observed and predicted rates of tagsdfiyhe same flavor is produced by the backward-evolution of
this sample using the tuned simulation as a check that Wi strycture functionsAll pairs of hadrons with heavy fla-

d|sentan_gled correctly the different heavy flavor production, . of the same type which do not come from the hadroni-
mechanisms. o ation of the hard scattering partons are attributed to gluon

In each generic-jet sample we count the number _°§plitting. Table XXI lists the rate of jets containing heavy
SECVTX tags in taggable jets. Mistags are evaluated using,,or per event in the simulated JET 50 and JET 100
the mistag probability evaluated in Sec. X. samples.

The simulated samplesorresponding to the JET 20, JET | "tha data, we use intuitive kinematical differences in
50, and JET 100 datare generated using option 1500 of ey 1 distinguish gluon splitting from the rest of the heavy
HERW:Sma”d requiring hard scattering partons with<4.5  fiayor production. Jets from heavy flavor direct production
and pr"=>10, 40, and 80 GeV/ respectively{23]. We Use  gre expected to be produced back-to-back and are more
the MRSG) set of structure functioni80]. Generated events |jkely to produce double tags. In events produced by heavy
are simulated with the standard package discussed in Segayor excitation, jets produced by the backward-evolution of

VIl As in the data, we select events containing at least ongne structure functions tend to be at large pseudorapidities
jet above the trigger threshold.

In the simulation a jet is classified asbeor a c-jet if it

. . . . TABLE XX. Numbers of observed positive and negative JPB
contains & or ac-hadron in a cone of radius 0.4 around its P 9

tags in all generic-jet samples. The method for predicting the num-
ber of negative tags,\RPis explained in the text.

200 e . Raananmars
{ 2E 175 1 =gl i 2B, 1254CL | Samples used in the parametrization
150+ + e observed 4 e observed
E ? [ predicted | E @ predicted Sample Pos.tags Neg.tags Mistags , P
Y 00 ] w2or 7 JET 20 8418 3414 2919 3421
0 ke JET 50 12124 5970 4948 6156
5ol 1 100 JET 70 13254 7567 6020 7437
b JET 100 14528 8827 7010 8721
0 0 SEr 300 2712 1581 1162 1566
0 50 100 150 200 250 300 0 50 100 150 200 250 300
E; (GeV) E; (GeV) Independent samples
FIG. 28. Transverse energy distributions of jets with negativeZEy 175 6217 3235 2227 3069
JPB tags in th&E; 175(a) andXE; 125 4 CL(b) samples, which  SE; 125 4 CL 9283 4407 3166 4481
were not used for the construction of the mistag probability matrix.|solatedy 537 179 176 209
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TABLE XXI. Average numbers of jets containing heavy flavor per event in the JET 50 and JET 100
samples generated witlERWIG, split by flavor type and production mechanism.

direct productior-flavor excitation gluon splitting
Sample b-jets c-jets g— bb g—cc Total
JET 50 2.1410°? 3.04x 1072 1.67x 1072 3.79< 1072 10.64x 1072
JET 100 2.1%10°2 2.89x 1072 2.58x 1072 5.73x107°2 13.35x 1072

and out of the SVX acceptance. On the other hand, gluosimulated rates of tags. In the fit, we also compare five dis-
splitting produces pairs of jets with heavy flavor at smalltributions in each generic-jet sample and in the correspond-
separatiom\ R= /(A ¢)%+ (A 7)%. Most of the time the two ing simulation:

hadrons with heavy flavor produced by gluon splitting reside (1) the yield of the fraction of SECVTX tags per taggable
in the same jet. Figure 30 shows distributions of the distancéet as a function of the je .

between twob-jets for the different production mechanisms ~ (2) The distributions of the distancAR between a jet

in a simulated sample. In addition, the relative gluon splittingtagged by SECVTX and a companion jet as defined above.

contribution increases with the jet multiplicity. (3) The distributions of the distanc&R between a jet
This motivates us to compare data and simulation in théagged by JPB and a companion jet as defined above.

following classes of SECVTX tags: (4) The distributions of the distanceR between two jets
(1) number of tagged jets per event with at least one tagtagged by SECVTX.

gable jet; (5) The distributions of the distanckR between two jets
(2) number of tagged jets per event with at least one tagtagged by JPB.

gable jet and with three or more jets wily=15 GeV and In the comparison, the area of each distribution is normal-

| 7|<2; ized to unity. For each distribution we compute a redugéd

(3) twice the number of events with two tagged jets per
event with two or more taggable jets.

N . .
We also compare the data to the simulation for: EE [d(i)—sd(i)]?
(4) the fraction of(1) in which the tagged jet has a com- N ed(i)’+esdi)?
panion jet withE;y=10GeV in a cone of radius 1.2 around
its axis;

(5) the fraction of events with double tags where the twowhereN is the number of bins in each distributica(i) and
tagged jets are at a distanddR<1.2. Table XXII lists the
yields of these tags in the data and in the simulation. A NG as [T T

In the simulation, one notes that after tagging with
SECVTX the contribution ot-jets is reduced by more than g
a factor of four and becomes negligible in events with double\'
tags. However, the ratio of double to single SECVTX tags 2 S L
does not discriminate betweér andcc production for this
ratio is similarly small forbb production through flavor ex-
citation and gluon splitting. deuld-’ll Ao e

We discriminate the flavor type with the additional com- 0o 1 2 3 1 2 3 4 5 6
parison of rates of JPB tag3PB has about the same tagging AR AR
efficiency of SECVTX forb-jets and is more than twice as [ g ] T
efficient for taggingc-jets). Since we use JPB tags only to dir+fexc 1o IR
disentangle betweeh and c-production, we compare data 150 | ] 80 ]
and simulations in only two classes of JPB tags:

(6) number of tagged jets per event with at least one tag
gable jet; 40 ]

(7) twice the number of events with two tagged jets per ~ *F ] 20l ]
event with two or more taggable jets. Table XXIlI lists the
yields of JPB tags in the data and in the simulation. B T S R R 0o 1 2 3 45 6

We fit the data with the simulation in order to evaluate the AR AR

correction for the simulated rates of—bb and g—-cc. FIG. 30. Distributions of the distanc&R between twob-jets

When fitting the simulation to the data, the yleld of SimU|atEdtagged by SECVTX in JET 50 simulated events contributeday
SECVTX and JPB tags is corrected for the tagging efficiencyirect production and flavor excitation @) gluon splitting.(c) and

scale factors measured in Sec. IX. The 10% uncertainty ind) are the distributions of the distance betweeb-jat tagged by
the scale factor determination is included in the error of theSECVTX and the closest jet in the event wi}=10 GeV.

dir.+f.exc g —bb 7

30 -

Events/0.06
&
T

10

-1
wk
o
=}

100 . o ]

Events/0.06
Events/0.06
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TABLE XXII. Yields ( x 10 %) of SECVTX tags in generic-jet data and in simulated samples generatedimwtnG. Rows 1, 2, and 3
represent the average number of tags per event; rows 4 and 5 represent the fraction of 1 and 3, respectively. Rates of simulated tags are no
yet corrected for the tagging efficiency scale factor measured in Sec. IX.

JET 50
direct production flavor excitation gluon splitting
Class Data b-jets c-jets b-jets c-jets g—bb g—ccC
1 34.20+1.05 2.90:0.11 0.72£0.02 6.53:0.17 2.63:0.11 7.370.18 4.17-0.14
2 43.00+-1.37 2.31%0.16 0.53-0.08 6.36-0.26 2.26:0.16 9.710.33 5.32£0.24
3 7.50£0.65 2.00:0.18 0.16:0.04 0.94-0.13 0.07:0.03 0.65-0.10 0.09-0.02
4 5.60t0.38 0.23:0.03 0.04-0.01 0.710.06 0.25-0.03 2.17-0.10 0.86-0.06
5 0.58+0.08 0.00-0.08 0.00 0.080.03 0.00 0.26:0.05 0.00
JET 100
direct production flavor ecitation gluon splitting
Class Data b-jets c-jets b-jets c-jets g— bb g—cc
1 42.05-1.84 4.310.22 1.23-0.12 5.570.25 2.24:0.16 11.85:0.37 6.88:0.28
2 51.50+2.04 3.5%0.27 0.86-0.13 5.7%0.35 1.97-0.20 15.06:0.56 8.40:0.42
3 15.50+0.92 2.68:0.29 0.26-0.09 1.08-0.18 0.05-0.03 1.42:0.21 0.16:0.05
4 6.36-0.41 0.64-0.09 0.09:0.03 0.97:0.10 0.310.06 5.03:0.24 2.10:0.15
5 1.10+0.11 0.06:0.03 0.00 0.06:0.03 0.00 0.540.09 0.00

sd(i) are the contents of the binof the distribution in the ~where the index runs over the 5 kinematic distributions

data and in the simulation, respectively, wigd(i) and described in the previous paragrafih(j) are the yields of
esdi) their errors. The simulated j&; distributions have a t@gs observed in the data for the seven classes listed in Tables

systematic uncertainty due to the trigger simulation which ig<XIl and XXIll, and

cumbersome to account for in the fit. Simulated distributions 6
of distances between tagged jets have systematic uncertain- S(j)= 2 P(n)X Cp(j,n)* SF*
ties due to how well the parton shower generator models n=1 ’

gluon splitting at distanceAR=1.2. We use the reduceg, ) ) ) _ )

to diminish the importance of these comparisons with resped the corresponding yield of simulated tags. The contribu-
to the classes of absolute tagging rates. The data are fitted NS Cn(j.n) of different flavor types and production
the simulation using a minimuny® method. We minimize Mechanisms, as listed in Tables XXII and XXIIl, are

the function weighted with the fit parameter8(n). SF is the tagging
efficiency scale factor and=0 for c-jet, 1 for events with
JET100 / 7 . N, 5 one tagged-jet, and 2 for events with two taggdsjets.
= (DG —S()] Sk In the fit, the b-to-c ratio for direct production is con-
3ETs0 \ (1 ED(j)?+ES(j)? &1 P strained to the default value with a 14% Gaussian error. Op-

TABLE XXIII. Fractions (X 10" %) of JPB tags per event in generic-jet data and in simulated samples generategmwit. Fractions
of tags are not yet corrected for the tagging efficiency scale factor measured in Sec. IX.

JET 50
direct production flavor excitation gluon splitting
Class Data b-jets c-jets b-jets c-jets g— bb g—cc
6 45.20+3.19 3.84-0.13 1.87:0.09 7.97:0.19 6.28:0.17 9.1*0.21 8.67:0.20
7 4.75:0.28 1.62:012 0.26:0.05 0.81-0.09 0.23£0.05 0.89-0.09 0.52£0.06
JET 100
direct production flavor excitation gluon splitting
Class Data b-jets c-jets b-jets c-jets g—bb g—cc
6 53.075.09 5.72£0.26 2.66-0.18 6.86-0.29 5.69:0.26 14.22:0.42 13.13:0.40
7 5.50+0.34 2.1%*0.19 0.39:0.08 0.78:0.11 0.25-0.06 1.69-0.17 1.06:0.13
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TABLE XXIV. Results of the fit of theHERwWIG simulation to the L L B
JET 50 and JET 100 dataee text JET 50

10 '1__ edata

. . osim l ]
Process Cross section weight s 1

b direct productior-flavor excitation 1.020.15 I o ¢ # o]
g—bb 1.40-0.19 _ +,3$i otel gabi) f
[

b Total 1.22+0.12 2 %}
c direct productior-flavor excitation 1.120.28 10 E
g—>CE 1.35+0.36 F o]
¢ Total 1.25:0.20 [ (%

|

b+ c direct productior-flavor excitation 1.1*+0.16
gﬁbEcE 1.36+0.22
b+ c Total 1.24-0.12

0 50 100 150 200

E; (GeV)
————

tion 1500 of HERWIG evaluates the direct production cross 10 | edata JET 100 .
section of massless quarks. The 14% uncertainty accounts : ]
for having neglected the quark masgestimated using op-

L o ]
tion 1700 ofHERWIG) and for the uncertainty in the fragmen- I ¢¢#‘4¢’¢' + ﬂ
tation procesgestimated using theyTHIA generator. 5 gff* W f' J

o sim

The b-to-c ratio for flavor excitation is also constrained to 10
the default value with a 28% Gaussian error. This uncertainty E
accounts for the largest variation of this ratio observed using
a wide range of structure functions in the PDF librfBg].

The ratio of theg—bb to g—ccis also constrained to the 3
default value with a 28% Gaussian error. The uncertainty 10 Fe B
accounts for a-0.5 GeV change of thi andc-quark masses 0 100 200 300
around the default value. E, (GeV)

) s T

The fit has 21 degrees of freedom and yieldg“aof 22.
The fit results are shown in Table XXIV. The weights of the  F|G. 31. Fractions of taggable jets with a SECVTX tag as a
gluon splitting cross sections will be used to rescale the fracfunction of jet E; in the data and in the fitted simulation. The
tion of W+jet events with heavy flavor predicted by distributions of the data and the fitted simulation are normalized to
HERWIG. These rescaling factors are of the same size as thosait area.
measured by the SLC and LEP experiments for the rate of

g—bb andg—ccin Z decayq34], and are consistent with o tt events is detailed in the subsections A—H. The results of
the (_ast|mated theoretical unce_rta_mt[fSS,SZ- ~_ these background determinations are listed in Sec. XV where
Figure 31 compares thg; distributions of tagged jets in  the cross section is calculated. The following two Secs. XIlI

the data and in the fitted simulation. Similarly, Figs. 32 andang XIv provide checks of these background estimates.
33 compare distributions of distances between tagged jets.

Table XXV compares rates of tags in generic-jet data and
in the HERWIG simulation calibrated according to Table A. Non-W background

XXIV The JET 20 Sample was not used tO. calibrate the As in previous ana'ysd:§5]' the background from now
simulation package. Similarly, the SLT algorithm was nOtsources, includingbb production, is determined directly

used in theHERWIG calibration. The comparison of the num- : . . .
ber of SLT tags in the data and in the simulation serves térgr%i;g?egsﬁ t?])é Slglésil(g fg ééi/c;lagr?g i?»,f tr:]rém;rgyh I/?Eton
check independently the calibration of thRerRwIG produc- —20GeV) & region. The number of now events in each

;u:tir:)gross section and the SLT tagging efficiency in the S'mu]et-bin is evaluated as

Na

Nnonw= NCXN_B

Xll. COMPOSITION OF THE W+=1 JET SAMPLE

The background to thEt_production is determined using
the data or the simulation calibrated as described in Secs. |
and XI. Thett production cross section is determined by
attributing the excess of tagg®d+ =3 jet events tdt pro-
duction.W+1 andW+2 jet events provide a check of the tag tag
background calculation. The evaluation of the backgrounds Nhon-w= Nnonw > P

whereN,, Ng, andN¢ are the number of events in regions
A, B, and C of Fig. 34. The corresponding humber of tagged
events is
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FIG. 32. Distributions of the distanceR; between a jet tagged
by SECVTX tag and the closest jet in the event and of the distanc
AR, between two jets tagged by SECVTX. The distributions of the
data and the fitted simulation are normalized to unit area.

where P9 js the tagging probability measured in region A.
The vyield of P as a function of the lepton isolation is
shown in Fig. 35.

-1

FIG. 33. Distributions of the distanceR; between a jet with a
JPB tag and the closest jet in the event and of the distariRe
between two jets with a JPB tag. The distributions of the data an
the fitted simulation are normalized to unit area.

PHYSICAL REVIEW D 64 032002

TABLE XXV. Number of tagged jets with heavy flavor in
generic-jet data and in the calibratedrwic simulation. Data and
simulation are normalized to the same number of events. The sec-
ond and third columns list the number of tags and removed mistags
in the data.

JET 20(194 009 evenis

Tag type Tags Mistags Data Simulation
SECVTX 4674 616 4058 92 4052-143
JPB 8343 2801 5542295 5573173
SLT 4994 3962 1032402 826+ 122
JET 50(151 270 evenjs
Tag type Tags Mistags Data Simulation
SECVTX 6536 1360 5176158 5314r 142
JPB 11533 4700 6833482 6740-171
SLT 6408 5241 116F 530 1116-111
JET 100(129 434 evenis
Tag type Tags Mistags Data Simulation
SECVTX 7682 2227 5455239 5889176
JPB 13365 6494 6871659 7263-202
SLT 7483 6367 1116642 1160-168

e B.Z—+t7 events

The Z— 777 contributions is estimated using the
PYTHIA generatofoption MSEL= 13). The simulation is nor-
malized to the same number Bf-u* 1~ ,e"e” events ob-
served in the data for each jet-bin.

C. Single top quark production

The single top quark contribution via thé-gluon fusion
channel is estimated withRERWIG using the process 2000.
The single top production for the annihilation process
—W?* —tb is estimated using theYTHIA generator(option
MSEL=12). We use the cross sectionsy_,=1.5+0.4pb

0.5 S —
0.4

0.3

Isolation

0.2

RO R S SR SN B SR

0.1

E; (GeV)

FIG. 34. Distributions of the primary lepton isolation &s in
W+ =1 jet candidate events. The three regions A, B, C are used to
@valuate the nofY contribution in the region D, which defines the
W signal.
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TABLE XXVI. Fraction of W+ =1 jet events with heavy flavor DR AR
jets as a function of the jet multiplicity. 210 ’1;(a) SECVTX 4 g ®  SEOVIX 4
g F Er<10GeV + + + _g E.r>20GeV ; %\ﬂ H
wob wee (R CrT ¥ S M
o o |
Sample FR®  Fa®  Fi(®  F5(% g QW# M m 2
£ 10 :* * 1 =10 ¢ E
W+1 jet 0.80:0.11 2.0x0.54 T PRI ST T
W+ 2 jet 1.28:0.18 1.26:0.38 3.73:1.00 1.46:0.52 0 ol °I-2 1 ﬁ°-3 04 05 0 ol 0121 03 04 05
W+3jet  1.88-0.31 1.96-0.62 5.31-1.48 2.30-0.91 - e
W+=4jet 354-1.06 240:0.77 6.08:2.45 3.00:1.13 do m® da@ m
gm E_E,TSIOGeV ] %10 __F.rZZOGer # ﬁ ﬁ_
S ] = [
for W—g fusion derived using the NLO calculation in Ref. % ﬁ w S | * Hﬂ %Hw fﬁ *
[36] andoys+ ., =0.74+ 0.05 pb for the annihilation process % -ZQ ﬁ fw # ﬁ H % 24 ﬁ f ‘
[36] = 10 H ! = 10 fﬁﬁ |H1
0 o1 02 03 04 05 0 o1 02 03 04 05
D. Diboson production Isolation Isolation
MR I I I LR U AL LN IR I
The contribution of thezZ, WZ, and WW production is oL@ ST 4 z0’Lt® SLT .

estimated using theYTHIA generator(options MSEL=15 g g Ers“’fev + N § P Br220GeV
and ISUB=22, 23, and 25, respectivelyjWe use the cross § [ , { ++++ H.# ﬁMﬁW T t * ﬁ
sectionsa(WW) =9.5+0.7 pb, o(W2)=2.6+0.34pb, and 3 W’% i H |t MW H
0(22)=1.0+0.2 pb[37]. 25 zﬂ‘br 1 2, HWJ ’ H’N u
E. Mistags TSR TR TR YR, Ollll(l)!lll”()!2””01?;”'()!4”“().5
' Isolation Isolation

The SECVTX and SLT mistags are calculated weighting FIG. 35. The tagging probability as a function of the isolation of
each jet in thaV sample with the mistag probability matrices the primary lepton.
derived in Sec. X and Sec. VIIIC 2, respectively. The re-
evaluation of the SECVTX mistag matrix has resulted in a
reduced estimate of this background in the signal region by
(50+5)% compared with the previous estimates of Refs. We use theHERWIG generator(process 2100 with hard
[2,3]. scatterlngp?'”zlo GeVk) to estimate the fraction dfiv+

For the jet-probability algorithm, each simulated back-=n jet eventsF{, in which only one jet contains hadrons
ground also includes the contribution of mistags. The numwith heavy flavor resulting from gluon splittingr refers to
ber of JPB mistags is evaluated only for the fractionVdf the flavor typé. The fraction ofW+=2 jet eventsF3, in
+jet events which is not simulated, i.&\V+ jet direct pro-  which two different jets contain hadrons with heavy flavor is
duction without heavy flavor. calculated using the/ECBOS generator(see Sec. \Jl The

F. The W+Dbb and W+cc contribution

TABLE XXVII. Tagging efficiencies(s) in Whb and W¢c simulated events.

SECVTX
Sample sltag (%) sltag ( /0) sg?ag (%) ltag (/0) ‘91tag (/0) Sgtt:ag (%)
W+1 jet 24.6:0.8 4.56-0.29
W+ 2 jet 21.6:1.7 45.8:1.8 10.6-1.2 3.58:0.49 11#11 0.4£0.2
W+ =3 jet 20.6:4.4 46.8£4.0 10.7#2.8 3.56-1.26 14.3-2.3 0.0:0.0
JPB
Sample ‘91tag ( /0) ‘91tag ( /0) 2tag (/0) ltag (A)) 1tag ( /o) Sg(t:ag (%)
W+1 jet 23.8-0.7 9.8£0.4
W+ 2 jet 20.3:1.4 40.7#15 10.6:0.9 7.8-0.7 25.0:1.4 2.8£0.5
W+ =3 jet 21.7#3.8 43.2:3.4 9.3:1.9 13.0:2.2 25.6:2.9 1.7+0.8
SLT
Sample 1tag (%) 1tag ( /0) 2tag (/0) 1tag (%) 1tag ( /0) Ztag (/0)
W+1 jet 7.7£0.9 3.7£0.5
W+ 2 jet 6.9-1.2 13.2:1.7 0.6-0.3 3.7+0.6 6.21.0 0.1x0.1
W+ =3 jet 7.1+2.6 9.6:2.3 0.5-0.5 5216 8.0-2.0 0.0£0.0
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TABLE XXVIII. Fractions of Wc events. TABLE XXX. Composition of theZ+=1 jet sample before
tagging. We user; ;=5 pb from Ref.[1].
Sample Fwe (%)
i Source Z+1jet Z+2jet Z+3jet Z+=4jet
W+ 1 jet 48+1.4
W+2 jet 7.2£2.2 Data 1148 159 16 4
W+ 3 jet 7.5-2.3 wWw 0.8£0.2 0.2-0.1 0.-0.0 0.0:0.0
W+ =4 jet 7.5:2.3 wz 2.2+0.5 1.7#04 0301 0.1+0.0
zz 1.2+0.3 1.6t04 0.3:0.1 0.0:0.0
Zc 16.5£4.9 3.3t1.0 0.3:0.1 0.1x0.0
fractions of W+ jet events with heavy flavor content are zpp 18.3+25 7.651.3 1.1+0.2 0.4-0.1
listed in Table XXVI. We use thelERWIG andVECBOSSImuU-  z¢¢ 23.0+6.1 7.9-1.7 1.1+03 03-0.1
lations also to determine the efficiency for finding eventsz . je 1085.3-8.3 135325 12.2-04 2.9-0.1
with one or two tagged jets, as listed in Table XXVII. without h.f.
It follows that the number of taggellVbb and Wcc  Single top quark 0£0.0 0.0:0.0 0.0:0.0 0.0:0.0
events are tt 0.6+0.1 1.4-0.3 0.5£0.1 0.2£0.0

a a la a 2a
ltag— NWX (Fl X sltag+ I:2 X €1ta

Zcc andWcc events are the same, and the fractiorzof

events is a factor of two larger than the fraction \0fob
events. The fraction oZ+jet events with heavy flavor is
then estimated multiplying by the above factors the fraction
of W+ jet events with heavy flavor listed in Table XXVI.

a a 2a
N2tag_ NwX F3X €2tag

whereN,y is the number ofV events in the data after remov-
ing the predicted number of ndi; di-boson, single top,

unidentifiedZ andtt events.

Xlll. CHECK OF THE BACKGROUND CALCULATION
G. The Wc contribution USING THE Z+=1 JET SAMPLE

The fraction Fy of gs—Wc and gd—Wc events is The production mechanisms ¥ and Z bosons in asso-
evaluated using theerwIG simulation and is shown in Table ciation with jets are very similar and tHé contribution to

XXVIII. The estimated uncertainty ofw which is domi- = ¢ Z+jet events is negligible. This sample provides a good

nated by the uncertainty in the strange sea content of th enchmark for our background calculation. The selection of
proton, has been evalgateq by examining a . rangé Ghez4>1 jet event sample is described in Sec. IV A. Table
different structure functions in Rdf5]. The tagging efficien- XXX shows the predicted composition of the+=1 jet

cies for this process are listed in Table XXIX. sample before tagging. In this table, the numbeiZafjet

events without heavy flavor is derived from the data by sub-

tracting theWWw, Wz, ZZ, tt, and single top quark contribu-
We use theeYTHIA generatoroption MSEL=13) to esti-  tion. The measured and predicted rates of events with

mate the number of unidentified+ jet events passing our SECVTX, JPB, and SLT tags are shown in Tables

selection. The simulation is normalized to the numbeZof XXXI-XXXIII. The product of the probabilities that the ob-

— 1l observed in the data for each jet-bin. We would like to

use a simulation calibrated using the data to evaluate the TABLE XXXI. Summary of observed and predicted number of

fraction of Z+jet events containing heavy flavor. TRER-  Z events with onéST) and two(DT) SECVTX tags.

WIG generator was tuned using generic-jet date Sec. X\

but theHERWIG version used in this analysis does not containSource Z+1ljet Z+2jet Z+3jet Z+=4jet

theZ+1 jet matrix element. Therefore, we first estimate the—

H. Direct production of Z+jet with heavy flavor

ratio of the fraction ofZ+jet events which contain heavy MiStags 1.2#20.13 0.34-0.03 0.08-0.01 0.01-0.01

flavor to the fraction oW+ jet events which contain heavy WW, WZ,ZZ  0.09-0.03 0.18-0.05 0.03-0.01 0.00-0.00

flavor by using theryTHIA simulation which has botd + 1 Zc _ 0.67+0.21 0.15-0.05 0.02-0.00 0.08-0.00

andW+ 1 jet matrix elements. We find that the fractionZif ~ Zcc, Zbb (ST) 5.56+0.70 2.58-0.46 0.40-0.08 0.14-0.03

events is 30% of the fraction oiVc events, the fractions of zcc, Zbb (DT) 0.39+0.13 0.06:0.03 0.02:0.01

Single top quark 0.0£0.01 0.06:0.00 0.0G:-0.00 0.0G-0.00

TABLE XXIX. Tagging efficiencies inWc events. tt (ST 0.22+0.05 0.44-0.09 0.20G-0.05 0.03-0.01

s a o ft (OT) 0.23:0.06 0.07-0.02 0.03-0.01

Sample swe (%) swe (%) swe ) prediction(ST)  7.83+0.74 3.70-0.47 0.73-0.10 0.20-0.03

W+1 jet 4.1+0.4 8.7+0.4 3.3:0.4 Prediction(DT) 0.62+0.14 0.13:0.03 0.04£0.01
W+2 jet 4.2£0.6 10.8-1.0 5.2-0.7 Data(ST) 10 3 0 1
W+ =3 jet 4.5+0.6 16.7+2.9 6.9t2.0 Data with (DT) 2 0 0
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TABLE XXXII. Summary of observed and predicted numberzdévents with ongST) and two(DT)

JPB tags.

Source Z+1jet Z+2jet Z+3jet Z+=4jet
Mistags 5.65:0.57 1.5%0.15 0.34£0.04 0.05-0.01
WW, Wz, 27 0.13+0.03 0.240.06 0.02£0.01 0.02:0.01
Zc 1.39+0.44 0.35:0.11 0.05£0.02 0.01-0.00
ZCc, Zbb (ST) 6.63+0.87 2.85-0.45 0.50:0.09 0.17-0.03
ZCc, Zbb (DT) 0.42+0.13 0.06:0.02 0.02-0.01
Single top quark 0.0%£0.00 0.06:0.00 0.06:0.00 0.06=0.00
tt (ST) 0.17+0.02 0.43£0.06 0.19:0.03 0.04-0.01
tt (DT) 0.17+0.02 0.06:£0.01 0.03:0.00
Prediction(ST) 13.98+1.13 5.37%0.49 1.1%*+0.10 0.33:0.04
Prediction(DT) 0.59+0.13 0.12£0.02 0.05-0.01
Data(ST) 11 5 1 2
Data(DT) 0 0 0

served number of tags in each of the four jet bins is a Poissotihe method used to estimate the background contribution to
fluctuation of the prediction iPy=1.2x10"2 for Table thett_signal.
XXXI, Po=2.1x10"* for Table XXXIl, and Py=1.0 The rate of negative tags for each process is calculated
X 10" 2 for Table XXXIII. With a Monte Carlo simulation, in  from the corresponding simulation or using the data as we do
which we fluctuate the predicted rates by their uncertaintyfor positive tags. We use the sample composition before tag-
according to a Gaussian distribution, we estimate that thging listed in Tables XXXVI and XXXVIII for SECVTX and
likelihood of observing a probability no larger thd, is  JPB, respectively. Table XXXIV compares numbers of ob-
33.8% for events with SECVTX tags, 17.9% for events withserved and predicted negative SECVTX tags as a function of
JPB tags and 41.1% for events with SLT tags.Zdr-jet  the jet multiplicity. The analogous comparison for negative
events the background prediction agrees with the data. ~ JPB tags is shown in Table XXXV. Data and predictions
agree within the estimated uncertainties.

XIV. RATES OF NEGATIVE TAGS IN THE W+=1
JET SAMPLE

XV. MEASUREMENT OF THE tt PRODUCTION
CROSS SECTION

As shown in Sec. X, the mistag rates plus the estimated
heavy flavor contribution to the negative tags account for the
observed rates of negative tags in all generic-jet data. A simi- obs  nibk

. : o Niag— Niag
lar test in theW+ =1 jet sample offers an additional check G20 "tag
of the mistag rate predictions and a complementary test of t A€yl £ dt

Thett_production cross section is

TABLE XXXIII. Summary of observed and predicted numberzdgvents with ondST) and two(DT)

SLT tags.

Source Z+1jet Z+2jet Z+3jet Z+=4jet
Mistags 12.651.27 3.66-0.37 0.57-0.06 0.15-0.02
WW, Wz, 27 0.04+0.02 0.09:0.03 0.0%0.01 0.01-0.01
Zc 0.55+0.17 0.170.05 0.02£0.01 0.01-0.00
ZCc, Zbb (ST) 2.26+0.36 1.16:0.19 0.16£0.03 0.06:0.01
ZCc, Zbb (DT) 0.02+0.01 0.0G:0.00 0.06=0.00
Single top quark 0.080.00 0.06:0.00 0.06:0.00 0.06:0.00
tt (ST 0.04+0.00 0.19:0.02 0.08:0.01 0.01-0.00
tt (DT) 0.00+0.00 0.06:0.00 0.06:0.00
Prediction(ST) 15.54+1.33 5.210.42 0.85:0.07 0.24-0.02
Prediction(DT) 0.03£0.01 0.010.00 0.06:0.00
Data(ST) 16 3 0 1
Data(DT) 0 0 0
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TABLE XXXIV. Summary of the predicted and observed number Wftjet events with negative
SECVTX tags. The contribution of each process before tagging is taken from Table XXXVII.

Source W+1 jet W+ 2 jet W+ 3 jet W+ =4 jet
Mistags 10.821.08 3.80:0.38 0.99:0.10 0.35-0.04
Non-W 0.30+0.15 0.36:0.21 0.06:0.35 0.06:0.14
WW, Wz, 727 0.00+0.00 0.04£0.04 0.06:0.00 0.06:0.00
Single top quark 0.0¥0.02 0.05£0.02 0.010.00 0.06:£0.00
Wc 0.69+0.32 0.34-0.15 0.12-0.09 0.02-0.02
Wcc (ST) 0.34+0.15 0.18-0.07 0.07-0.05 0.01-0.01
Wcc (DT) 0.00+0.00 0.06:0.00 0.06:0.00
Whbb (ST) 1.42+0.26 0.32£0.09 0.08:0.05 0.02£0.02
Whbb (DT) 0.00x0.00 0.06:0.00 0.06:0.00
Z—r7T 0.00+0.00 0.06:0.00 0.06:0.00 0.06:0.00
Zc 0.01+0.00 0.06:0.00 0.06:0.00 0.06:0.00
Zcc (ST 0.01£0.00 0.06:0.00 0.06:0.00 0.06:0.00
Zcc (DT) 0.00x0.00 0.06:0.00 0.06:0.00
Zbb (ST 0.08+0.01 0.02£0.01 0.0%0.01 0.06:0.00
Zbb (DT) 0.00+0.00 0.06:0.00 0.06:0.00
tt (ST 0.01+0.00 0.12-0.03 0.31%0.08 0.27-0.07
tt (DT) 0.00:0.00 0.06:0.00 0.06:£0.00
Prediction(ST) 13.74+1.18 5.18£0.48 1.60-0.39 0.69-0.17
Prediction(DT) 0.00+0.00 0.06:0.00 0.06:0.00
Data(ST) 19 7 2 0

Data(DT) 0 0 0

TABLE XXXV. Summary of the predicted and observed numbewsf jet events with negative JPB tags.
The contribution of each process before tagging is taken from Table XXXIX.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Mistags 41.8%4.24 12.9%1.35 2.25-0.28 0.25-0.19
Non-W 2.74+0.45 1.42-0.43 0.39-019 0.16:0.08
WWWZz,27 0.50+0.15 0.74:0.19 0.36:0.13 0.02:0.01
Single top quark 0.2830.05 0.34£0.08 0.09:0.03 0.02£0.01
Wc 9.31+2.91 1.82:0.67 0.46:0.21 0.04-0.03
Wcc (ST) 4.55+1.27 0.710.25 0.26£0.12 0.03:0.02
Wcc (DT) 0.00+0.00 0.0a-0.00 0.00-0.00
Whb (ST) 3.14+0.50 1.77-0.36 0.39-0.11 0.06:0.04
Whbb (DT) 0.01+0.01 0.01-0.01 0.00-0.00
Z—71T 0.44+0.20 0.52£0.21 0.09-0.09 0.00-0.00
Zc 0.08+0.02 0.02-0.01 0.01-0.00 0.00-0.00
Zcc (ST) 0.12+0.04 0.02-0.01 0.01-0.01 0.00-0.00
Zcc (DT) 0.00+0.00 0.0a-0.00 0.00-0.00
Zbb (ST) 0.17+0.03 0.16-0.02 0.04-0.02 0.01-0.01
Zbb (DT) 0.00+0.00 0.0a-0.00 0.00-0.00
tt (ST 0.12+0.03 1.210.26 2.98-0.65 3.35-0.73
tt (DT) 0.06+0.01 0.09-0.02 0.26-0.06
Prediction(ST) 63.21+5.34 21.65-1.67 7.35-0.80 3.93:0.76
Prediction(DT) 0.08+0.02 0.10-0.02 0.26-0.06
Data(ST) 66 23 8 5

Data(DT) 1 0 1
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TABLE XXXVI. Composition of theW+=1jet sample before tagging using;=5.08+1.54 pb.
Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Data 9454 1370 198 54
Non-W 560.1+14.9 71.2:2.7 12.4c2.0 5117
ww 31.2+54 31.15.4 52+1.0 0.8+0.2
wz 4.4+0.9 4.8+1.0 0.9+0.2 0.1+0.0
2z 0.3+0.1 0.4-0.1 0.1+0.0 0.0+0.0
UnidentifiedZ 234.8-14.5 38.5-5.9 7.9-2.4 0.7+0.7
Single top quark 14121 7.9-1.7 1.7#0.4 0.3-0.1
Wc 413.1+123.9 86.8-26.1 11.2-34 1.9-0.7
Wbb 69.0+9.5 29.7-5.1 5711 1.5-0.5
Wcce 173.1+46.2 61.9-13.6 11.4-2.6 2.3+0.9
W+ jet without h.f. 7952.6:133.6 1027.%31.1 121.1%+7.7 19.9-6.1
tt 1.8+0.5 10.1-2.8 20.3+5.7 21.3+5.9

WhereN?abgS is the number of tagged/+ =3 jet eventsNyg

events, andf£dt=105.1+-4.0pb !
luminosity.

tion which uses theYTHIA generator and is (781.3)% for

bkg  from the following: lepton identification and trigger simula-
is the background prediction4;; is the detector acceptance tion (=14%), jet energy scalé=5%), modeling of initial
for tt events, e,y is the eff|C|ency for tagging top quark State gluon radiation(+2%), final state gluon radiation
is the total integrated (+5%), Monte Carlo modeling of thét production(=5%),
detector resolution effects=2%), and instantaneous lumi-
The acceptance fdit events is evaluated with a simula- nosity dependencet2%).

The tagging efficiencies are evaluated using the same

a top mass of 175Ge¥f. The 17% systematic error ac- simulation and are 0.5850.051, 0.455 0.046, and 0.157
counts for all uncertainties in the simulation which come£0.016 for SECVTX, JPB, and SLT, respectively.

TABLE XXXVII. Summary of the predicted and observed numbenNdfevents with ongST) and two

(DT) SECVTX tags.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Mistags 10.82-1.08 3.80-0.38 0.99-0.10 0.35-0.04
Non-W 8.18+0.78 1.49-0.47 0.76-0.38 0.310.16
WWW2Zz,z22 0.52+0.14 1.38-0.28 0.40:0.13 0.06:0.00
Single top quark 1.360.35 2.38:0.54 0.63:0.14 0.14-0.03
Wc 16.89+-5.38 3.94-1.30 0.5 0.17 0.09£0.04
Wcc (ST) 7.89+2.17 3.54-0.88 0.770.25 0.16£0.07
Wcc (DT) 0.06:0.04 0.06:£0.00 0.0G:£0.00
Wbb (ST) 17.00+2.41 8.35-1.74 1.62-0.40 0.410.14
Whbb (DT) 1.51+0.52 0.31+0.13 0.070.03
Z—7TT 0.96+0.30 0.7G:0.25 0.170.12 0.06:£0.00
Zc 0.14+0.04 0.03:0.01 0.0 0.00 0.0G:0.00
Zcc (ST) 0.22+0.06 0.16-0.03 0.04-0.02 0.0G6-0.00
Zcc (DT) 0.00+0.00 0.0G6-0.00 0.0G6-0.00
Zbb (ST 0.93+0.14 0.46-0.12 0.17-0.06 0.02-0.02
Zbb (DT) 0.08+0.03 0.03-0.02 0.00-0.00
Total backgroundST) 64.90+6.45 26.26-:2.51 6.110.68 1.50:0.23
Total backgroundDT) 1.65+0.52 0.34-0.13 0.07-0.03
tt (ST) 0.54+0.14 3.34-0.87 6.76-1.76 7.42:1.93
tt (DT) 0.76+0.20 2.88-0.75 3.96-1.03
tt+ backgroundST) 65.44+6.45 29.61-2.66 12.87-1.89 8.92:1.95
tt+ backgroundDT) 2.41+0.56 3.23:0.76 4.03:1.03
Data(ST) 66 35 10 11
Data(DT) 5 6 2

032002-34



MEASUREMENT OF THEtt PRODUCTION CROS . .. PHYSICAL REVIEW D 64 032002

TABLE XXXVIII. Composition of the W+ =1jet sample before tagging using,= 8.02+2.16 pb.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Data 9454 1370 198 54

Non-W 560.1+14.9 71.2-2.7 12.4:2.0 51+1.7
WW 31.2+54 31.154 5.2+1.0 0.8£0.2
wz 4.4+0.9 4.8:1.0 0.9+0.2 0.1+0.0
zZ 0.3+0.1 0.4£0.1 0.1+x0.0 0.0+0.0
UnidentifiedZ 234.8-14.5 38.5-5.9 7.9:2.4 0.70.7
Single top quark 14121 7.9-1.7 1.7#0.4 0.3-0.1
Wc 413.1+123.9 86.4-25.9 10.3:3.2 1.0:0.7
Wbb 69.0-9.5 29.5t5.1 5.3t1.0 0.8£0.5
Wcc 173.1+46.2 61.6-:13.5 10.5:2.5 1.2-0.8
W+ jets without h.f. 7951.8133.5 1022.%#31.1 111.6:9.2 10.3:8.3
tt 2.9+0.7 15.9-3.8 32177 33.6:8.1

In the background calculation the rate \0f+jet events  tracted from the data to obtain the contribution of the
with heavy flavor is estimated from the number of events dUEFjet direct production_ The amount M/+jet with heavy
to W+ jet direct production using the fraction of heavy flavor flayor is recalculated and; is updated. The procedure is
determined in Sec. XIIF. Therefore the contributiontdf repeated untib; is stable to within 1%.
events must be removed from the data. This is done by iter- |n the sample of 252W =3 jet events, there are 29
ating. Thett cross section is first estimated from the excessvents with at least one jet tagged by the SECVTX algo-
of taggedW+ =3 jet events over the background calculatedrithm. Using the procedure described above, the background
assumingo;=0. The resultingoy; is used to evaluate the estimate is 8.61.0 events. Assuming that all the excess is

number oftt events before tagging; this contribution is sub-due tott production, the resultingt_cross section is 5.08

TABLE XXXIX. Summary of the predicted and observed numbeNdfevents with ongST) and two
(DT) jet-probability tags.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Mistags 41.86:4.24 12.781.33 2.19-0.27 0.25-0.19
Non-W 12.55+0.95 2.53-0.61 0.57-0.33 0.24-0.14
WWW2Zz,2z22 1.15+0.26 2.39-0.43 0.74£0.19 0.05:0.04
Single top quark 1.320.32 2.19-0.51 0.59-0.14 0.11x0.03
Wc 34.80+10.58 9.02=2.84 1.67-0.59 0.16:0.11
Wcc (ST) 17.02+-4.60 7.2451.73 1.7G:0.45 0.20:0.14
Wcc (DT) 0.47+0.20 0.05£0.03 0.0x0.01
Wbb (ST) 16.43+2.32 747152 1.470.35 0.21+0.14
Whbb (DT) 1.42+0.48 0.25-0.10 0.03:0.02
Z—TT 2.35+0.47 1.13:0.32 0.170.12 0.09:0.09
Zc 0.28+0.09 0.08:0.03 0.03:0.01 0.0G6:£0.00
Zcc (ST) 0.46+0.13 0.26-0.06 0.09-0.04 0.01-0.01
Zcc (DT) 0.01+0.01 0.06:0.00 0.06:0.00
Zbb (ST 0.90+0.14 0.42:£0.10 0.16-0.06 0.02£0.02
Zbb (DT) 0.07+0.03 0.03:0.01 0.0a-0.00
Total backgroundST) 129.08-12.56 45.53 4.00 9.43£0.97 1.34:0.34
Total backgroundDT) 1.97+0.52 0.33:0.10 0.04-0.02
tt (ST) 0.80+0.17 4.77-1.04 9.93:2.17 10.61+2.32
tt (DT) 1.10+0.24 3.90:0.85 5.46-1.19
tt + backgroundST) 129.87-12.56 50.3¢:4.14 19.37-2.38 11.95-2.35
tt + backgroundDT) 3.07+0.57 4.23-0.86 5.50-1.20
Data(ST) 124 62 21 12
Data(DT) 6 5 3
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TABLE XL. The composition of theN+ =1jet sample before tagging using;=9.18+4.26 pb.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Data 9454 1370 198 54
Non-W 560.1+14.9 71.2:2.7 12.4-2.0 5.1+1.7
WW 31.2+5.4 31154 5.2£1.0 0.8£0.2
wz 4.4+0.9 4.8-1.0 0.90.2 0.+0.0
zZ 0.3+0.1 0.4£0.1 0.1+0.0 0.0-0.0
UnidentifiedZ 234.8:14.5 38.5-5.9 7.9:2.4 0.70.7
Single top quark 14121 7.9:1.7 1.7+0.4 0.3:t0.1
Wc 413.1+123.9 86.325.9 10.0:3.2 0.6£1.3
Wbb 69.0+9.5 29.5t5.1 5111 0.5£1.0
Wcc 173.1+46.2 61.5-13.5 10.x:2.6 0.8£1.6
W+ jet without h.f. 7950.6:133.5 1020.831.8 107.8&17.3 6.6-17.5
tt 3315 18.2:8.2 36.7-16.5 38.5-17.3

+1.54 pb(the statistical error is=1.30 pb and the systematic ~ There are 25 events with at least one jet tagged by the
+0.82 pb. The estimated breakdown of th&/+=1 jet  SLT algorithm with a background of 13:21.2 events. The
sample before and after tagging is shown in Tables XXXVIobserved excess of events yietds=9.18+ 4.26 pb(the sta-
and XXXVII. tistical error is+=3.89 pb and the systematicl.72 pb. The

As a cross-check, we calculadg, using rates of JPB tags. estimated breakdown of thé&/+ =1 jet sample before and
There are 41 events with at least one jet tagged by the jetfter tagging is shown in Tables XL and XLI.
probability algorithm with a background of 11:11.3 events. There is a small dependence of the acceptance and the
The observed excess of events yields=8.02+2.16 pb.  tagging efficiencies on the top quark mass. The cross sec-
The estimated breakdown of thMg+=1 jet sample before tions evaluated using SECVTX and JPB tags change by
and after tagging is shown in Tables XXXVIII and XXXIX. *1.8% and the cross section calculated using SLT tags

TABLE XLI. Summary of the predicted and observed numbebévents with ondST) and two(DT)

SLT tags.

Source W+ 1jet W+ 2jet W+ 3jet W+ =4jet
Mistags 101.92:10.19 30.96:3.09 7.34£0.73 3.010.30
Non-W 8.96+0.84 2.09£0.56 0.38£0.27 0.16£0.11
WWWZ,22 0.50+0.16 0.88-0.22 0.13-0.05 0.06:£0.00
Single top quark 0.380.10 0.67:0.15 0.18:0.05 0.05-0.01
Wc 13.12+4.27 4.26-1.45 0.65-0.29 0.040.09
Wcc (ST) 6.41+1.89 2.68-0.66 0.610.21 0.05:0.10
Wcc (DT) 0.02£0.02 0.06:0.00 0.06:0.00
Whb (ST) 5.31+0.96 2.84r0.67 0.410.13 0.04:0.08
Whbb (DT) 0.09+0.05 0.010.01 0.06:0.00
Z—71T 0.43+0.20 0.09-0.09 0.09£0.09 0.06:0.00
Zc 0.11+0.04 0.04£0.01 0.0%0.01 0.06:0.00
Zcc (ST) 0.17+0.05 0.08:0.02 0.03:0.01 0.06:0.00
Zcc (DT) 0.00+0.00 0.06:0.00 0.06:0.00
Zbb (ST 0.29+0.06 0.16-0.04 0.05£0.02 0.010.01
Zbb (DT) 0.00+0.00 0.06:0.00 0.06:0.00
Total backgroundST) 137.60+11.29 44.66:3.60 9.86-0.88 3.35:0.36
Total backgroundDT) 0.10+0.05 0.01-0.01 0.06-0.00
tt (ST) 0.25+0.11 2.44-1.07 5.142.25 6.08£2.66
tt (DT) 0.07+0.03 0.240.10 0.32£0.14
tt+backgroundST) 137.85:11.29 47.1&3.75 15.0¢2.41 9.43-2.68
tt+ backgroundDT) 0.17+£0.06 0.25:0.10 0.32£0.14
Data(ST) 146 56 17 8

Data(DT) 0 0 0
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TABLE XLIl. Summary of old and new CDRt production
cross section results.
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=175 GeVLt?. The resulting combinedt_production Cross
section is

o(;=6.5'17pb

Channel Previous result New result
Leptontjets (SVX) 6.2°37pb 5.1+1.5pb where the quoted uncertainties include both statistical and
Leptontjets (SLT) 9.2°43pb 9.2+4.3pb systematic effects, which are approximately equal in magni-
Dilepton 8.2'34pb 8.4 52pb tude.
All-hadronic 10.1°32pb 7.6 35pb VIl CONCLUSIONS

Having improved the method for determining the

changes by+2.3% for a+5 GeV/c? variation of the top

h b-tagging efficiency and the method for calculating the back-
quark mass. —

grounds tott production, we revise our previous measure-
ments of o, in the leptontjets channel2]. We find o
=5.08+1.54pb ando;=9.18+4.26 pb using events with
— ) SECVTX and SLT tags, respectively. We have used the jet-
The best measurement of thiecross section comes from o qpapility algorithm as a cross-check and find that it gives a

Cﬁmhbg"ng‘ the relsults of this aﬂalysis_wi(tjhbthe dilepton and;eqit consistent with these measurements. The measurement
all-hadronic analyse$16,38. The revisedb-tagging effi- oo =0 section, obtained by combining the results of

ciency reported in this paper effects the cross section mea: . Som ; i . .
sured in the all-hadronic channel. The details of this analysi his analysis with the dilepton and all-hadronic analyses, is

= ey . ) -
have not changed from those reported in R88]. The cross o=6.5'7;pb, in agreement with the SM predictiofis] .
section measurement from the dilepton chaiié] does not and the measurement performed by the D@ Collaboration
require b-tagging information and so is unchanged by the[39]'
revisions reported here. It is affected slightly by the revised
determination of the total integrated luminosity as are all
measurements. A comparison between the previously pub- We thank the Fermilab staff and the technical staff of the
lished results and the revised cross sections used for the ngyarticipating institutions for their contributions. This work
combined result is shown in Table XLII. was supported by the U.S. Department of Energy and Na-
We combine the measurements from the SVX and SLTional Science Foundation, the Istituto Nazionale di Fisica
tagged leptortjets, all-hadronic, and dilepton channels, us-Nucleare, the Ministry of Education and Culture of Japan,
ing a maximum likelihood technique similar to that de- the Natural Science and Engineering Research Council of
scribed in Refs[3,5]. This procedure properly accounts for Canada, the National Science Council of the republic of
correlated systematic uncertainties, such as the uncertainti€hina, the Swiss National Science Foundation, the A. P.
in the b-tagging efficiency, the luminosity, the kinematic ac- Sloan Foundation; the Bundesministerium fuer Bildung und
ceptance, and some of the calculated backgrounds. In aflorschung, and the Korea Science and Engineering Founda-
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