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Introduction

Definition:
Multivariate Data Analysis (MVA) is a statistical and computational approach that in-
volves the simultaneous analysis of multiple variables to understand complex relation-
ships and patterns within a dataset.

TMVA = Toolkit for Multivariate Analysis
→ Important part of the ROOT data analysis framework.

Example:
Goal: Differentiate B0

s → ϕγ(→ e+e−) from B0
s → ϕJ/ψ(→ e+e−)

What we obtain from experiment are parameters such as (pT ,E,m, flight distance, ...)
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Data preprocessing

Decorrelation
Correlation makes it harder to learn the underlying structure
→ Utilizing covariance matrix x′ 7→ (C)

−1x

Data preprocessing
Primarily used for machine learning applications
Preprocessing to O(1) numbers, e.g. x−µ

xmax−xmin
→ Improved Convergence and Better Interpretability

Data seperation
Dataset split into ∼ 80% training data, ∼ 20% validation data
Using validation data to test for overfitting
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(Boosted) Decision Tree

Supervised learning: Have events and know if it’s signal and background

Example: Selection of νe from a beam of νµ using the
MiniBooNE Cerenkov detector

signal efficiency, or true positive rate
ϵS ≡ sS−tagged

/struth

background mis-id rate, or false positive rate
ϵB ≡ bS−tagged

/b truth

purity = precision =
sS−tagged

sS−tagged
+ bS−tagged

(1)

accuracy =
sS−tagged

+ bB−tagged

struth
+ b truth

(2)

arXiv:physics/0408124
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Receiver Operating Characteristic (ROC) curve

ROC curve graphical representation of the trade-off between signal efficiency and
background rejection

ROOT TMVA tutorial
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https://root.cern/doc/master/TMVA__Higgs__Classification_8C.html
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⇒ obtain weights file
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Neural Networks

Neural Networks can be seen as a fit function with huge number of model parameters θ

fθ(x) ∼ f(x) (3)

Using many layers to perform the "fit":

x → x(1)
→ x(2)

→ ...→ x(n)
≡ fθ(x) (4)

where the layers are defined as:

x(n−1)
→ x(n)

:= W (n)x(n−1)
+ bn (5)

Neural network learns network weights W and bias
b through Loss function L = |xpred − xtrue| Deep neural network
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https://www.ibm.com/de-de/topics/neural-networks


CNN

CNN primarily used for image classification:
Zero padding, Convolution, Feature maps, Pooling

machine learning and physics

arXiv:1701.08784v2
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https://uebungen.physik.uni-heidelberg.de/vorlesung/20232/1769
https://arxiv.org/abs/1701.08784

