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Zusammenfassung

Diese Arbeit präsentiert eine Analyse des nuklearen Modi�kationsfaktors RAA in
Schwerionenkollisionen von Xenon-Xenon und Blei-Blei Kollisionen im transver-
salen Impulsbereich von 0.15 < pT < 50 GeV/c und einem Pseudorapiditätsbere-
ich von |η| < 0.8 von geladenen Teilchen in neun Zentralitätsklassen. Die zugrun-
deliegenden Daten wurden jeweils im Jahr 2017 und 2015 , mit einer Schwerpunk-
tsenergie

√
sNN von 5.44 TeV und 5.02 TeV, aufgenommen. Die aufgezeichneten

Daten wurden anschlieÿend mit Monte Carlo Simulationen auf ihre E�zienz hin
korrigiert. Die Teilchenzusammensetzung, sowie die Au�ösung des transversalen
Impulses, wurden anhand experimenteller Daten korrigiert. Das Ziel dieser Arbeit
liegt darin, den nuklearen Modi�kationsfaktor sowohl in gleicher Multiplizität, als
auch in gleicher Zentralität der Kollisionen zu analysieren. Die bestimmten sys-
tematischen Fehler belaufen sich hierbei auf unter 10%, sie sind jedoch abhängig
von dem transversalen Impuls und der Zentralität der Kollision. In dem Verhält-
nis der beiden nuklearen Modi�kationsfaktoren ist für eine gleiche Multiplizität
in beiden Kollisionssystemen ein Unterschied im Bereich von 2 < pT <4 GeV/c
mit einer Ausprägung in Höhe von ca. 10% zu sehen.
Ein Vergleich mit Daten des CMS Experimentes zeigt gute Übereinstimmung bei
zentralen und semizentralen Kollisionen. Die gröÿer werdenden Unterschiede in
peripheren Kollisionen bleiben unverstanden.
Modellrechnungen können die Daten in zentralen Kollisionen beschreiben, jedoch
nicht in semi-zentralen oder peripheren Kollisionen.

Abstract

This thesis presents studies on the nuclear modi�cation factor RAA in heavy-ion
collisions of xenon-xenon and lead-lead ions in a transversal momentum range of
0.15 < pT < 50 GeV/c within a pseudorapidity range |η| < 0.8 of charged particles
in nine centrality classes. The data were recorded in 2017 and 2015 respectively
at the ALICE experiment with a center of mass energy

√
sNN of 5.44 TeV and

5.02 TeV. The obtained data was then corrected for e�ciencies using Monte Carlo
data samples. The particle composition as-well as the transverse momentum
resolution was corrected in a data-driven approach. The goal of this thesis was
to observe if matching the multiplicity or the centrality of two di�erent colliding
systems shows comparable results for the nuclear modi�cation factor. Systematic
uncertainties which were calculated throughout this thesis are no larger then 10%,
but depend on the transverse momentum and centrality of the collision. In the
ratio of the two nuclear modi�cation factors at 2 < pT <4 GeV/c a di�erence of
around 10% is visible for central and mid central collisions at matched multiplicity
between the two colliding systems.
Comparisons to experimental results from the CMS experiment show an agree-
ment for central and mid-central collisions. The divergence for peripheral colli-
sions is not understood.
Model calculations can describe the data in central collisions. However not any-
more in mid-central and peripheral collisions.
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1 Introduction

Nuclei are composed of protons and neutrons, called nucleons. The protons and
neutrons are hadrons that are of bound states of quarks and gluons [1]. The fun-
damental Quantum Field Theory (QFT) describing the interactions and dynamics
of quarks and gluons is called Quantum Chromo Dynamics (QCD). Quarks and
gluons are con�ned in hadrons, and never occur as free particle like for example an
electron. Con�nement of quarks and gluons is still not fully understood, since free
quarks have never been observed in an experiment [2]. When heating and compress-
ing nuclear matter su�ciently large, a phase transition to a Quark Gluon Plasma
(QGP) occurs in which the quarks and gluons are decon�ned. Such a state of mat-
ter with decon�ned quarks and gluons is supposed to have existed during the early
universe [3].

Using ultrarelativistic heavy-ion collisions, a QGP can be formed for a short time
(≈ 10 fm/c [4]). In heavy-ion colliders, like the Relativistic Heavy-Ion Collider
(RHIC) or the Large Hadron Collider(LHC), heavy nuclei are accelerated to rela-
tivistic energies and then collided, forming a hot and dense medium. The LHC, as
the highest energy particle accelerator currently in existence, provides heavy-ion col-
lisions with energies several times larger than the critical temperature Tc. Here, Tc
is denoting the critical temperature at zero baryon chemical potential at which the
phase transition between a hadron gas and the quark gluon plasma takes place [5].
The temperature is estimated from lattice QCD calculations [6]. It coincides with
the chemical freeze-out temperature which describes hadron abundancies within the
Statistical Model [6].

The QGP created in accelerators is not observed directly but studied through
hadrons and particles produced in the collision or during hadronization. Char-
acteristically for a QGP is that fast quarks and gluons can not traverse it freely but
will lose energy according to the properties of the QGP. This energy loss is exper-
imentally observed in hadron spectra as a depletion of yields when compared to a
scaled pp reference.

At the LHC, a pilot run of Xe-Xe collisions was held in 2017 and recorded at the
ATLAS, CMS and ALICE detectors. Normally, Pb-Pb collisions are performed
because of their high nucleon count (APb = 208) and the precise knowledge of the
ground state properties of lead nuclei. The higher the nucleon count, the larger the
energy density and the larger the QGP gets. Xenon ions with a nucleon count of
AXe = 129 are in the middle between proton and lead nuclei. Analyzing the Xe-Xe
collisions and comparing them to Pb-Pb collisions is the task of this thesis. For this
purpose not only the centrality of both colliding systems is matched, but also the
charged-particle multiplicity. The multiplicity denotes the number of particles, that
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are created in the collision, in a given pseudorapidity range (typically at ALICE
|η| < 0.8) and the centrality describes the geometric overlap of the colliding nuclei.
The nuclear modi�cation factor describes the ratio of the transverse momentum
distribution of particles created in a heavy-ion collision divided by the distribution of
a proton-proton collision at same center of mass energy. This ratio is then scaled by
the nuclear overlap gathered through Monte Carlo Glauber simulations [7]. When
comparing the nuclear modi�cation factor for same centrality or multiplicity for
two collision systems of di�erent size, one can gain give insight on the path length
dependence inside the QGP and gain access to the energy loss mechanism. Various
models exist that calculate energy loss of fast partons. The predicted energy loss
crucially depends on the length that a parton propagates inside a QGP. This path-
length dependence directly relates to the microscopic energy loss mechanism such
as collisional and radiative energy loss. Comparing central collisions of two systems
with di�erent initial geometric size gives excellent control over the path length and
thus providing a testbed to all models.
Within this thesis, an analysis on the transverse momentum spectra of Xe-Xe and
Pb-Pb collisions is performed. The thesis is organized as follows. Section 1 gives a
short introduction into the subject of heavy-ion collisions. Section 2 provides some
theoretical background. Section 3 gives a brief overview of the ALICE experiment
and its detectors. Section 4 describes the analysis of the data recorded in Xe-Xe
and Pb-Pb collisions which leads to fully corrected data with applied systematic
and normalization uncertainties as well as matched multiplicity bins ins Xe-Xe and
Pb-Pb collisions. Section 5 presents the results of this analysis with comparisons to
CMS experimental results and model comparisons. Section 6 gives a conclusion and
outlook.
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2 Theoretical background

This chapter brie�y explains the theoretical knowledge needed to understand the
results presented in this thesis. First, a short summary of the standard model
of particle physics is given. Second, the observed and used variables and their
acronyms are explained. Third, heavy-ion collisions and their associated energy-loss
are discussed. Last, an overview of the di�erences between xenon and lead nuclei is
given.

2.1 Standard model of particle physics

The standard model of particle physics describes particles and their interactions
between them. Particles can be divided into two groups, bosons (integer spin)
and fermions (half-integer spin). There are four known fundamental interactions in
physics :

Strong interaction The strong interaction is the coupling between the quarks
inside of a proton and neutron inside a nuclei. It dominantly contributes to the
mass of the nuclei. Theoretically it is described by Quantum Chromo Dynamics
(QCD) as the underlying Quantum Field Theory and interacts via the exchange of
gluons through color charge. It is as the name suggests the strongest interaction,
but its range is limited. A source could be the experimentally observed gluon self
interaction.

Electromagnetic interaction The electromagnetic interaction is together with
gravity the most prominent interaction. It is widely observe in our every-day life.
It couples to all charged particles via an exchange of a photon and is the most
well understood interaction of all. It is theoretically described by Quantum Electro
Dynamics (QED).

Weak interaction The weak interaction is weaker than the electromagnetic and
strong interaction. This is due to the masses of the force carrier bosons, namely the
W± and Z bosons. At energies larger than the masses of the exchange bosons, the
electromagnetic and weak interaction are equally strong. The weak interaction is
described together with the electromagnetic interaction in the electroweak uni�ca-
tion. This theory also includes the Higgs �eld which is responsible for the masses of
fundamental particles.
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Gravity Gravity is the weakest interaction but its range is in�nite. On cosmic
scales, gravity is dominant, because strong and weak interaction are range limited
and electromagnetic interactions are non existent because atoms are neutral. Gravity
is described by Einsteins theory of General Relativity Theory. Gravity is not part
of the standard model of particle physics since no accepted Quantum Field Theory
of gravity exists.

Figure 2.1: Fundamental particles of the standard model of particle physics [8].

The fermions can be divided into quarks and leptons and also into three �avours
as shown in �gure 2.1. Quarks have a color charge and can interact via the strong
interaction, but they are only found in colorless bound states (hadrons). They can
be subdivided in up-like particles (electric charge of +2

3
e) and down-like particles

(electric charge of −1
3
e). Leptons have an integer electromagnetic charge and do not

interact via the strong interaction. They can be divided into neutral neutrinos and
charged leptons. The neutral neutrinos have a mass very close to zero but recent
studies on neutrino oscillations show that they are not massless [9]. For further
information about the principles of particle physics see [10].

2.2 Observables

In heavy-ion collisions, various variables are observed. For a better understanding
of those, and their acronyms they are here explained brie�y.

Transverse momentum pT: The transverse momentum is the momentum of a
particle transverse to the beam axis. It can be determined from the track radius
R = pT/zB in ALICE. With B being the magnetic �eld strength and z being charge
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of the particle. This equation can be translated to R = 10
3
pT
B

[ Tm
GeV/c

], where pT is

given in GeV/c and the magnetic �eld strength is given in T.

Rapidity y: The rapidity is y = 1√
1−v2/c2

= 1
2
lnE+|pL|

E−|pL|
with pL being the momentum

longitudinal to the beam direction. It is a measure for relativistic velocity in beam
direction. The rapidity is Lorentz invariant with a remaining o�set constant.

Pseudorapidity η: The pseudorapidity describes the angle of a particle with re-
spect to the beam axis. It is calculated as η = −ln[tan( θ

2
)]. The larger η the closer

to the beam axis the particle is. An η = 0 describes a particle perpendicular to
the beam axis. For a massless particle, or when the mass is negligible (e.g. the
ultra-relativistic case) the pseudorapidity coincides with the rapidity.

Monte Carlo Glauber: The Monte Carlo Glauber simulation is a special Monte
Carlo simulation which takes advantage of the Glauber model. It takes the nucleons
as having straight-line trajectories and being independent of previous interactions.
Furthermore, the nucleons are distributed in three dimensions according to a Woods-
Saxon parametrization of the nuclear shape.

Multiplicity: The multiplicity describes the number of charged particles produced
in a heavy-ion collision in a given pseudorapidity range. In the case of the ALICE
detector, this is usually a range of |η| < 0.8. The multiplicity is measured directly
by the ITS or calculated using the pT spectra and extrapolating it to zero pT.

Number of collisions and participants NCOLL and Npart: These describe the
number of binary collisions or the number in a heavy-ion collision of nucleons par-
ticipating in the collision. They are quantities obtained from Monte Carlo Glauber
simulations.

Centrality: The centrality describes how central a heavy ion collision is in per-
centiles. The centrality is measured through the distribution of multiplicity which
then gets separated into equal event count bins. The most central collisions (cen-
trality of 0%) are also the ones with the highest multiplicity since the Npart is largest
for most central events.

Primaries and secondaries: The ALICE de�nition of primary particles is de-
scribed as [11]: �A primary particle is a particle with a mean proper lifetime τ
larger than 1cm/c which is either produced directly in the interaction, or from de-
cays of particles with τ smaller than 1cm/c, restricted to decay chains leading to
the interaction.� Particles that do not follow this de�nition are generally described
as secondaries.
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Nuclear overlap function TAA: This value is not acquired through data, but
is extracted from a Monte Carlo Glauber simulation. It describes the overlap of
the two colliding heavy-ions as an inverse cross section. It is calculated through
TAA = NCOLL

σinel
, with σinel being the cross-section of inelastic collisions in a heavy-ion

collision. It is gathered for each centrality bin and it's dimension is inverse barn.

pp reference σpp: It is the invariant pT dependent cross section of a p-p collision
at the same energy as the heavy-ion collision.

Nuclear modi�cation factor RAA: The nuclear modi�cation factor is calculated
using RAA(pT ) = 1

TAA
· dNAA(pT )/dpT
dσpp(pT )/dpT

. It describes an enhancement ( > 1) or suppres-

sion (< 1) of hadron production in heavy-ion collisions compared to proton-proton
collisions. It is a dimensionless variable.

2.3 Heavy-ion collisions

Heavy-ion collisions di�er signi�cantly from their proton-proton equivalent. First
the ion is much larger and carries a larger energy in total than a single proton can.
The nuclei in heavy-ion collisions are made up of over 100 nucleons, when two nuclei
collide they do not have a head-on collision like in the proton-proton case, but rather
the number of participants varies for each collision and is a measure for the centrality
of the event. Collisions of two heavy-ions form a dense and hot matter, if the energy
is large enough, the matter undergoes a phase-transition and becomes a QGP. The
strong interaction is the main force in the QGP and therefore electrons and photons
created in the interaction roam freely through the plasma and in principle date back
to the beginning of the plasma. Fast quarks and gluons however will experience
energy loss through the QGP which is observed in the hadron pT spectra. The
energy loss can be divided into linear energy loss through elastic collisions with
particles in the QGP and radiative energy loss through gluon bremsstrahlung in
the medium (for a su�ciently thin medium). This also leads to a quenching of
jets which will be explained in section 2.3.2. The QGP which is observed by the
ALICE experiment at the LHC is formed in ultra-relativistic heavy-ion collisions
disintegrates within 10 - 20 fm/c (3 - 6 10−23 s)[12].

2.3.1 Evolution of heavy-ion collisions

In �gure 2.2, the space-time evolution of a heavy-ion collision is depicted. Before the
collision, the two nuclei are Lorentz contracted disks, which are moving with almost
the speed of light towards each other [13]. At τ = 0, the collision occurs when the
nuclei have contact. Hereby, τ refers to the proper time τ =

√
t2 − x2 with x being

the spatial coordinates. First the hard parton-parton collisions occur which produce
high-pT hadrons. The next phase is the pre-equilibrium phase where softer parton-
parton collisions occur, which thermalize the energy. This is leading to a state of
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matter with decon�ned quarks and gluons. The Quark Gluon Plasma is formed. The
medium expands which can be described by hydrodynamical calculations assuming a
local thermodynamic equilibrium. Through the expansion, the medium cools down
till it drops below the critical temperature Tc. The partons under con�nement form
a hadron gas. The hadron gas is still a hot dense medium which expands and
cools down till the rate of inelastic collisions becomes so small, that the hadron
abundances become �xed at the chemical freeze out. When the elastic collisions
stop, the kinetic freeze out occurs.

Figure 2.2: Space-time evolution of a heavy-ion collision[13].

2.3.2 Energy loss in heavy-ion collisions

In heavy-ion collisions, high pT partons are created during the early phase of the
collision. These particles experience the full evolution of the newly formed QGP
and upon leaving the QGP will fragment into a set of �nal-state hadrons. The
characteristic collimated spray of hadrons for an outgoing parton is called jet. In
�gure 2.3 this jet is presented. Also presented is a characteristic of the QGP, jet
quenching. A particle traversing the QGP will su�er energy loss in the hot dense
QGP which leads to a suppressed (quenched) jet [14].
There are two ways of energy loss in the QGP, they are presented in �gure 2.4. First
particles scatter through elastic collisions inside the medium. This dominates for low
pT particles. Second there is the radiative energy loss through inelastic scattering
such as gluon bremsstrahlung. This dominates for high momentum particles. Both
ways of energy loss are driven by the strong interaction which is the dominant
interaction in the QGP [14].
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Figure 2.3: Graphical representation of the jet quenching e�ect. The medium is
described by the transport coe�cient 〈q̂〉, the gluon density dNg/dy and
the temperature T [14].

Figure 2.4: Feynman diagrams of the two models of energy loss in the QGP are
shown. On the left, elastic scattering is presented and on the right,
inelastic scattering is visible [14].
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2.4 Di�erence between lead and xenon nuclei

Since this thesis accommodates both lead and xenon nuclei, their characteristics and
di�erences in the ground-state will be shown here. The used xenon isotope has 129
nucleons and the lead isotope has 208 nucleons, thus the xenon isotope sits between
Pb-Pb and p-p collisions in terms of nucleons. This made it the ideal candidate for
a search of path length dependence in heavy-ion collisions.

The Woods-Saxon parametrization

ρ(r, θ) = ρ0 ·
1

1 + exp( r−R(θ)
a

)

with
R(θ) = R0 · (1 + β2Y20(θ))

describes the charge density of nuclei [15]. The parameters R0, β2 and a are in-
dividual for each nuclei and listed for 129Xe and 208Pb in Table 2.1. They can be
measured by elastic scattering of electron beams on the nuclei, however for the xenon
nuclei these parameters were extrapolated from existing results of other Xe isotopes
[16]. The uncertainties on the xenon nuclei are therefore larger than those for lead.
Xenon also has a quadrupole deformation which is expressed by the β2 parameter.
These uncertainties contribute to the TAA.

129Xe 208Pb
R0 (fm) 5.36± 0.1 6.62± 0.06
a(fm) 0.59± 0.07 0.546± 0.01
β2 0.18± 0.02 -

Table 2.1: Parameters of 129Xe and 208Pb in the Woods-Saxon parametrization.
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3 The ALICE experiment

3.1 The LHC

The Large Hadron Collider (LHC) is the largest particle accelerator ever built. It
is located at CERN (European Organization for Nuclear Research) in Geneva and
is a ring accelerator with a circumference of 26.7 km as shown in �gure 3.1. It is
currently the largest and highest energy particle accelerator, although a successor the
Future Circular Collider (FCC) is already being discussed and planned [17, 18, 19].
The LHC is designed for proton-proton collisions in contrast to proton-antiproton
colliders like the Tevatron. This design needs two separate rings for the two colliding
systems. At the LHC, this was accomplished by using one magnet with two beam
pipes. This allows for a more compact design, but restricts the �eld strength of
each beam to be the same. This induces di�erent kinetic energies for each beam
in an asymmetric collision system. The design beam energy of 7 TeV for protons
(equivalent to

√
s = 14TeV) was reached whereas the design beam energy of

√
sNN

= 5.52 TeV for Pb-Pb collision was adjusted to an energy of
√
sNN = 5.02 TeV to

match with the
√
sNN of p-Pb collisions.

Figure 3.1: Top down view of the accelerator complex at CERN. Main point of
interest is the LHC ring and its four major experiments. Source[20].

There are four large-scale experiments at the LHC: ALICE, ATLAS,CMS and LHCb.
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ALICE will be described in more detail in the next section 3.2.

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are
general purpose detectors and discovered the Higgs Boson in 2012 ([21] and [22]).
The LHCb experiment is a forward arm detector and focuses in B-meson physics
and CP-violation. It successfully discovered the pentaquark [23] and tetraquark [24]
states.

3.2 The ALICE detector

ALICE (A Large Ion Collider Experiment) can be seen in �gure 3.2. It is located at
point 2. The purpose of the ALICE experiment is to investigate heavy-ion collisions
at high multiplicity with excellent PID capabilities. It is especially built for the high
track densities occurring in heavy-ion collisions. Consisting of two main parts, the
muon forward arm spectrometer and a solenoid magnet with the central detectors.
The large magnet, which was inherited from the previous L3 experiment at the LEP,
houses the other detectors inside, providing a homogenous solenoid magnetic �eld up
to 0.5 T. The experiment di�erentiates between an A and C side, where A denotes
a positive z coordinate and C a negative z coordinate. The origin of the coordinate
system in ALICE is in the interaction point with the z axis pointing along the beam
axis. The individual detectors of ALICE are being shortly discussed. The main
detectors used in this thesis are the ITS and TPC.

Figure 3.2: Representation of the ALICE detector with all its detectors marked. The
persons depicted in the lower part are there to scale [25].
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3.2.1 Inner Tracking System (ITS)

The Inner Tracking System (ITS) [26] consist of 6 layers of di�erent silicon trackers.
The �rst 2 layers are Silicon Pixel detectors (SPD), the next 2 are Silicon Drift
detectors (SDD) and the last 2 are Silicon Strip Detectors (SSD). It covers a pseu-
dorapidity range of |η| ≤ 0.9. It provides primary vertex reconstruction as well as
secondary vertex reconstruction and improves the tracking capabilities of the TPC.
The two SPD layers are closest to the beam pipe at 39 and 70 mm and are equipped
with hybrid silicon pixel detectors. They cover a pseudorapidity range of |η| ≤ 1.95.
The outer most layers, the SSD, is crucial in connecting the tracks from the TPC to
the ITS. It also contributes to particle identi�cation through measuring the energy
loss.

3.2.2 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [27, 28] is a 90 m3 large gas detector located
around the ITS. With an inner diameter of 80 cm and an outer diameter of 250 cm,
it is the main detector for tracking and particle identi�cation. It covers |η| < 0.9
for particles with a maximal track length of the whole detector. The volume of
the TPC is divided by the central electrode depicted in �gure 3.3. It generates an
electric �eld of 400 V/m, directed towards the electrode with a potential of 100 kV.
The electric �eld is homogenized by the outer �eld cage of the TPC.

Figure 3.3: Schematic side view of the TPC �eld cage [27].
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The TPC is �lled with a gas composition which ionizes when charged particles tra-
verse it. The gas composition has to provide a reasonable drift velocity for electrons
and ions, does not damage or interfere with the detectors and be non explosive or
�ammable. The latter is due to safety concerns when having 90m3 of a high reactive
gas volume close to a high energy beam. The gas composition changed from Run1
to Run2 and also for the Xe-Xe collision data taking. For Run1, it was a mixture
of 85.7% neon, 9.6% CO2 and 4.7% N2. In Run2, argon was chosen instead of neon
as it generates more electrons through ionization, leaving a mixture of 88% Ar and
12% CO2. Argon however did not provide adequate electron mobility and led to ac-
cumulation of space charge. Therefore the gas composition was then reverted back
to its original state in 2017.
Electrons created through ionization in the TPC drift to either side of the detector
where the endcaps and readout of the TPC are mounted. The endcaps are divided
into 18 sectors with each covering an angle of 20 degree in azimuth and divided
horizontally into inner and outer readout chambers. The readout is carried out
through multiwire proportional chambers. In the inner region, the distance between
the layers is 2 mm and in the outer region it is 3 mm. The �rst layer is the gating
grid, its wires can be set to alternating potentials which closes the grid and hinders
charged particles from traversing it. This is useful to not let ions from the ampli�-
cation region reenter the TPC's active volume. It can also be set to the potential
of the surrounding �eld and thus opening the gating grid for charged particles. The
middle wire layer is the cathode layer which separates the ampli�cation from the
drift region. The charged particles are then accelerated towards the anode wire grid
which strength is high enough to cause electron avalanches and therefore amplifying
the electron signal.
In total 159 rows, with a total number of 557568 readout pads provide the high
granularity used in the TPC tracking. In addition to the spatial signal detection in
the r-φ plane, a sampling as a function of time is done. Together with the measured
drift velocity, a t-component of the clusters can be determined. This is needed
for a good track separation at high multiplicities of heavy-ion collisions at ALICE
(dNch

dη
≈ 2000). The tracks in the TPC are then reconstructed through clusterization

of the signals.

3.2.3 Transition Radiation Detector (TRD)

The goal of the TRD is to identify electrons [29] in the region above 1 GeV/c.
It also increases the measured track length through its tracking information which
improves the resolution for high pT particles. Furthermore can it be used as a trigger
on electrons or high pT particles and requiring several particles above a given pT

threshold even as a jet trigger.
The detector is located around the TPC at a radial distance of 2.9 m to 3.68 m
and covers a pseudorapidity range of |η| < 0.84 and the full azimuthal region.
As the TPC, it is segmented into 18 super modules containing 30 chambers each.
Every chamber contains a radiation region and a drift region with an additional
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ampli�cation region and readout inside. High pT electrons create transition radiation
photons within the radiator. Those photons are usually absorbed within the �rst
few mm of the drift region and cause ionization in addition to the primary energy
loss of the particles. This allows to identify electrons on a track-by-track basis.

3.2.4 Time Of Flight (TOF)

The TOF [30] is a particle identi�cation detector in momentum ranges where the
TPC cannot be used. It provides pion/kaon and proton/kaon separation. Identi�-
cation of electrons and nuclei also greatly improves with the TOF information. It is
used as wake-up trigger for the TRD and even successfully for cosmic rays.

TOF measures the velocity β of a charged particle as the name suggest via the
time it need from collision to the detector. The start signal is delivered by the T0
detector and the time resolution of the TOF is better than 40 ps. It is designed as
a Multi-gap Resistive Plate Chamber (MRPC) and is segmented into 18 parts like
the TPC and TRD. It is located outside the TRD at a radial distance of 3.78 m and
covers the full azimuthal angle as well as a pseudorapidity range of |η| < 0.9.

3.2.5 Calorimeters

The Calorimeters are here brie�y explained with their basic principle and their
purpose.

Electromagnetic Calorimeter: The Electromagnetic Calorimeter (EMCal) [31]
is an electromagnetic calorimeter with the purpose of measuring high pT electrons
and photons. It can also be used as a trigger for photons, electrons and jets. It
uses a lead/plastic-scintillator calorimeter where the scintillation light is detected
by avalanche photo diodes.

Photon Spectrometer: The Photon Spectrometer (PHOS) [32] is as the EMCal
an electromagnetic calorimeter but purposely build for the detection of photons
in the range of 0.1 GeV/c to 100 GeV/c. Therefore it is using high-density lead-
tungstate (PbWO4) crystals as scintillator. Again it uses avalanche photo diodes
for readout.

Photon Multiplicity Detector: The designated purpose of the Photon Multiplic-
ity Detector (PMD)[33] is to measure the multiplicity and spatial distribution of
photons in the forward region on the A side. It consists of two gas counters with
a lead converter in between. Photons convert in the lead and are detected in the
second layer whereas other particles will leave a trace on both sides.
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Forward Multiplicity Detector: As the name suggests the Forward Multiplicity
Detector (FMD)[34] is designated on measuring charged particles at forward rapid-
ity. Contrary to the PMD it is located on both sides of the interaction point, but
with three of the �ve rings which make up the FMD located on the A side.

Muon spectrometer: The muon spectrometer in ALICE [35, 36] is, as shown
in �gure 3.2 installed only in forward direction of the experiment. The goal is to
measure the dimuon decay channel of heavy �avor and vector mesons. It consists
of a front absorber to �lter the large amount of generated hadrons, a dipole magnet
and �ve tracking stations. With the tracking stations not only being able to track
the position but also the direction of the muon.

3.2.6 High Momentum Particle Identi�cation Detector
(HMPID)

The HMPID [37] is a Cherenkov ring detector which extends the particle identi�-
cation capabilities to larger pT. It measures the velocity of charged particles using
the opening angle of Cherenkov radiation. Together with the information from the
ITS and TPC particle identi�cation can be made.

3.2.7 V0 detectors (V0)

The two VZERO (V0)[34] detectors are located on the forward side of the detector
but opposite to each other. The V0A detector is situated in A direction, whereas the
V0-C detector is on the C side. They are used as trigger detectors and are crucial
for the minimum bias (MB) trigger. The other provided triggers are a multiplicity
trigger, central and semi-central trigger. The multiplicity provided by the V0 detec-
tors is also used for o�ine analysis. Due to their high time resolution of 1 ns beam
induced background can be identi�ed. The detectors consist of plastic scintillators
which are aligned in disk shaped arrays and connected to photomultipliers.

3.2.8 T0 detectors (T0)

The TZERO (T0)[34] detectors are as the V0 detectors split in A and C side. They
are used as a start signal for the TOF and as a wake-up trigger for the TRD. Twelve
Cherenkov counters are used for each of the two arrays. It provides a time resolution
of 50 ps.

3.2.9 Zero Degree Calorimeter (ZDC)

The ZDC [38] is as the previous detectors split in A and C side but this time they are
located at a distance of 112 m from the interaction point. It measures the energy
of nucleons which do not take part in the heavy-ion collision. The ZDC is then
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again split into a neutron (ZN) and a proton (ZP) detector. Since neutrons are not
bent by the LHC magnets, they get detected in the ZN detector whereas protons
get de�ected by the LHC magnets and are therfore detected in the ZP. They both
use the same principle of measurement, which consists of a passive absorber with
quartz �bers embedded as detector. The absorber provokes particle showers which
in turn create Cherenkov radiation in the �bers. This radiation is then detected
by photomultipliers. The ZDC's can moved out of beam plane when not in use to
maximize the lifespan of the detectors.
For peripheral heavy-ion collisions, some spectators are bound in fragments of the
nucleus which escape the detection of the ZDC's and thus leading to similar results
than for central collisions. For this purpose, on the A side, an electromagnetic ZDC
is located which measures the energy of the particles which scales monotonically
with the centrality.

3.3 Centrality determination at ALICE

Centrality determination in ALICE is described in detail in ref.[39, 40]. The cen-
trality is a measure of the nuclear cross section in percent and allows the relation
of measured quantities to geometrical quantities of the collision which can not be
observed, like the impact parameter b, the number of participants Npart, the number
of binary collisions NCOLL or the overlap TAA. For the determination of the central-
ity various detectors are used like the ZDC, V0, TPC and ITS. Their information is
combined in a single framework to be easily used in the experimental data analysis.

Figure 3.4: Event counts over the V0 amplitude. The V0 amplitude is representing
the multiplicity of the collision. A convolution of NBD and Monte Carlo
Glauber model was used as �t for the experimental data [39].

The best resolution is achieved when using the combined multiplicity (V0M) of the
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V0 detectors. The V0M is hereby used as estimator for the collision centrality and is
the main method used by ALICE. This multiplicity distribution is then �tted with a
convolution of a negative binomial distribution (NBD) and a Monte Carlo Glauber
Model. The distribution for Pb-Pb collisions is shown in �gure 3.4. Only the range
of 0-90% is used for the �t, as background contamination through electromagnetic
processes disturb the measurement in the 90-100% centrality region. The lower end
of this �t range is called Anchor Point (AP). The centrality is determined by using
the same integrated number of events for each centrality bin. From these selections
geometrical values can be obtained by inspecting the �tted Monte Carlo Glauber
Model.
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4 Analysis

This chapter presents the main focus of this thesis. It describes the analysis from
raw data samples to a corrected RAA measurement with systematic uncertainties in
Xe-Xe and Pb-Pb collisions. The corrected data for both collision systems is then
matched in multiplicity.

4.1 Data samples

For this analysis two di�erent data samples and two Monte Carlo (MC) samples
have been analyzed. The data samples were all recorded at ALICE (see section 3.2
for further information) in the year 2015 or 2017 for Pb-Pb and Xe-Xe collisions
respectively. The focus of this thesis is on the collision of xenon (129Xe) nuclei and
on matching the multiplicity with collisions of lead (208Pb) nuclei. Both have already
been observed and analyzed in previous publications [41, 42]. In the publication of
the Xe-Xe collision analysis of the nuclear modi�cation factors [42] a comparison
of RAA for matched multiplicity was made and showed good agreement for most
central collisions and di�erences, although still within systematic uncertainties, for
more peripheral collisions. Due to the limitations of this publication to stick to
the standard binning of the Pb-Pb data, the two matches in multiplicity were not
su�cient enough to make a sophisticated assumption. Therefore, the goal of this
thesis was to get the data in a smaller bins of centrality to get a matched multiplicity
over the complete centrality range of Xe-Xe collisions. The di�erent experimental
datasets and their event counts per centrality bin are shown in �gure 4.1.

4.1.1 Xe-Xe collisions

For Xe-Xe collision, there was one experimental dataset and one Monte Carlo (MC)
dataset. The Xe-Xe run was a pilot run at the LHC in 2017 with just ≈ 8 hours
of data taking. The data is from 2017 (LHC17n) and contains 1.6 million minimum
bias events. The MC sample is from 2017 (LHC17j7) and was generated with the
HIJING event generator [43] and contains 0.87 million minimum-bias events. An
important di�erence in the experimental setup between Xe-Xe and Pb-Pb collisions
aside from the nuclei count is the changed magnetic �eld from 0.5 T in Pb-Pb
collisions to 0.2 T in Xe-Xe collisions. This change was made to allow tracking and
reconstruction of lower momentum particles. Additionally, the energy of the systems
is di�erent with

√
sNN = 5.44 TeV for Xe-Xe collisions ans

√
sNN = 5.02 TeV for

Pb-Pb collisions. The change was made due to time constraints for the pilot run
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and calibrating a speci�c beam energy for the Xe-Xe collisions taking up too much
time.
The data in Xe-Xe collisions is analyzed in standard centrality binning (0, 5, 10,
20, 30, 40, 50, 60, 70, 80%). More peripheral collisions were not considered due
to electromagnetic contaminations, which set in at a lower centrality for Xe-Xe
collisions than for Pb-Pb collisions because of the lower Npart due to the lower nuclei
in the nucleus.

4.1.2 Pb-Pb collisions

For Pb-Pb collisions one experimental dataset and one Monte Carlo dataset were
used. The dataset is from the October 2015 (LHC15o_pass1_pid�x) data taking
period with a collision energy of

√
sNN = 5.02 TeV containing 38.7 million minimum

bias events. The minimum bias trigger will be explained in section 4.2. The Monte
Carlo sample is from 2016 (LHC16g1abc), a simulation with the HIJING event
generator [43] and contains 1.7 million minimum bias events.
The Pb-Pb data is then analyzed with two di�erent kinds of binning, one is in stan-
dard binning (0, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90)% and the other one in 1% steps
up to 90% centrality. Larger centralities are not considered due to electromagnetic
contamination. The Monte Carlo dataset is only available in standard binning since
the lower statistics would not allow such a �ne binning. Also, the tracking e�ciency
scales only to a small degree as discussed in section 4.3.1
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Figure 4.1: The event counts for each centrality bin are shown for two collision sys-
tems. Note that although the Pb-Pb data is scaled in one percent bins
the event counts are still higher than for the 10% Xe-Xe bins.
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4.1.3 Getting �ne bins in Pb-Pb collisions

Normally, the datasets are analyzed on the Grid. The Grid hereby denotes an in-
ternational computer and data cluster of research facilities. Not only the processing
power is distributed and managed over the Grid, but also the large amounts of
datasets. On the Grid there are Lego Trains running with wagons. The Train itself
is a program which analyzes a dataset and the users can hang a wagon onto the
train with their self-made analysis tasks. Therefore the data is in principle opened
once and then analyzed with many di�erent tasks at once. This should reduce the
workload and speed up data analysis. However, as a downside, it is harder to change
certain input aspects on the Grid, because then it has to be applied to all servers
participating on the Grid and potentially harm the analysis of other users.
To use a �ner centrality binning on the data, new OADB (O�ine Analysis Data
Base) �les are needed. The OADB �les de�ne histograms which have to be available
for each speci�c centrality bin. They denote the signal in the V0 detector to the
centrality percentile. These could be uploaded to the grid but the procedure is
harder and takes longer. As a solution now the GSI cluster was used to analyze the
data. For this purpose, the whole October 2015 dataset (LHC15o_pass1_pid�x)
of Pb-Pb collisions was copied to the client. The GSI cluster has a similar train
operation but it is more �exible on choosing custom �les for the centrality selection.
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Figure 4.2: The di�erences on the multiplicity regarding the OADB �les is shown.
The ratio of the old corrupt OADB �les deviates up to 4%.

The new OADB �les are tested to check if there are di�erences between them and
the old one which might e�ect this analysis. For this purpose, standard binning
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was chosen for all used datasets. For the purpose of these crosschecks, two new
OADB datasets were provided with one being for standard binning and the other
one being for �ne binning. At �rst a corrupted OADB dataset was provided which
had a wrongfully assigned in the anchor point and therefore a rising discrepancy
between old and new. This was �xed in the new OADB �les as shown in �gure 4.2.
As can be seen there is some discrepancy between old and new OADB �les exists,
especially for higher centrality but the di�erence is negligible.

4.2 Event and track selection

The data which is now acquired also needs to be selected to minimize background
sources and noise. There are three selections taken place in the data analyzing pro-
cess. At �rst, there is the minimum bias trigger which is applied directly during
data taking. Then there is an event selection which also inherits the centrality se-
lection criteria and �nally there is the track selection where di�erent conditions are
applied to the reconstructed tracks to ensure best track quality and high e�ciency
for primary particles. After applying the event selection, there are now 32.6 mil-
lion minimum bias events in Pb-Pb collisions and 1.16 million minimum bias events
in Xe-Xe collisions. The track selection does not a�ect this value since it only cuts
tracks not events.

Minimum bias trigger: TheMinimum Bias (MB) trigger is a high-e�ciency trig-
ger optimized for hadronic collisions. It needs a signal from the V0A and V0C detec-
tors and additionally a coincidence between the ZNA and ZNC. The letters A and C
hereby denote opposite sites of the detector as explained in section 3.2. This is done
online, when the beam is running. In addition, o�ine the beam induced background
and electromagnetic interactions are being rejected using the timing signal of the
V0A and V0C detectors.

Event selection: The o�ine event selection is repeating the online MB trigger
using the same quantities to reduce events triggered by noise. Only tracks within
|η| < 0.8 are considered since this is the acceptance region of the detector with an
almost �at e�ciency. Additionally, vertex cuts are applied on the Z-vertex (ZSPD

V ).
At �rst, the resolution of ZSPD

V is required to be better than 0.25 cm and second
the di�erence between the ZV from tracks and tracklets in SPD is required to be
|ZTrack

V − ZSPD
V | < 0.5 cm. Also, only events with ZV within 10 cm to the nominal

center of the detector are accepted.

Track selection: Particle tracks are measured in the range of |η| < 0.8 and 0.15 <
pT < 50 GeV/c. Most particles are produced in the bulk region of pT < 3 GeV/c.
Therefore, especially this region has an abundance of tracks and quality can be
favored over quantity in the low pT region. The criteria for the track selection (also
called track cuts) are summarized in table 4.1. Since Xe-Xe collision were taken at a
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Criteria Variable Constraint
DCA along z-axis DCAZ ≤ 2 cm
χ2 per ITS cluster χ2

ITS ≤ 36
ITS re�t required True
Require hits in the SPD True
DCA in radial direction DCAr (Pb-Pb) < 0.0182 + 0.035 (pT/GeV/c)−1cm

DCAr (Xe-Xe) < 0.0119 + 0.049 (pT/GeV/c)−1cm

Track length in active volume Lactive(pT ) > 130 cm
Number of crossed rows nrows > 0.85 · Leff

active(pT )
Number of TPC clusters ncluster > 0.7 · Leff

active(pT )
Crossed rows over �ndable clusters nrows/nfindable ≥ 0.8
Fraction of shared TPC clusters nshared/ncluster ≤ 0.4
χ2 per TPC cluster χ2

TPC ≤ 4
Width of exclusion zone Wdead−zone 3 cm
TPC re�t required True
Reject kinks True
1/pT dependent slope αslope (Pb-Pb) 1.5

αslope (Xe-Xe) 0.7

χ2 TPC-ITS χ2
TPC−ITS ≤ 36

Table 4.1: Track selection criteria for Pb-Pb and Xe-Xe collisions at 5.02 and
5.44 TeV respectively. Two values have been changed between Xe-Xe
and Pb-Pb collisions to accommodate the lower magnetic �eld (0.5 T to
0.2 T). These are marked in red for the Xe-Xe values. The track selection
is the same as reported in [42, 41].

di�erent magnetic �eld compared to previous runs, the track selection was modi�ed
in cuts which rely on the pT of the particle. The track selection can be divided into
an ITS and TPC selection. The criteria for the di�erent cuts are now discussed
brie�y.

ITS and DCA selection: The selection criteria for the ITS focus on a good DCA
(Distance of Closest Approach to the primary vertex) resolution and a good pT

resolution. For this reason, at least one hit in the SPD and a re�t of the ITS
tracking is required. Additionally tracks are rejected if they exceed a χ2

ITS cluster of
36.
The DCA selection is required to minimize the number of secondaries compared to
primary particle numbers. Secondaries generally result in a larger DCA and are
therefore easily �ltered using DCA cuts. There are two constraints on DCA in
the selection, �rst the DCAZ should be less than 2 cm and second that DCAr <
7σ0(pT ). With the approximation for the standard deviation of the impact parameter
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resolution being σ0(pT ) = (26 + 50/(pT /GeV/c)−1)µm for Pb-Pb collisions and
σ0(pT ) = (17 + 70/(pT/GeV/c)−1)µm for Xe-Xe collisions. This cut becomes more
restrictive for higher pT since the vertex resolution increases.

TPC selection: First, a track cut on the length in the TPC volume is applied
due to the e�ciency of track reconstruction of the TPC decreasing at the edges of
segments of the TPC, which leads to increased systematic uncertainty especially
at intermediate pT. The maximum radial length a particle can pass through the
TPC is 160 cm. To also account for the shorter track length at low transverse
momentum, a pT dependent variable is applied which describes the slope. The
e�ective length is then calculated using Leff

active(pT ) = Lcut
active− |1/pT |αslope , the tracks

are now accepted if Lactive > Leff
active(pT ). The slope dependence α is also dependent

on the magnetic �eld and therefore changed between Pb-Pb and Xe-Xe collisions.
This also allows for the width around the boundaries of a sector Wdead−zone, the
dead-area. Additionally to the length requirements, a minimum number of crossed
rows (nrows) is set to 0.85 · Leff

active(pT ). A row counts as crossed when a cluster is
found in the row or in the two neighboring rows (to account for missing clusters).
The minimum number of clusters found is > 0.7 ·Leff

active(pT ). The number of �ndable
clusters nfindable is gathered from track properties, based on the possible maximum
number of clusters. The ratio of nrows/nfindable is set to be at least 0.8. To reduce
the number of fake tracks, a maximum for the ratio of nshared/ncluster ≤ 0.4. Hereby,
ncluster describes, that all clusters which are taken into account for �tting whereas
nshared are all clusters assigned to more than one track. For good quality tracks, the
χ2

TPC is set to be lower or equal than 4.
A sophisticated cut on TPC and ITS is established in form of the χ2

TPC−ITS variable.
This takes into account the �ve track parameters and their uncertainties. The
purpose is to remove tracks which are based on wrongly assigned ITS clusters that
scatter in the detector material between ITS and TPC.

4.3 Corrections

After applying the event and track selection, the data is available as a raw yield pT

spectrum γraw(pT , η). This yield is getting corrected by three contributions. The �rst
being the acceptance and e�ciency correction that are determined through Monte
Carlo simulations. Second, a particle composition correction is applied and last, the
e�ect of a �nite transverse momentum resolution is correct for. It's e�ect is largest
at higher momentum. The general form of application can be seen in equation 4.1.

γcorrected(pT , η) = Cacceptance&efficiency(pT ) · αParticleComposition(pT )·
Csecondaries(pT ) · αsec.scaling(pT )·
CpT−resolution(pT )·
γraw(pT , η) (4.1)
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Firstly a correction for tracking ine�ciencies and detector acceptance is applied
(Cacceptance&efficiency) which is multiplied by the factor of the particle composition
correction since the MC samples do not represent the particle species correctly. Af-
terwards the contamination from secondaries (Csecondaries) is subtracted which e�ects
mostly the low pT regime. And �nally, the pT spectra is unfolded and a data-driven
resolution correction is formed and applied (CpT−resolution). The other two correc-
tions are all estimated using MC simulations. Since the simulation on secondaries
does not represent the data perfectly the MC-driven corrections are matched to data
resulting in data-driven reweighting factors (αParticleComposition and αsec.scaling).

4.3.1 Acceptance and e�ciency correction

To correct the acceptance and e�ciency, a Monte Carlo data sample is used for
Pb-Pb and Xe-Xe collisions. These Monte Carlo data samples are generated using
the event generator HIJING [43], which is used to simulate heavy-ion collisions. In
the simulation the generated particles are propagating through a representation of
the full ALICE detector. This simulation is generated using the GEANT framework
[44]. By traversing this modeled detector, each step is tracked and each detector
response is simulated. Afterwards, the complete track reconstruction is done on the
simulated detector response. This results in a complete data set with information of
each particle at any given point. This Monte Carlo data sample is used to correct for
the e�ciency and acceptance of the ALICE detector. In �gure 4.3 the acceptance
and e�ciency for Pb-Pb and Xe-Xe collisions are shown.
The particular shape of this curve comes from various e�ects. The low e�ciency
in the low pT part comes from the strong curvature of tracks and therefore higher
energy loss in the detector material. That is also the reason why the Xe-Xe and
Pb-Pb points seem to be shifted. This is due to the change of the magnetic �eld
from 0.5 T to 0.2 T. The next drop at pT ≈ 1GeV/c comes from the requirement
of a minimal track length (Lactive). The minimal track length also scales with the
magnetic �eld, thus the change from Xe-Xe to Pb-Pb collisions. For high pT the
e�ciency reaches a plateau which resembles the maximum e�ciency before it drops
for higher pT. To be noted however that the gas composition of the TPC has changed
from Ar-CO2 for Pb-Pb collisions to Ne-CO2 for Xe-Xe collisions. This also e�ects
the tracking e�ciency of the detector.

Centrality 0 - 5 % 5 - 10 % 10 - 20 % 20 - 30 % 30 - 40 %
Ratio to MB (Pb-Pb) 0.984 0.996 1.003 1.008 1.010
Ratio to MB (Xe-Xe) 0.995 1.000 1.003 1.005 1.006
Centrality 40 - 50 % 50 - 60 % 60 - 70 % 70 - 80 %
Ratio to MB (Pb-Pb) 1.011 1.012 1.013 1.013
Ratio to MB (Xe-Xe) 1.007 1.008 1.008 1.008

Table 4.2: Ratios of selected tracking e�ciencies to minimum-bias for Pb-Pb and
Xe-Xe collisions.
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Figure 4.3: Tracking e�ciencies and acceptance for a selection of centralities shown
on the left for Xe-Xe collisions and on the right for Pb-Pb collisions.

ALICE is designed for high multiplicity with its TPC detector. This results in only
a small scaling factor of e�ciency with centrality. This is expressed in table 4.2
with the ratio to Minimum Bias (MB) collisions. Only the most central collision
classes deviate more than 1 % from the MB e�ciency. Because of this there was
no separate Monte Carlo data sample in 1 % centrality bins since the e�ciency is
nearly independent of centrality. Second, a �ner binned Monte Carlo sample, when
having the same total amount of Minimum Bias events, would have around 17000
events per centrality bin which would increase statistical uncertainties by a larger
amount than the possible gain of a �ne binned Monte Carlo data sample.

4.3.2 Particle composition correction

It has been observed in Pb-Pb collisions, that the Monte Carlo generators produce
di�erent relative abundances of particle species compared to data.
Especially since the HIJING event simulator does not include a hydrodynamical
evolution of the system, which is crucial for Σ-baryons, which depend strongly on
the centrality of the collision. The Σ-baryons are estimated by a data-driven method
using the neutral Λ-baryon yield which has equal strangeness and a similar mass.
The Σ-baryons itself were not measured and a data driven pT distribution is needed.
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For this the Λ-spectrum is scaled by the ratio of the cross sections of Σ-baryons to
Λ-baryons from MC.

To correct this inaccuracy of particle composition the e�ciencies of particle species
and their abundances based on data is used. The particle composition correction
reaches around 8% for central collisions but decreases with increasing centrality.
This is a direct result from strange baryons which are underestimated by HIJING in
central collisions. This reweighting factor is only available in wider centrality1 bins
since identi�ed particle spectra are limited as well as MC simulations.

For the Xe-Xe collisions, the same particle composition correction factors were used
but for comparable values of Npart and NCOLL. An independent measurement for
Xe-Xe collisions is more di�cult since there is no measurement of identi�ed particle
production yet.

4.3.3 Secondary contamination

The raw transverse momentum spectrum contains even after the selection process
contamination from secondary particles. Their origin is within weak decays of par-
ticles produced in the initial collision or from reactions of particles with the detector
material. Using MC simulations, the contribution of secondaries can be estimated,
which is shown in �gure 4.4. The contamination for low pT is more than 10% but
decreases with increasing pT rapidly below 1%. Secondary particles are more abun-
dant in the low pT regime since they carry only a fraction of the momentum of their
mother particle. Additionally most particles in general are produced in the low
pT regime in high energy hadron collisions. The secondary contamination is also
signi�cantly centrality dependent as �gure 4.4 shows. As depicted with the parti-
cle composition correction, Monte Carlo event generators fail to describe relative
particle fractions accurately. Secondary particles are also not well described.

Secondaries should be identi�able by examining the DCAr distribution. Since they
do not originate from the primary vertex, no matter if they are decay daughters or
remnants of secondary interactions in the detector, the DCA distributions width is
a�ected. To get a correction factor, the MC and data DCAr distribution are used but
the MC distributions is split in primaries and secondaries. The MC distributions are
now �tted using templates and the two template �ts combined are then compared to
the data distribution and the ratio is taken. For Xe-Xe collisions, three template �ts
were used. For this purpose the MC sample was divided into primaries, secondaries
from decay and secondaries from material. Since normal track cuts are such that
contamination by secondaries is minimized the DCAr and χ

2
TPC−ITS selections are

not applied. The correction factor is then calculated for three di�erent pT intervals
spanning the complete pT area, since statistics is limited in MC samples. The
resulting ratio is then used to scale the contamination factor.

1Centrality intervals used are 0-5%, 5-10%, 10-20%,20-40%, 40-60% and 60-80%.
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Figure 4.4: Secondary contamination for Xe-Xe and Pb-Pb collisions are shown on
the left plot for central collisions and on the right for peripheral collisions.

4.3.4 Transverse momentum resolution correction

The transverse momentum of a particle is reconstructed from a helix �t. This is
needed since particles with a pT = 1 GeV/c have a radius of ∼ 6.6 m, which is
signi�cantly larger than the TPC's outer radius of 2.5 m. The precision of the pT

measurement is constrained mainly by two e�ects. For low pT particles, by the
scattering of the particle in the detector layers and for high pT particles by the
�nite spatial resolution of the TPC. The spatial resolution itself is independent of
momenta, but becomes more signi�cant at high pT. Therefore the resolution can
not be neglected at high pT since the curvature of the track is lower. For each
track, the resolution is estimated individually during tracking and reconstruction.
It is clearly visible that at �rst less high pT tracks are reconstructed and that these
tracks have a worse resolution. Also visible is the e�ect of multiple scattering at
low pT which worsens the resolution, since the particles interact with the detector
material. The e�ect of the �nite relative momentum resolution is tested by �rst
applying a parametrization to the pT spectra by using a power-law �t. Now an
unfolding of the pT distribution is done by taking a randomly picked pT value from
the parameterization, which is then smeared with a random-choice based Gaussian
distribution with a mean of zero and a width of the relative momentum resolution.
This smeared pT distribution is then compared to the unsmeared one and the ratio of
the two is applied as a correction factor for tracks with pT > 10 GeV/c. Although the
relative momentum resolution has no centrality dependence, the correction factor
shows a dependence since the spectra hardens with more peripheral collisions. For
Xe-Xe collisions, the correction becomes even more important since the magnetic
�eld was changed to a lower value which means that the curvature of the tracks is
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less and the reconstruction deteriorates. In Pb-Pb collisions at
√
sNN = 5.02 TeV

the factor varies between 1% and 2% at high pT for central and peripheral collisions
respectively. For Xe-Xe collisions this increases to 3% and 4%. This correction was
not redone for the �nal matched bin widths due to centrality dependence being low.
Therefore the corresponding values in the available Pb-Pb collision data was used.

4.3.5 pp reference

For calculation of the RAA, a reference to proton-proton collisions at the same center
of mass energy is needed. The RAA is in fact the ratio of heavy-ion collision spectra
and p-p spectra scaled with the nuclear overlap function TAA. For the pp reference
at
√
s = 5.02 TeV, a measurement in RUN2 of the LHC was provided. This contains

the charged-particle production at p-p collisions and can be directly compared to
the heavy-ion collision charged particle production. The pp reference spectra can
be seen in �gure 4.5.
For Xe-Xe collisions the collision energy changed to

√
s = 5.44 TeV. There was no pp

run at the LHC with this beam energy and there will not be one in the foreseeable
future. To overcome this challenge the spectra was extrapolated from the

√
s =

2.76, 5.02 and 7 TeV pp runs at the LHC. For this a power law dependence was
assumed for �xed pT. A second possibility was to generate a distribution using MC
event generators such as PYTHIA 8.
The extraction of this pp reference is explained in [42] and leads to the same results
within 2% to the �rst method. But in the end the data driven approach was used.

4.3.6 Nuclear overlap function in �ne binning

The nuclear overlap function (TAA) is describing the overlap of two colliding nuclei
in terms of inverse cross section. It is calculated using Monte Carlo Glauber models
[7, 45]. These values were initially provided in 5% centrality bins which leads to
large deviations in the comparisons of the RAA in the end. Therefore, newer values
were provided with a �ner binning of 1% centrality. These values are then tested
for their consistency with the previous values. It has to be noted however, that
a simple average of �ve 1% bins and comparing to one 5% bin does not provide
accurate results. This can be seen in �gure 4.6. The solution is to not use the
average but rather the weighted average in form of the center of gravity (centroid)
since the values are not linearly distributed but on a curved line. For the center of
gravity, a �t has to be made to the data sample. The centroid is then calculated as
follows

x̄ =

∫ b
a
x · f(x)dx∫ b
a
f(x)dx

(4.2)

with f(x) denoting the �t function and a and b denoting the centrality interval.
For comparison, the �ner binned values were �tted and their centroid taken and
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the 5.02 TeV pp reference is shown. Additionally an estimation of the
pp reference using PYTHIA for

√
sNN = 5.44 TeV is presented.

also the larger binned values. The comparison was then made between the larger
binned values and the average of the �ner bins, the larger binned values against the
centroid of the �ner bins and the centroid of the larger bins over the centroid for
�ner bins. The result of this comparison is shown in �gure 4.6. The average seems
to best describe the larger binned data with the smallest deviation over all and more
consistent throughout. The ratio of the two centroids leaves a linear shape and the
ratio of the 5 % bins to the centroid leaves a shape of a third degree polynomial.
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average and the centroid.

4.4 Systematic uncertainties

For the systematic uncertainties several contributions are considered which are dis-
cussed in detail. The contributions come from the analysis itself and the performed
corrections. The systematic uncertainties are in most cases pT dependent. If not,
they are applied to the whole pT range as a constant. Also, the systematic uncertain-
ties are calculated for every centrality region used since they depend substantially
on the centrality. The complete systematic uncertainties are listed in table 4.3 and
the pT dependence is shown in �gure 4.7. Also the matched multiplicity bins are
shown with their own calculated uncertainties. The single contributions are now
discussed and explained individually.
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Figure 4.7: Left the complete systematic uncertainties for Xe-Xe collisions are shown
whereas on the right the systematic uncertainties for Pb-Pb collisions
are shown. The systematic uncertainties for all centrality ranges are
available in the appendices A.1, A.2 and A.3.

4.4.1 E�ciency correction

The raw data samples are corrected for tracking e�ciency by the MC simulations,
as explained in section 4.3. No direct estimation of the uncertainty can be made
but a quantity which is available in data and MC can be exploited to be used
as uncertainty. For this purpose, the matching e�ciency εmatching is chosen. It is
constructed by using the fraction of tracks reconstructed in the TPC to tracks with
additional hits in the ITS.

εmatching(pT ) =
dNTPC−ITS/dpT
dNTPC−only/dpT

(4.3)

By construction the TPC-ITS sample is a subsample of the TPC-only sample since
it has additional requirements. The ratio of the matching e�ciencies between MC
and data is describing the uncertainty of the applied e�ciency correction.

Uncertainty(pT ) =

∣∣∣∣1− εMC
matching(pT )

εDatamatching(pT )

∣∣∣∣ (4.4)

The deviation of this ratio from unity was in the past used as an uncertainty. Sec-
ondary contamination however worsens this result. Therefore, the same procedure
as for the secondaries is now used to scale the MC sample accordingly and after-
wards the correction is gathered. This greatly improves the matching e�ciency
from around 4% to 1-1.5% uncertainty. For high pT, the uncertainty is linearly
extrapolated to decrease statistical �uctuations.
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Source Uncertainty in %

Pb-Pb, standard Xe-Xe Pb-Pb, matched
0-5% 70-80% 0-5% 70-80% 12-18% 74-83%

E�ciency corr. 0.82/0.33 0.99/0.20 2.03/0.4 2.15/0.54 1.25/2.47 1.08/0.19
Track selection 1.34/4.43 0.53/4.00 1.59/1.15 0.95/0.96 2.34/6.8 0.60/4.6
Event selection 0.07 0.11 0.36 1.06 0.57 0.09
pT resolution 0/0.06 0/0.10 0/0.50 0/1.32 0/0.07 0/0.10
Particle comp. 0.31/0.26 0.31/0.46 0.32/0.32 0.33/0.44 0.30/0.29 0.31/0.46
Secondaries 1.7/0 0.88/0 1.41/0 0.63/0 1.36/0 0.88/0
Material budget 0.32/0.13
Total 2.42/4.45 1.55/4.04 3.24 /1.41 2.76/2.19 3.13/7.30 1.63/4.63
Anchor point 0.06 3.50 0.06 3.23 0.32 3.85

Table 4.3: Systematic uncertainties in units of percent for the di�erent data samples
used in the analysis and their sources. The numbers are averaged in
di�erent pT intervals from 0.2-0.5 GeV/c (left side) and 40-50 GeV/c
(right side). For the combined total result all contributions are added in
quadrature with the exception of the anchor point contribution which is
used as an overall normalization uncertainty.

4.4.2 Anchor point shift

The centrality estimation is using an anchor point as described in section 3.3. The
anchor point is then shifted by its uncertainty of 90% ± 0.5%. The systematic un-
certainty was then calculated by recalculating the centrality boundaries accordingly.
This results in a change of centrality for all centrality classes and results in a larger
shift of values for more peripheral collisions. This uncertainty is pT independent
and is therefore applied as a normalization uncertainty. The result of an incorrect
assigned anchor point can be seen in the wrong OADB �les in section 4.1.3 and
�gure 4.2.

4.4.3 Track selection

To get the systematic uncertainties due to track selection, all track selections were
varied within reasonable limits. For this purpose the whole analysis, was redone for
each new track cut. To get the uncertainties, the spectra are compared to the nomi-
nal value and the corresponding ratio is made. For changes to larger and smaller cut
values only the variations which lead to higher deviations were considered and taken
as uncertainties for this speci�c track cut. This was done for every centrality and
in MC and experimentally data. To eliminate statistical �uctuations the di�erent
contributions were �tted towards higher pT. The variation of the parameters can be
seen in table 4.4 and the individual track cuts uncertainties can be seen in �gure 4.8.

33



)c (GeV/
T

p
1 10 210

U
nc

er
ta

in
ty

 in
 %

0

1

2

3

4

5

6

TPCχ

Systematic uncertainties
trackcuts

MB

Sum

ITS
2χ

TPC
2χ

findablen/rowsn

clustersn/sharedn

TPC-ITS
2χ

 

rDCA

ZDCA
Hit in SPD

activeL

dead zoneW

this work

)c (GeV/
T

p
1 10 210

U
nc

er
ta

in
ty

 in
 %

0

1

2

3

4

5

6

TPC-ITS
2χ

TPCχ

Systematic uncertainties
trackcuts

MB

Sum

ITS
2χ

TPC
2χ

findablen/rowsn

clustersn/sharedn

TPC-ITS
2χ

 

rDCA

ZDCA
Hit in SPD

activeL

dead zoneW

this work

Figure 4.8: On the left the complete track related systematic uncertainties for Xe-Xe
collisions are shown, whereas on the right the systematic uncertainties
for Pb-Pb collisions are shown. The uncertainty is also split into their
individual contributions which are then added in quadrature for the �nal
result. The systematic uncertainties for all centrality ranges are available
in the appendices A.4 and A.5.

4.4.4 Event selection

For heavy-ion collisions, the trigger and vertex determination are supposed to be
fully e�cient. Therefore, the only remaining uncertainty comes from the selection
of the vertex position along the beam pipe Zv. The selection on the Zv coordinate
was varied from normal ±10 cm to ±5 cm and ±20 cm in data and simulation. The
resulting spectra were then compared to the nominal value and the ratio is taken as
shown in �gure 4.9. To remove present statistical �uctuations and since the ratio
is pT independent, a constant was �tted to the ratio. The constant of the largest
deviation is then used as uncertainty for all pT bins. The uncertainty is small for
Pb-Pb in standard binning. However, it is increased for Xe-Xe and matched Pb-Pb
bins and possibly correlated to the number of events.

4.4.5 pT resolution

For the pT-resolution correction an, unfolding based on a power-law parametrization
was used. The �rst source of uncertainty is this parametrization which is varied from
its lower boundary from 10 GeV/c to 8 GeV/c and 12 GeV/c. This is then compared
to the nominal correction factor and the ratio directly contributes to the uncertainty.
The second source is the smearing which is additionally applied to the Gaussian as
explained in section 4.3.4. To estimate this e�ect, the pT resolution correction is
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Selection criteria Lower Nominal Upper
DCAr 4σ0 7σ0 10σ0

χ2
ITS 25 36 49

Hit in SPD not required required -
DCAZ 1 cm 2 cm 5 cm
Lactive(pT ) 120 cm 130 cm 140 cm
nrows/nfindable 0.7 0.8 0.9
nshared/ncluster 0.2 0.4 1
χ2

TPC 3 4 5
Wdead−zone 2 cm 3 cm 4 cm

Table 4.4: Variation of the nominal track selection to get the systematic uncertain-
ties. Lower and upper hereby refer to variations which are lower or higher
than the nominal value. For a hit in the SPD, only a variation from re-
quired to not required was made.
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Figure 4.9: The determination of the event selection related systematic uncertainty
is estimated on the left for Xe-Xe collisions and on the right for Pb-
Pb collisions. The ratio at the bottom panels are taken with respect
to the nominal spectra with a Zv = 10 cm. The result with the larger
divergence is then used and �tted with a constant. This constant is then
taken as, systematic uncertainty.

calculated without extra smearing and then compared to the nominal case. Both
contributions are then added in quadrature.
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4.4.6 Particle composition

As explained in section 4.3.2, the particle composition correction relies on measured
data and some assumptions. Both contribute to the systematic uncertainty. At �rst,
the in�uence of the data of the analyzed particle species has to be evaluated. For
this, the individual transverse momentum distributions were varied within their un-
certainties. The change in the correction factor is then used as uncertainty. Second,
the contribution of Σ-baryons is estimated using Λ-baryons which adds an extra
uncertainty to the contribution. The remaining MC-only particles also contribute
to the uncertainty.

4.4.7 Material budget

As the corrections depend on a simulation of the detector within the GEANT frame-
work [44], the simulated description of the detector material is a source of uncer-
tainty. The uncertainty is estimated by varying the material budget in the simulated
detector by ±7% [46]. However, recent studies on the photon conversion method
provided better constraints for the material budget of ±4.5% [47]. The simulation
with these constraints has not been repeated and therefore the uncertainty provided
by the �rst attempt is scaled by a factor of 4.5/7. Since the used MC samples are
based on GEANT this uncertainty is also applied for all systems.

4.4.8 Secondary contamination

The uncertainty of the scaling factor has two contributions. At �rst, there is the
variation of the number of templates used in the �ts and second is the quality of the
template �ts. For the �rst contribution, the number of template �ts is varied and
their di�erence is added as uncertainty. For the quality of the templates, the RMS
of the di�erences between �t and data is taken as contribution to the uncertainty.
To propagate these uncertainties to pT distributions the secondary scaling factor is
varied by the uncertainties and applied to the raw spectra. The ratio of the spectra
to the nominal one is then taken as secondary uncertainty. The contribution is
signi�cant and dominating at low pT but negligible for high pT. This can also be
seen in �gure 4.10 where the lower and upper spectra are plotted and their ratio to
the nominal value.
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Figure 4.10: Systematic Uncertainty due to secondary contamination for Xe-Xe col-
lisions and Pb-Pb collisions is shown. The ratio in the bottom panel
is taken with respect to the nominal value. The result with the larger
deviation is used as systematic uncertainty. For pT > 1 GeV/c, the
systematic uncertainty from secondary contamination is negligible.

4.5 Determination of the multiplicity

To calculate the multiplicity dNch

dη
, the corrected spectra are used. To extract the

multiplicity, the complete pT range needs to be covered. Since the measurement only
starts at a �nite pT of 0.15 GeV/c the spectra is �tted with a Hagedorn function:

Data(pT ) = α
p2
T√

m2
π + p2

T

(1 + pT
γ

)−β
, (4.5)

with α, β and γ denoting �t parameters and mπ being the mass of the pion. The
data is extrapolated inside the pT region of 0-0.15 GeV/c. The �t itself is evaluated
from 0.15-1 GeV/c and then extrapolated to 0. For extracting dNch

dη
, the extrapolated

�t from 0-0.15 GeV/c and the data from 0.15-50 GeV/c is used. It is then integrated
over the complete pT range to get the dNch

dη
.

For the statistical uncertainties the �t is varied inside the errors of the parameters
and the integral error is then added. For the systematic uncertainties, the �t range
is varied from 0.15-1 GeV/c to 0.15-3 GeV/c. This can be seen in �gure 4.11.
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Figure 4.11: Left the systematic uncertainty of the multiplicity in Xe-Xe collisions
through variation of the �t is shown. The spectra from data in a cen-
trality of 0-5% is shown by in blue dots whereas the Hagedorn �ts are
represented in red and blue lines for normal and varied Hagedorn. On
the right the multiplicity derived by the analysis (blue circles) compared
to the published values (red rectangles) in Xe-Xe collisions is shown.

For Xe-Xe collisions a perfect agreement with the data from the published results
[42] was achieved. Reproducing the results of the published paper was one goal of
this thesis. The results are shown in table 4.5 and �gure 4.11.

Centrality Xenon dNch

dη
± stat. ± syst. extrapolation Lead dNch

dη
± stat. ± syst. extrapolation

0-5% 1174.50± 0.21± 11.04 7.94 % 1909.23± 0.11± 23.88 7.69%
5-10% 963.10± 0.21± 9.58 8.06 % 1545.47± 0.18± 20.88 7.67%
10-20% 723.49± 0.13± 7.61 8.22 % 1156.17± 0.14± 15.45 7.68%
20-30% 489.79± 0.11± 5.63 8.53 % 779.48± 0.11± 10.87 7.93%
30-40% 325.07± 0.09± 3.75 8.84 % 508.39± 0.08± 7.32 8.30%
40-50% 206.69± 0.07± 2.42 9.29 % 315.38± 0.03± 4.38 8.85%
50-60% 123.15± 0.06± 1.41 9.78 % 181.23± 0.02± 2.41 9.44%
60-70% 67.85± 0.05± 0.73 10.34 % 94.74± 0.02± 1.25 10.17%
70-80% 33.85± 0.03± 0.37 11.12 % 44.03± 0.01± 0.57 10.95%

Table 4.5: Multiplicity calculated from the integrated yield for Xe-Xe and Pb-Pb col-
lisions at standard centrality binning with the extrapolation to 0 GeV/c
through a Hagedorn �t function. Extrapolation denotes hereby the per-
centage of the extrapolation compared to dNch

dη
.
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4.6 Matching multiplicity

After getting the multiplicity values for every bin in Xe-Xe, and for every 1% cen-
trality bin in Pb-Pb collisions a matching of these two can be made. For this purpose
the following algorithm was used. The general concept is to take a Xe-Xe centrality
bin and its corresponding multiplicity and search for a centrality interval in Pb-Pb
collisions with the closest average multiplicity. Within the interval, the multiplicity
is calculated by taking the average over the intervals bin range. To achieve the
closest multiplicity, the di�erence between the two has to be minimized. The only
constraint is that the maximum number of Pb-Pb bins is set to be 10 which cor-
responds to a centrality interval of 10%. Also overlapping between two intervals is
allowed for matching di�erent multiplicity bins in Xe-Xe. The complete algorithm
can be schematically seen in �gure 4.13. This procedure is done for every centrality
bin of Xe-Xe collisions.
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Figure 4.12: Multiplicity over centrality for the matching algorithm is shown. Visible
are Xe-Xe (blue), Pb-Pb (red) and matched multiplicity Pb-Pb (purple)
bins.

Not only the multiplicity was matched, but also the TAA, NCOLL and the spectra.
The �rst two are matched exactly the same way as for the multiplicity whereas
the third is an abbreviation for matching di�erent quantities of the corrected pT

spectra. For the spectra matching, the mean, mode and RMS from the underlying
corrected pT spectra are used and the ratio of each of these values, compared to
the corresponding Xe-Xe bin value, is calculated. All three ratios are then added in
quadrature with each other and the result is then optimized with the same procedure
as for the multiplicity, to be as close to one as possible.
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Figure 4.13: Schematic view of the algorithm used for matching the multiplicity
between Pb-Pb and Xe-Xe collisions. The blue boxes represent the Xe-
Xe data whereas the red boxes represent the Pb-Pb data. The purple
box uses both collision systems for a comparison between them. The
green box describes the end of the algorithm.
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These other values are furthermore not chosen randomly but each directly corre-
sponds to the multiplicity. The TAA describes the overlap of the nuclei and there-
fore correlates directly with the centrality which is a multiplicity dependent variable.
The NCOLL describes the number of binary collision which also correlates directly
with the charged-particle production. The spectra matching is done on the same
spectra from which the multiplicity is calculated.
The results of the matching procedure are centrality interval sizes. These can be
seen in �gure 4.14. It is visible that they all lie mostly in the same range of each
other.
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this work

dNdEta
Spectra
TAA
Ncoll

Figure 4.14: The individual bin width for each matching is shown as function of
centrality. The y axis scaling in this case is arbitrary and has no value.
The error bar in x direction shows the bin width of the speci�c matching
method.

After matching the di�erent variables, a set of intervals for each is gained. With
these intervals, it is possible to calculate the multiplicity accordingly like in the
previous section 4.5 which gains a multiplicity for each bin range and comparable
values for the individual matching variables. The four di�erent matching methods
can be compared to each other and to the Xe-Xe values as shown in �gure 4.15.
This leads to the result that directly matching the multiplicity leads to the best
matched multiplicity, by having the closest ratio to the Xe-Xe values compared to
the other matching values. For TAA and NCOLL, matching the ratio diverges more
for peripheral collisions than the ratio of the matched multiplicity or spectra. For
central collisions all matching values have a ratio close to one compared to Xe-Xe
values. These de�ned intervals are then used as discrete data samples where the
centrality bins are given by their intervals. These intervals can also be used to
extract the RAA for comparisons with the Xe-Xe RAA within matched bins.
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5 Results

5.1 Comparison of RAA in in Xe-Xe and Pb-Pb

collisions at equal multiplicity

After matching the multiplicity and gaining a Pb-Pb collision data sample with nine
centrality bins with the same multiplicity as in Xe-Xe collisions the RAA values are
compared to each other. The RAA is calculated using

RAA(pT ) =
1

TAA
· dNAA(pT )/dpT
dσpp(pT )/dpT

. (5.1)

It is taking into account the corrected pT spectra dNAA(pT )/dpT which are then
normalized by the pp reference of the same energy and divided by the nuclear overlap
function TAA. When comparing the RAA of Xe-Xe collisions to those of Pb-Pb
collisions at the same centrality, as shown in [42] and also in �gure 5.1, it can be
seen, that they do not match and diverge further for more peripheral collisions.
Therefore the suppression of particles is in Pb-Pb collisions harder than for Xe-Xe
collisions at the same centrality.
The comparison of the two RAA could lead to tests on the path length dependence
for medium-induced energy loss. When assuming a simpli�ed radiative energy loss
scenario [48] the path length L of the parton goes in squared into the energy loss
model ∆E ∼ L2. For further investigation on the RAA the goal of this thesis was to
match the multiplicity in the two collision systems. The RAA is then compared for
same multiplicity bins in Xe-Xe and Pb-Pb collisions. The result can bee seen in
�gure 5.2. It is visible that the RAA matches for central to mid-central collisions or
the high multiplicity part for dNch

dη
> 489, but a divergence for peripheral collisions

is still visible.
When the RAA is plotted as a function of the multiplicity, this behavior is supported,
as presented in �gure 5.3. The matched values hereby are together with the Pb-Pb
collision in standard binning on the same curve. The curve formed by the Xe-Xe
collisions and the Pb-Pb collision curve converge for higher multiplicity and are
indistinguishable for dNch

dη
> 500. This underlines the statement made above about

them being in agreement for dNch

dη
> 489.

The ratio of the two RAA are shown in �gure 5.4. It is visible that the RAA is in
agreement with each other for low pT < 1 GeV/c, therefore the energy loss in both
systems is equal within uncertainties. However at central at high pT the energy loss
for Xe-Xe collisions seem to be lower than for Pb-Pb collisions at same multiplicity.
In the pT region of 2-4 GeV/c a small bump with an deviation from unity of up to
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Figure 5.1: Published results of RAA comparisons of Xe-Xe and Pb-Pb collision in
matched centrality bins [42].

10% can be seen especially for a matched multiplicity of about 963 and 724. This
bump may be due to di�erent transverse radial �ow or due to the di�erent initial
geometry of the Pb ion being spherical and the Xe ion being deformed. It is also
visible that the ratio diverges for higher centrality or lower multiplicity.

5.1.1 Impact of the TAA values

For further investigation the TAA value presented in formula 5.1 is removed from
the equation, which should lead to a better matching at peripheral collisions. This
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Figure 5.2: RAA comparisons of Xe-Xe and Pb-Pb collision in matched multiplicity
bins.

leaves as ratio

R∗AA =
dNAA(pT )/dpT
dσpp(pT )/dpT

. (5.2)

The corresponding ratio between Xe-Xe and Pb-Pb collisions is shown in �gure 5.5.
Now the matching is in agreement over the complete multiplicity range and espe-
cially in the low pT region. This means that for the bulk production in heavy-ion
collisions the di�erence only comes from the TAA values. However, the bump around
2 - 4 GeV/c did not vanish, but this is expected since the TAA is only centrality
dependent and not pT-dependent.
For this representation, the RAA of Xe-Xe and Pb-Pb collisions are nearly identical
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curve for higher multiplicities dNch

dη
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as the high pT region.

as a function of multiplicity as shown in �gure 5.6. It can also be seen that now
the Xe-Xe and Pb-Pb data are on the same curve. For the low pT regime it can be
described by a linear function while for mid and high pT a second order polynomial
is required. For the mid and high pT regime the explanation is jet quenching which
scales with system size and therefore with multiplicity. The quenching suppresses
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Figure 5.4: Ratio of the RAA for matched multiplicity in each centrality bin.

the high momentum part at high multiplicities.

5.1.2 Impact of the pp reference

For further analysis on the ratio, also the pp reference is removed from the calculation
leaving just the comparison of the spectra

dNAA(pT )/dpT .

In principle this should enhance the di�erence since the two collision systems have
di�erent energies which the pp reference takes into account. However in reality it
gives an even better match in the low pT regime, with higher divergence in the high
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Figure 5.5: Ratio of R∗AA for Pb-Pb and Xe-Xe collisions at matched multiplicity.

pT regime. The bump at 2 - 4 GeV/c gets also enhanced. In �gure 5.7 the ratio
between the matched spectra in Pb-Pb and the Xe-Xe collisions are shown.

5.1.3 Impact of the particle composition correction

Since the particle composition correction plays a role in the pT range where the bump
is observed, the correction was further studied. The particle composition correction
is explained in detail in section 4.3.2. To show the impact of the particle compo-
sition correction the ratio of the spectra in Pb-Pb to Xe-Xe collisions is shown for
matched multiplicity in �gure 5.8. Leaving out the particle composition correction
does not decrease the bump but rather increases it for all multiplicity ranges. As
explained in section 4.3.2 the particle composition correction for Xe-Xe collisions is
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Figure 5.6: R∗AA as function of the multiplicity for Pb-Pb and Xe-Xe collisions in-
cluding matched multiplicity Pb-Pb collisions. The pT regions are chosen
such that the maximum and minimum of the RAA is considered as well
as the high pT region.

based on the data for Pb-Pb collisions for the same multiplicity. In principle, when
matching the multiplicity the correction should drop out. However this is not the
case. In �gure 5.8 it is visible that without particle composition correction the bump
gets enhanced rather than suppressed or vanished. This leaves to speculate that a
separate correction for the Xe-Xe values, which is not dependent on Pb-Pb results,
could further clarify the origin of the bump.
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matched multiplicities.
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Figure 5.8: Comparison of the pT spectra of Xe-Xe and Pb-Pb collisions at di�erent
matched multiplicities without particle composition correction.
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5.2 Comparison to CMS

CMS has also measured Xe-Xe collisions at
√
sNN = 5.44 TeV in 2017 [49] with 19

million MB events. The data obtained in this thesis is therefore now compared to
the CMS values. At �rst the systematic uncertainties are compared. Compared
to the values obtained in this thesis the systematic uncertainties are large. The
full systematic uncertainties of this thesis can be viewed in the appendix �gure A.1.
There it is visible, that the uncertainties never reaches over 5%, which is signi�cantly
better than the CMS uncertainties, which are larger then 5% throughout and reach
heights of over 17%. Also their normalization uncertainty is signi�cantly larger than
the one obtained in this thesis with a normalization of up to 26% for most peripheral
collisions.
CMS also measured the RAA of Xe-Xe collisions in 6 centrality regions. For this
CMS used an extrapolated pp reference spectrum which was extrapolated using a
MC driven approach. Here the ratio of a MC sample generated by PYTHIA at
5.02 Tev and 5.44 TeV was used to scale the measured pp reference spectrum to the
desired center of mass energy of 5.44 TeV. The RAA acquired in this thesis at the
ALICE experiment is compared to the ones published by CMS in �gure 5.9.
Here matching between the RAA from ALICE and CMS can be seen for high cen-
trality but a divergence fore peripheral collisions can still be seen. The data points
however are within margin of error to each other due to the large uncertainties from
the CMS data points for central to mid-central collisions. For peripheral collisions
the CMS data seems to get �atter then the corresponding ALICE data. It also
shows a greater energy loss then the ALICE data for these centrality bins. Their
data however corresponds better to their Pb-Pb data. It has to be noted however
that the data taking in CMS goes up to 100 GeV/c in pT which is larger then the
50 GeV/c limit of ALICE. Also are the high pT bins of ALICE in dominated with
systematical uncertainties.
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Figure 5.9: RAA comparison from ALICE to CMS data in 9 centrality bins. The
centrality bins from CMS are wider than the ones from ALICE. The
uncertainty of the CMS data points is the combined uncertainty of sta-
tistical, systematical and normalization uncertainties. CMS data taken
from [49].

5.3 Comparison to model calculations

Various models which describe the energy loss in the QGP exist. However neither
models can describe all aspects of particle production over the entire pT range and
rather try to describe certain aspects (e.g. hydrodynamics, jet quenching etc.) with
greater precision. This explains the variety of models. In this thesis, comparison
to the model from Djordjevic [50, 51, 52, 53], the CUJET [54, 55] model and a
linear Boltzmann transport (LBT) [56, 57] model are made. These models are base
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on the factorization theorem in perturbative Quantum Chromo Dynamics (pQCD)
calculations. The energy loss of fast partons is encoded in the fragmentation function
that is modi�ed due to the presence of a medium.
The Djordjevic model describes energy loss through pQCD for high pT particles
(pT > 10 GeV/c). For this purpose, it takes into account a �nite size medium a
�nite temperature �eld theory and a generalized HTL (Hard Thermal Loop) ap-
proach. It uses a state-of-the-art dynamical energy loss formalism, with a medium
that undergoes Bjorken expansion [58] or expands with a constant temperature. Ra-
diative and collisional energy losses of light and heavy �avor hadrons are taken into
account. The path length dependence is predicted between linear and quadratic.
The CUJET model is split into two components, a jet quenching model that includes
the suppression of quark and gluon degrees of freedom and the emergence of magnetic
monopoles and a framework calculating the dependence of correlations between soft
and hard azimuthal �ow on an event-by-event basis. It uses a semi-Quark-Gluon-
Monopole-Plasma model for studies on the con�nement in the vicinity of the critical
temperature Tc. The CUJET model also takes a perturbative HTL approach.
The LBT model is combining the kinetic description of a parton propagating the
QGP with the hydrodynamic description of the evolution of the medium. The LBT
uses pQCD calculations for elastic and inelastic collisions inside the medium where
it incorporates the energy of the jet, the medium temperature and �ow dependencies
of jet-medium interactions. It can also be used for jet transport in the medium and
and jet-induced medium excitations. It predicts a quadratic path length dependence
in case of a static medium.
The results of the models are compared to the experimental results in �gure 5.10.
The models describe the data only in the high pT region and only in central collisions
adequately. In semi-central and more peripheral collisions the models are below the
data points, this translates to a disagreement in the centrality dependence between
the models and the data. This behavior can also be seen in �gure 5.11 where the
RAA is plotted as function of the multiplicity. There one can see that the Djordjevic
model does not match peripheral collisions well and is only suitable for central
collisions. This is probably due to a wrong scaling with multiplicity for this model.
It assigns a higher energy loss than is measured in data. Therefore the models can
describe central high pT collisions rather well but do not describe the data at all for
peripheral collisions. In the mid pT range of 5 - 8 GeV/c data and models diverge
except in central Pb-Pb collisions. In the high pT range of 10 - 20 GeV/c data and
model are more in agreement to each other for multiplicities larger than 500. The
models however scale di�erently with the multiplicity in this region being lower than
data in the low multiplicity range and being higher than data in the high multiplicity
range.
To test for path length dependence in the QGP, Djordjevic et al. suggested a new
variable to be taken into account, that is supposedly more sensitive to the path
length dependence than the simple ratio of nuclear modi�cation factors. It was
derived from simple scaling arguments and assuming a similar temperature in both
collision systems.. This variable should take two di�erent heavy-ion colliding systems
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Figure 5.10: Comparison of the RAA of Xe-Xe to the theoretical model calculations
of Djordjevic, LBT and CUJET are shown. All comparisons are found
in the appendix A.6.

into account.

RXePb
L =

1− RXeXe

1− RPbPb

≈
(

AXe

APb

)b/3
. (5.3)

This formula is a simple expression and depends only on the medium size (mass
number of the nuclei AXe/APb) and the path length dependence (with b being the
exponent of the path length L). This simpli�cation of the complex problem of path
length dependence should hold true for central collisions and high pT regions. In-
serting the numbers for a linear ( b = 1 ) or quadratic ( b = 2 ) path length gives
values for RXePb

L of ≈ 0.85 and ≈ 0.73 respectively. Since the model from Djordjevic
is available for Xe-Xe and Pb-Pb collisions, its RXePb

L is compared to the data in
same centrality and matched multiplicity.
As shown in �gure 5.12, the model does describe the data points accurately for
central collisions. It can also be seen that for central collisions the match between
data and model is within uncertainties and predicting an almost linear path length
dependence in central collisions. As shown in the appendix A.8, the linear path
length dependence is matched up to a centrality of 20-30%. Afterwards, model and
data diverge drastically and do not match anymore. It has to be noted however,
that the model does not take into account the di�erent center of mass energies in
Pb-Pb and Xe-Xe collision of

√
sNN = 5.02 TeV and

√
sNN = 5.44 TeV respectively.

Even though the di�erence is only ≈ 10%, it has to be noted that the energy loss
has a cubic dependence on the temperature (∼ T3).
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momentum and higher multiplicity.
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Figure 5.12: Comparison of the RXePb
L in same centrality intervals for Pb-Pb and

Xe-Xe collisions to the model calculations of Djordjevic et al.. It can
be seen that the model describes the data best for central collisions.
Comparisons for all centralities can be found in the Appendix A.8.
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6 Conclusion and outlook

In this thesis, heavy-ion collisions measured by the ALICE detector at the LHC were
analyzed for Xe-Xe and Pb-Pb collisions at

√
sNN = 5.44 TeV and

√
sNN = 5.02 TeV

respectively. The transverse momentum distribution for charged particles was mea-
sured at a pseudorapidity of |η| < 0.8 and transverse momentum range of 0.15 <
pT < 50 GeV/c for nine centrality classes. The centrality classes in Pb-Pb colli-
sions were furthermore matched in multiplicity to those in Xe-Xe collisions. The
transverse momentum distributions were e�ciency and acceptance corrected using
Monte Carlo data samples. They were also corrected for their particle composi-
tion and their transverse momentum resolution. The systematic uncertainties were
determined using variations of the selection criteria as well as contributions com-
ing from the corrections and the material budget. The systematic uncertainties
dominate over the statistical uncertainties for pT < 20 GeV/c, than the statistical
uncertainties dominate. The uncertainties are below 10% for Pb-Pb collisions and
below 5% for Xe-Xe collisions. This data is the most precise data at the LHC so far
for charged hadron RAA in these collision systems.

An analysis of the nuclear modi�cation factor RAA with a comparison between the
two di�erent colliding systems at matched multiplicity was provided. The two RAA

were in excellent agreement for a multiplicity dNch

dη
of over 400. In the ratio of the

two RAA in central collisions, a deviation at 2 < pT < 4 GeV/c not larger than 10%
was observed. It might be attributed to the slightly di�erent energies of the two
colliding systems which are also approximately 10% apart or the di�erent overlap
of the nuclei due to the deformation of the xenon ion.

Comparing the RAA obtained for Xe-Xe collisions to the RAA obtained by the CMS
experiment at the same energies showed good agreement for central collisions. The
data however diverges for semi-central collisions with the ALICE results. This diver-
gence increases towards more peripheral collisions. Interestingly, while the ALICE
RAA values approach unity, the CMS data seems to stay constant.

The obtained results were then compared to model calculations which describe the
energy loss in the QGP through theoretical calculations for high pT particles. In
the comparison of the RAA the models describe central collisions well in the high
transverse momentum region (pT > 10 GeV/c) whereas peripheral and low transverse
momentum regions (pT < 10 GeV/c) were not matched between data and model. A
second variable the RXePb

L was introduced which can compare two di�erent colliding
systems and could hint to a path length dependence regarding this value. This
variable shows when applied to data a linear path length dependence in central to
mid-central collisions. This contradicts the L2 dependence from simple arguments
made in [42]. However the same as for the RAA can be said, with the model describing
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the high transverse momentum region (pT > 10 GeV/c) well and the peripheral and
low transverse momentum regions (pT < 10 GeV/c) badly. This variable also does
not take into account the slightly di�erent collision energies of the two colliding
systems and comparing them for matched multiplicity data of Xe-Xe and Pb-Pb
collisions shows no match at all.
For further analysis on the nuclear modi�cation factor in di�erent heavy-ion colli-
sions a run with 16O is considered after LS2 (long shutdown 2 of the LHC). This
could lead to further insight on the path length dependence and the scaling of the
QGP properties with system size. Further analysis on this speci�c data should use
a new particle composition correction based on Xe-Xe data and their particle abun-
dances as well as an experimentally obtained pp reference. These would minimize
cross correlations between the two colliding systems. In 2018, a large data set of
∼ 100 million central Pb-Pb collisions was recorded at ALICE. This enables ALICE
to measure RAA up to 100 GeV with good statistical and systematic precision.
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Figure A.1: Systematic uncertainties for Xe-Xe collisions for all centrality classes.
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Figure A.2: Systematic uncertainties for Pb-Pb collisions for all centrality classes.
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Figure A.3: Systematic uncertainties for Pb-Pb collisions for matched centrality
classes.
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Figure A.4: Systematic uncertainties for track selection in Xe-Xe collisions for all
centrality classes.
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Figure A.5: Systematic uncertainties for the track selection in Pb-Pb collisions for
matched centrality classes.
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Figure A.6: Comparison of RAA between the Djordjevic model and experimental
data in Xe-Xe collisions.
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Figure A.7: Comparison of RAA between the Djordjevic model and experimental
data in Pb-Pb collisions.
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Figure A.8: Comparison of RXePb
L between the Djordjevic model and experimental

data in Xe-Xe and Pb-Pb collisions at the same centrality.
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