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Implementation of the ALICE TRD TRAP chip into AliRoot

The trigger functionality of the Tracklet Processing (TRAP) chip, which is integrated into
the Transition Radiation Detector of the heavy ion experiment ALICE at LHC (CERN),
has been implemented into the object orientated detector simulation framework AliRoot.

The trigger calculates a linear fit (tracklet) to the section of a particle track in each layer
of the detector. This segmentation allows for a fast parallel reconstruction of the track by
the integrated electronics.

The implemented TRAP chip simulator is a detailed model of the real TRAP chip,
respecting precisely the data formats as well as the applied algorithms. The reconstruction
capability of the tracklet simulator has been successfully tested by exploiting the Monte
Carlo information, which is available in AliRoot.

Within this diploma thesis, the signal path from its creation in the detector to analog
and digital processing by the electronics is described. Based on that, the tracklet algorithm
is presented and a selection of performance results is discussed. Finally, possible solutions
to some issues, concerning the implementation of an electron-pion separation mechanism
on TRAP basis, are presented.

Detailgetreue AliRoot-Implementierung des ALICE TRD TRAP-Chips

Im Rahmen der Diplomarbeit wurde die Trigger-Funktionalität des Tracklet Process-
ing (TRAP) Chips in die objektorientierte Simulationsumgebung des ALICE-Detektors,
AliRoot, eingebunden.

Der Trigger nähert den Ausschnitt einer Teilchenspur innerhalb einer Detektorebene
durch einen linearen Fit an, welcher "tracklet" genannt wird. Die Aufteilung der Berech-
nung auf insgesamt sechs Detektorebenen erlaubt eine schnelle parallele Rekonstruktion
der Teilchenspur durch die direkt am Detektor angebrachte Elektronik.

Der implementierte TRAP Chip Simulator ist eine detailgetreue Umsetzung des wirk-
lichen TRAP Chips, wobei insbesondere auf eine genaue Einhaltung der Datenformate
sowie des in der Hardware verwendeten Algorithmus Wert gelegt wurde. Die Fähigkeit
des TRAP-Simulators, anhand der tracklets Ausschnitte der Teilchenspur zu rekonstru-
ieren, wurde mit Hilfe der in AliRoot zur Verfügung stehenden Monte Carlo Informationen
erfolgreich nachgewiesen.

In dieser Diplomarbeit wird der Signalweg von der Entstehung im Detektor bis zur analo-
gen und digitalen elektronischen Verarbeitung dargestellt. Auf dieser Grundlage aufbauend
wird der zur Berechnung der tracklets verwendete Algorithmus vorgestellt. Eine Auswahl
der Ergebnisse, die durch Vergleich der tracklets mit Monte Carlo Informationen zustande
kamen, wird diskutiert. Schließlich werden Lösungsvorschläge zu einigen Problemen präsen-
tiert, welche bei der Implementierung einer Elektron-Wahrscheinlichkeit auf TRAP Basis
auftreten können.
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1 Physics Overview

In this chapter a short overview of the physics, that will be investigated by the ALICE
experiment, shall be given.

A comprehensive introduction into particle physics is published in [PRSZ04]. Particle
properties are summarized in [PDG02]. An overview over the current situation concerning
the phase diagram of strongly interacting matter can be found in [BMW07]. In [Kra06],
an introduction to the QGP and its messengers is given. [ALI04] provides the theoretical
background to ALICE physics. Some issues concerning electrodynamic plasmas (e.g. the
Debye length) are discussed in [Hun04]. After an introduction, [Y+05] deals with advanced
topics concerning the Quark Gluon Plasma.

1.1 The Standard Model

With the increasing accessible energy-range in collider experiments also the number of
found particles and resonances increased. However, in the framework of the Standard
Model all directly observable matter is built up by a limited number of elementary par-
ticles. The interactions between these particles are mediated by exchange bosons. Up to
now the Standard Model has proved very successful in explaining and predicting experi-
mental observations and results. One distinguishes between two particle species, bosons
and fermions. Leptons and quarks are elementary spin 1/2 fermions. Baryons which consist
of three quarks are also fermions whereas mesons (built by two quarks) are bosons. The
mediators of the interactions are bosons.

Table 1.1: The elementary particles

particle family particles charge (Q/|e|) color charge

leptons νe νµ ντ 0 -
e µ τ −1 -

quarks u c t +2/3 r,g,b
d s d −1/3 r,g,b

In table 1.1 the three generations of leptons and quarks are shown along with their
electric- and color-charge. There are four known elementary forces and to each type of
interaction belongs a special type of charge. The exchange bosons of an interaction can
only couple to particles carrying the corresponding type of charge. The electromagnetic
force, whose mediator is the photon, acts only between particles carrying electric charge.
Since the photon is massless, its lifetime is not restricted by the uncertainty principle and
the range of the electromagnetic interaction is infinite. The same is true for the range of
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1 Physics Overview

the gravitational force. Therefore these two forces are experienced on macroscopic scales,
although the coupling of the gravitation is very weak. In contrast, because of the large
mass of the mediators of the electroweak interactions, W± and Z0, these virtual exchange
bosons can only exist for a very short time due to the uncertainty principle:

∆E ·∆t ≤ ~/2 (1.1)

Hence, the range of the electroweak interaction is limited to very short distances (table
1.2).

Table 1.2: The four forces and their mediators

interaction particles
affected

exchange
bosons

mass
(GeV/c2)

range
(m)

relative
strength

gravitation all graviton 0 ∞ 5 · 10−40

weak quarks, leptons W±, Z0 ≈ 102 10−18 1.2 · 10−5

electromag-
netic

electrically
charged

γ 0 ∞ 1
137

strong quarks, gluons eight colored
gluons

0 10−18 ≤ 1

1.1.1 Strong Interactions

The strong interaction is responsible for the binding of protons and neutrons into nuclei
and also for forming hadrons out of quarks and gluons. It is described by Quantum Chro-
modynamics (QCD), a relativistic, non Abelian quantum field theory in which massive
fermionic matter fields (quarks) interact with massless, pointlike bosonic gauge fields (glu-
ons), realized in SU(3). Currently six quark flavors are known. Quarks carry color-charge
(red, green, blue) additionally to fractional electric charge and spin. Yet, if a hadron is
formed, color neutrality (white) must be ensured. Also the exchange bosons, the gluons,
are colored, carrying one out of eight possible color combinations, e.g.:

rḡ, rb̄, gb̄, gr̄, br̄, bḡ,

√
1

2
(rr̄ − gḡ),

√
1

6
(rr̄ + gḡ − 2bb̄).

This leads to a peculiarity: In contrast to the exchange bosons of the other interactions,
gluons can self-interact. Therefore the four elementary interaction vertices of QCD (figure
1.1) incorporate gluon self coupling (gluon-splitting into two gluons, gluon-gluon-scattering)
besides the gluon radiation by a quark and the gluon-splitting into a qq̄-pair. As a conse-
quence, despite m = 0, the range of the strong interaction is finite. When trying to separate
a quark-antiquark pair (qq̄-pair ), a gluon-field with increasing energy content would evolve,
leading to the formation of new qq̄-pairs from the vacuum (once the field energy is large
enough) in a way, that in total color-neutrality is conserved. Thus free quarks have never
been observed, color charges are alway confined within hadrons. For the description of the
potential between a qq̄-pair one can use (figure 1.2)

V (r) = −4

3
· αs(r)

r
+ kr (1.2)

2



1.1 The Standard Model

Figure 1.1: The four elementary QCD vertices: (a): gluon radiation off a quark, (b) splitting
of a gluon into a qq̄-pair , (c) and (d): self-couplings of the gluons. Color charge
must be conserved at the vertices, which is symbolized in (a).

where r is the distance between two quarks, k the string tension of the gluon field and αs

the strong coupling constant (which in fact is no constant, see below). The potential is
a superposition of a Coulomb-like term and a linear increase, which is responsible for the
confinement of quarks into color-neutral objects.

Figure 1.2: The quark anti-quark potential [Kra06]

The color-neutrality manifests itself in always binding quarks into a baryon or a meson.
Baryons consist of three quarks or anti quarks of three different colors such that in sum it is
color neutral (r+g+b = white). In mesons color-neutrality is achieved by putting together
a colored quark and its anti quark with opposite (anti-)color. An example for baryons in
ground state are protons and neutrons. It is also possible to excite baryons. Due to the
large energy needed for excitation those resonances are usually treated as independent
particles.

The maximum possible spatial extent that still can be resolved, decreases with increasing

3



1 Physics Overview

momentum transfer Q. Analogously, the resolution of an usual microscope is physically
limited by the wavelength of the used light. To be able to see smaller structures, the
wavelength has to be decreased (e.g. the de Broglie wavelength of particles can be used).
Decrease of wavelength means increase of energy. In high energy physics it was possible
to penetrate into matter deeper and deeper by increasing the energy of the probe. Once
the energy becomes comparable to the binding energy of a subatomic structure, it can
break apart and can be detected by measuring inelastic cross sections. Like that the size
of the observed particles shrunk with increasing energy. One now observes that the strong
coupling constant αs, which determines the strength of the coupling of a gluon to a quark
and thus the strength of the strong interaction, depends on the momentum transfer Q and
thus on the spatial resolution. In leading order the running of αs with Q2 can be described
by (figure 1.3)

αs(Q
2) =

12π

(32− 2Nf ) ln (Q2/ΛQCD)
, Q2 � ΛQCD (1.3)

with ΛQCD ≈ 200MeV being the fundamental QCD scale parameter and Nf the number
of active quarks flavors. Since virtual heavy qq̄-pairs have a very short lifetime due to
the uncertainty principle, the distance they can gain is very short and thus they are only
resolvable at large values of Q. At low Q they do not affect interactions and thus do not
count into αs. So Nf (Q) = 3..6.

Figure 1.3: Running of the QCD coupling constant with momentum transfer Q [BMW07]

For large Q2 the coupling constant becomes very small, which implies that for short
distances quarks can almost be considered free (asymptotic freedom) since the interaction
between them becomes very small. For lower Q2 and larger distances however, αs grows
and the interaction becomes stronger. This is also expressed by the form of the qq̄ potential,
dominated at large distances by a linear increase.

4



1.1 The Standard Model

In a simple picture one can ’explain’ the running of αs by thinking of a color charge
sitting in the origin. As a quark can irradiate and absorb gluons (according to the QCD
interaction vertices), which in turn can split into qq̄-pairs or into other gluons, this dilutes
the charge spatially. At increasing Q2, one resolves shrinking distances and zooms through
a non-focused cloud of gluons toward the quark in the origin. Hence, the single gluon
irradiations and absorptions become detectable. This means, that only in a short fraction
of time the quark is seen with its original color. If the frequency of charge changes is
larger than the time resolution, the quark effectively appears color neutral. Decreasing
Q2 means, that due to the worsening resolution not every single quark-gluon interaction
is visible any more. Coarsely spoken, the observed charge is an average over the focused
volume. Therefore also the fluctuation of the observed charge with time decreases and
its effective value increases. Hence, by lowering Q2 an increasing fraction of the incident
charge of the quark in the origin is detected. Thus, the QCD vacuum is also called an
anti-screening medium.

In QED on the other hand, a bare charge will be screened by virtual polarized e+e−-
pairs, occurring from the splitting of virtual photons, radiated from the bare charge in the
origin. Hence, the fact that photons do not carry charge yields, that the effective charge
and field strength decrease with decreasing Q (looking at the charge from further away).
In this sense, the QED vacuum is a screening medium. The running of the fine structure
constant α is opposite to αs and much less pronounced.

By this picture also scaling violation in QCD can be explained qualitatively. If Q in-
creases, also the number of resolved partons of a hadron increases and the hadron mo-
mentum is distributed to more partons (making the momentum fraction of an individual
parton decrease). Investigating the valence quark distribution function q(x,Q2) (measure
for the probability to find a quark) at different portions of the particle momentum x for
momentum transfers Q0 and Q > Q0, the following observation becomes qualitatively
understandable: At low x, q(x,Q2) becomes larger than q(x,Q2

0) and smaller at large x,
q(x,Q2) < q(x,Q2

0). Thus for low x, q(x,Q2) will increase with Q2 whereas a decrease
occurs at larger momentum fractions x.

Alike in the electromagnetic regime, also strongly interacting matter can appear in dif-
ferent phases. The thermodynamical state in which quarks are bound into hadrons is only
one of many possible phases. Another one is the Quark Gluon Plasma which is of particular
interest in heavy ion physics, as the creation of this state of matter lies within experimental
prospects.

1.1.2 The Quark Gluon Plasma and the QCD Phase Diagram

Under extreme conditions strongly interacting matter can undergo a transition from the
hadronic state to a deconfined plasma state. Graphically spoken, the distance between
quarks becomes very small such that quarks only feel the short-ranging Coulomb part of
the strong potential, whereas the long-ranging part is screened. It is supposed that the
early universe at around 10µs after the big bang underwent a phase transition from a QGP
to hadronic matter state at small chemical potential.

In the following, all quantities will be given in units with c = ~ = 1. A model to
describe the plasma transition, accounting for confinement, is the Bag Model. There it is
assumed that the QCD vacuum is a perfect paramagnet (µc

0 = ∞, εc0 = 0, c symbolizes that

5



1 Physics Overview

color-electric charges are regarded). 1 A hadron emerges by cutting a small bag out of
the vacuum and by filling it with three quarks for baryons and with a qq̄-pair for mesons.
All the color fields are confined within this hadron. Inside the bag the strong interaction
between the quarks is assumed to be only weak (the quarks are separated by small distances
only) and εc0 = µc

0 = 1. Like that, the bag model divides space into the two extreme regions
of very weak interaction (inside bag, αs ≈ 0, perturbation theory applicable) and strong
interaction (non perturbative vacuum with large αs). There are then two ways to obtain a
QGP:

• The first is by heating (hot plasma, figure 1.4). If the temperature of a box in the
vacuum is raised, thermal creation of light hadrons (pions) becomes considerable,
once the energy for producing the according bag is provided. The bags of those
hadrons finally overlap with each other and with the bags of the original hadrons.
A network of cones is built which, beyond some critical temperature TC ≈ 150 to
190MeV , fills the entire volume and the quarks, antiquarks and gluons can (almost)
freely move about inside these zones as the interaction is small (the vacuum is filled
out by the bags which superimpose their properties: εc0 = µc

0 = 1). Their mean free
path becomes much larger than the size of a hadron and thus the association of a
quark to a hadron is no longer possible. Due to confinement at T < TC a rather
sharp transition to the QGP is expected. The feature of a QGP obtained in this way
is, that the number of quarks would approximately equal the number of anti-quarks,
Nq ≈ Nq̄. Hence most of the particles are mesons, the net baryon density is small.
As the temperature is large, αs is small and some properties could be calculated by
perturbative methods.

It is assumed that matter of the early universe (after ≈ 10µs after the big bang) was
in such a hot QGP state for a short while, before expansion and cooling lead to a
transition to hadronic matter.

• The other way is to compress matter adiabatically (one may think of matter in a
cylinder with a piston. The volume is compressed fast, so that no heat exchange
can take place) until the nucleons overlap from a critical number density nc on (cold
plasma, figure 1.5). Models predict that the density of such a cold QGP exceeds

1In QED, a photon can create virtual e+e− pairs which partially screen a charged particle. This way
the vacuum reduces an incident electric field, meaning ε0 > 1. Since ε0 · µ0 = 1 (Lorentz invariance)
ε0 > 1 leads to µ0 < 1, thus the QED vacuum is diamagnetic. Note the form of the Coulomb force:
F ∝ 1

ε0

QQ′

r2 . If ε0 > 1, the vacuum reduces the action of the charges. The reaction of the vacuum to a
magnetic excitation H is described by B ∝ µ0H. The action of H is reduced, if µ0 < 1.

In QCD however, instead of screening a color charge by qq̄-pairs (which would lead to a diamagnetic
vacuum reaction) gluons can self-interact due to their color charge and lead to an effective anti-screening.
This causes a magnetization of the vacuum which wins over the diamagnetic screening part, such
that µc

0 > 1 and εc
0 < 1. The color electric field is thus enhanced as a reaction to a color charge,

which was already mentioned when explaining the running of αs. This anti-screening property of the
QCD vacuum makes it a paramagnetic medium. (The paramagnetism of an electron gas can serve
as a comparison: The diamagnetic contribution evolves from electrons circling around the kernel and
producing a current, such that the associated magnetic field counteracts a possible external field. The
paramagnetic contribution coming from spin alignment under the external action, just overwhelms the
diamagnetic effect). For large Q2 and vanishing distances, the incident color charge is not screened,
thus εc

0 ↑ 1, µc
0 ↓ 1 for r → 0 or, equivalently, αs(Q2) → 0 for Q2 →∞(meaning no interaction).
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1.1 The Standard Model

Figure 1.4: QGP by heating [Kra06]

the density in a nuclei of normal nuclear matter by a factor 10. In this way, a cold
degenerate QGP is created with a high net baryon density, Nq � Nq̄. However such
a QGP at low temperatures will not be achievable in experiments but it is assumed
that in the core of neutron stars matter could be in this state. Experiments might
realize a transition to a QGP at intermediate temperatures and high baryon density.

Figure 1.5: QGP by compression [Kra06]

If the quark hadron transition is a thermodynamical state transition of first order (as
predicted by the Bag Model), the phase boundary can be obtained by requiring the pressure
of the QGP state being equal to the pressure of the hadronic state at the boundary and
for given T or µ.2. Theoretical predictions of the phase diagram together with the way of
the early universe are shown in figure 1.6.

Chiral Symmetry Breaking

In strong interactions, chiral symmetry is spontaneously broken in the QCD vacuum, re-
sulting from the increase of αs at low momenta Q (chiral symmetry conservation is a feature
of weak interactions and is only exact for massless particles moving with velocity of light).
When observing a hadron at low momentum Q, the interaction among its constituents is
strong, leading to a strong gluon field and hence many virtual qq̄-pairs. The vacuum expec-
tation value 〈qq̄〉 becomes non vanishing and the mass of this condensate (the sea quarks)
will increase the observed mass of the constituent quarks at this Q (the mass of the virtual
qq̄-pairs is added to the Higgs masses of the valence quarks. See figure 1.7). As chiral
symmetry is exact only in case of massless particles (thus for bare up and down quarks
it is already quite well satisfied), this means that decreasing Q2 (increasing αs) leads to

2The chemical potential is used rather than the particle number density since the density is not conserved
in relativistic systems. In order to obtain thermodynamical quantities the grand-canonical partition
function has to be calculated.
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1 Physics Overview

Figure 1.6: The phase diagram as predicted by lattice QCD and the bag model. The full
dots are experimental data from chemical freeze-out (see 1.2.2) [BMW07]

Figure 1.7: The fraction of the quark masses made up by the Higgs-mechanism (dark grey)
and by dynamical mass generation (light grey) [BMW07]

8



1.1 The Standard Model

stronger violation of chiral symmetry. In a case, where chiral symmetry is perfectly fulfilled,
left-handed and right-handed particles cannot interact.

The bag-model violates chiral symmetry since quarks with low mass may flip their helicity
at the boundary. In vacuum, due to its anti-screening property, their dynamical quark
masses are enhanced (non vanishing 〈qq̄〉) and chiral symmetry is broken. Thus one cannot
speak of left-handed or right-handed quarks anymore. All the quarks may interact with
each other. Inside the bag however, where no interactions and no residual quark condensate
qq̄ is assumed, chiral symmetry becomes almost exact for the light quarks, i.e. their spin
is aligned parallel or anti-parallel to their momentum direction.

The chiral symmetry breaking can thus be connected to the condensation of qq̄-pairs .
In the vacuum, < qq̄ >6= 0 (usually the quark condensate of the vacuum is referred to as
virtual sea-quarks which only contribute to mass but not to effective quantum numbers).

In the theory of superconductivity, where electrons can pair despite the Coulomb repul-
sion through the interaction with lattice phonons, as a consequence an energy gap for the
excitation of a Cooper pair (and thus their break-up) occurs. Also in the case of condensed
qq̄-pairs , an energy gap should emerge. This energy gap can be interpreted as giving
dynamical mass to quarks. In this way the large mass of a nucleon (≈ 1GeV ) can be
explained, although the bare masses of the light u and d quarks are below 10MeV , if one
considers the nucleon to be an excited vacuum state.

However, then the questions arises why the mass of the pion is only below 140MeV . This
is explained by a comparison with a collective phenomenon in condensed matter physics,
also emerging from spontaneous symmetry breaking. There it is known that spin waves
occur with infinite wavelength which are due to the simultaneous rotation of all spins.
This excitation does not cost energy. Similarly, because of spontaneous chiral symmetry
breaking, massless excitations of the vacuum should exist, the Goldstone modes. It is
supposed that the lightest meson, the pion, is a realization of such a Goldstone mode.
Correspondingly, light quarks and gluons can be seen as the massless excitations of a QGP.

The link to the phase diagram is provided by the prediction, that with increasing T
and µ chiral symmetry for light quarks becomes restored. That means, that the vacuum
expectation value < qq̄ > of virtual qq̄-pairs vanishes at some critical temperature TC and
quarks thus lose their dynamical mass. Therefore also the mass of vector mesons should
decrease, which might be observable by reconstructing the invariant mass of their leptonic
decay products.

As can be seen from the predicted development of the condensate ratio with chemical
potential and temperature (figure 1.8), the transition is smooth along T but for lower T
discontinuous along µ. This first order transition line finally ends in a critical endpoint
(CEP) where the transition is of second order and might be continued toward lower µ by a
line indicating a smooth crossover rather than an abrupt transition. The critical temper-
ature TC cannot be calculated from perturbative methods because αs ≈ 1 in this regime.
The dependence of the energy density from temperature has instead been obtained from
lattice QCD (figure 1.9 shows some results). There, space-time is discretized, quarks are set
to the lattice points and gluons to the links between these points. These calculations from
first principles (limited in accuracy by the coarseness of the lattice), performed at vanishing
chemical potential µ, yield a critical temperature in the range TC ≈ 150− 190MeV , where
the reduced energy density ε/T 4 experiences a rapid variation corresponding to the quick
transition from the hadronic state to the QGP. However at µ ≈ 0 this transition might be

9



1 Physics Overview

Figure 1.8: The condensate ratio 〈qq̄〉T,µ/〈qq̄〉 as function of temperature and chemical po-
tential. Prediction of the NJL (Nambu and Jona-Lasinio) model, a relativistic
field theory for interacting point-like nucleons of vanishing mass [BMW07]

a rapid crossover taking place in a narrow temperature interval, rather than a first order
transition, resulting in a smooth dependence of the energy density on T. In a crossover,
the order parameter of the transition (e.q. the chiral condensate < qq̄ >) changes fast
but smoothly. With the LHC, where in the fireball the chemical potential µ is small, one
will presumably observe a crossover. The energy density at TC of around 700MeV/fm3

is around five times higher than the energy density inside heavy nuclei (≈ 160MeV/fm3).
Finally also the chiral condensate < qq̄ > vanishes rapidly at TC , thus the critical temper-
atures of chiral symmetry restoration and plasma transition might correspond.

Figure 1.9: The energy density dependence on temperature, obtained by lattice QCD cal-
culations. The results correspond to different numbers of involved light quarks
(2 flavor and 3 flavor) and a case, where two light quarks and a third, heavier
strange quark are involved ("2+1-flavor") [BMW07]
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1.2 Heavy Ion Collisions

1.2 Heavy Ion Collisions

At the Large Hadron Collider (LHC) at CERN (Geneva), runs with colliding protons as
well as runs with Pb-Pb collisions will be performed. This section gives an overview of
quantities and conditions in heavy ion collisions.

1.2.1 Basic Quantities and Features

In order to calculate the momentum that an accelerated particle obtains inside a circular
beam line, the centripetal force has to be equal to the Lorentz force d~p

dt
= e~v × ~B (where

c = 1 and v is given as a fraction of c):

FC = FL ⇒ m
v2

r
= evB (1.4)

where m is the relativistic mass of the accelerated proton (m = γmp), e the elementary
charge, r the radius of the beam line and B the magnetic field. In case of accelerated nuclei,
the mass has to be multiplied by the number of nucleons A (assuming mn ≈ mp) and the
charge by the number of protons Z:

mA
v2

r
= eZvB ⇒ p =

Z

A
eBr. (1.5)

Since many particles are collimated to bunches, which are accelerated and collided at
different interaction points, another important quantity is the Luminosity. It is defined as

L =
Na ·Nb · j · ν

A
(1.6)

where Na, Nb are the number of particles in the colliding bunches, respectively, j is the
number of colliding bunches, ν the revolution frequency and A the interaction area, which
can be written as A = 4πσxσy, if the particles of a bunch are distributed in Gaussian shape
along the x and y direction, perpendicular to the tangent to the beam (z-direction). The
cross section σ is a measure for the probability of a collision between two particles. The
number of interesting signals per unit time is then given by the product of the luminosity
with the cross section σ of the signal at the collision energy:

N = L · σ. (1.7)

The cross section for an interaction is given by σ = A, hence N = L · A gives the collision
rate.

At LHC, a center of mass energy of
√
sNN = 14TeV will be reached for colliding protons

(A = Z = 1) and
√
sNN = 5.52TeV per colliding nucleon pair at PbPb-run. Also large

luminosities will be reached. For pp the luminosity is intended to be of the order of
L ≈ 1034cm−2s−1 and L ≈ 1027cm−2s−1 in case of PbPb.

The energy density at the interaction point is influenced by a number of quantities. When
bunches are crossing each other (figure 1.10), the longitudinal momenta of the particles are
partly transferred to transversal momenta, leading to nuclear stopping. In case of low
collision energies (

√
sNN � 100GeV ), the particles are efficiently stopped and high baryon
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1 Physics Overview

densities are reached at midrapidity, however at moderate temperatures. If the collision
energies become larger, the bunches are Lorentz contracted (become narrower in z, pan cake
shape) and tend to penetrate each other, leaving an area of low baryon density and high
temperatures around midrapidity. Both cases could in principle lead to the formation of a
QGP, by crossing the phase transition line at different points (high temperature and lower
chemical potential or high chemical potential and lower temperature). As a measure for

before
collision

after
collision

small collision energy large collision energy

Figure 1.10: Collisions of Lorentz contracted nuclei at different collision energies. Regions
of low baryon densities after the collision are signaled in orange, large densities
in red.

the energy density at the collision point, the produced transversal energy Et as a function
of rapidity y could serve. A spatially sensitive calorimeter placed around the beam line at
some radius would provide an estimate for Et.

Another quantity influencing the energy density, is the impact parameter of the collision
(figure 1.11). Here, one distinguishes between central collisions with the impact parameter
being approximately 0, b ≈ 0, and peripheral collisions for which 0 < b < 2R holds, with
R being the radius of a nucleus. In case of b > 2R (ultra peripheral collisions), the nuclei
can only interact electromagnetically. At high beam energies one can further discriminate
between participators and spectators. Participators are nucleons which hit other nucleons
during the collision, whereas spectators continue flying in beam direction almost unbiased,
due to their large momenta (de Broglie wave-length is very small, wave-like nature of the
nucleons can be neglected). The number of spectators is not measured at LHC, however
the remaining number of participants influences the event multiplicity, which in turn can
be used as measure for the centrality of the collision.

12



1.2 Heavy Ion Collisions

Figure 1.11: Impact parameter of collisions. a) ultra peripheral, b) peripheral and c) central
collisions. R denotes the radius of the large axis of the Lorentz contracted,
ellipse-like shape of the nuclei [Kra06]

1.2.2 Fireball and Probes for Medium Modifications

Once equilibrium3 has set in after a collision (happening very rapidly), a hot and dense
fireball is formed. In case of peripheral collisions, the collision zone is geometrically very
anisotropic, resulting in large pressure gradients inside the fireball, which lead to the for-
mation of flows of the quark gluon matter. Hydrodynamically, these can best be described
by a liquid model with negligible shear viscosity (ideal fluid, if the constituent particles
interact strongly enough). Finally, due to expansion, the fireball cools down, such that at
first chemical freeze out is reached, where the particle composition, evolving with inelastic
scattering, does not change any more. At still lower temperatures also the phase space
distributions remain unchanged since elastic scattering events become rare. This is called
thermal freeze out. The fireball finally falls apart into many hadrons. Jets4, dileptons
and photons carry important information about the history of the fireball and the initial
conditions. Thus, these particles can also serve as messengers of a possible QGP created
in the fireball medium.

Because of the high density inside the fireball, quarks and gluons with large momenta
cannot leave the area without being subject to strong rescattering, e.g. through elastic
parton parton collisions and gluon radiation. At the stage of hadronization (cooling of the
fireball), this leads to a strong suppression of hadrons with large transverse momenta as
compared to the number of such hadrons, that would be expected from scaling the number
of binary collisions in nucleon nucleon runs to that in heavy ion runs. As a measure for the
suppression, one can investigate the behavior of the nuclear suppression factor

RAA =
dNAA

dNpp · 〈Ncoll〉
(1.8)

as a function of pt, centrality or Ncoll (figure 1.12). Here Ncoll means the number of binary
collisions, that are expected from scaling the number of collisions in a pp event (with
Npart = 2) up to the heavy ion case (where Npart depends on the centrality of the collision).
NAA and Npp are the number of interesting events (e.g. number or rate of J/Ψ) in heavy

3Only in an equilibrium state temperature is defined.
4A jet is built during the hadronization of very energetic partons (quarks, gluons). A jet consists of a

number of hadrons, that are collimated spatially (spray of collimated hadrons).

13



1 Physics Overview

ion collisions and in pp collisions, respectively. If N counts the number of direct photons
created in a collision, which are not subject to strong interaction and thus to the effects
of a denser medium, their number NAA should simply scale with the number of collisions
Ncoll, resulting in RAA ≈ 1.

Figure 1.12: Results from PHENIX for the dependence of the nuclear modification factor
of the number of participants. Shown are results for gold gold collisions at
rapidities y=0 (open squares) and y=1.7 (filled squares) [Kra06]

Also the modification of the jet-structure with changing centrality of the collision can give
insight into changes of the fireball medium. When investigating the angle distribution of
jet particles with momenta pt beyond some threshold (angle relative to the leading particle
with the largest pt), one finds two maxima: one at 0◦ (near-side jet) and one at 180◦ (away-
side jet). If the centrality of the collisions is increased, also the density of the fireball and
thus the impact of the medium on the jet partons traversing it after their hard scattering,
increases. This influences the hadronization of the partons to the observed jet particles,
resulting in a suppression of the away-side maximum and a modification of its shape.

Increasing the collision rate also opens new decay channels for hadrons, resulting in
larger widths. This can be probed by the leptonic decay of those hadrons, because leptons
and especially photons have a relatively large mean free path, even in very hot and dense
fireballs (they are not subject to strong interaction. For photons the mean free path is of the
order of 103fm, which largely exceeds the size of the fireball). In this way, leptonic signals
carry information about the state of the fireball before chemical freeze out. Calculation of
the production rates yields, that for the abundance of di-leptons predominantly the pion
annihilation channel

π+π− → ρ→ e+e− (1.9)

is responsible in case of a hadronic phase, and quark annihilation

qq̄ → e+e− (1.10)
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in a plasma phase. Comparisons of di-lepton data from central nucleus nucleus collisions
with data from peripheral collisions (resembling rather nucleon nucleon collisions due to the
smaller number of participants) or with the expectations from the electromagnetic decay of
hadrons at chemical freeze-out, yield a strong enhancement of the di-lepton rates in nucleus
nucleus collisions. This points toward an increased decay width of the ρ-meson in the dense
fireball [BMW07].

1.2.3 Quarkonia and Deconfinement

Quarkonia are bound states of heavy qq̄-pairs , e.g. cc̄ or bb̄, whose masses are primarily
made up of the electro-weak Higgs-masses (the portions added by the 〈qq̄〉 condensate can
be neglected). That’s why the mass of the hadron (the quarkonium) is given by the sum
of the bare-masses of its constituent quarks. As in the e−e+-system, the quarkonia can be
excited to different energy states. Due to its large mass, the lifetime of a t-quark is very
short. Thus the condensation of tt̄ quarkonia is not observed.

Maybe the J/Ψ meson is the most prominent quarkonia-system. It consists of a cc̄-pair
in the ground state and has the same spin and parity as the photon JP = 1−. Its lifetime
τ is uncommonly high, as the favorite strong decay-channel to a DD̄-pair (|D〉 = |cū〉) is
energetically impossible, since 2mD > 2mJ/Ψ (the necessary light qq̄-pairs would have to
be created from the excitation energy of the quarkonia) and the annihilation of the cc̄-pair
is suppressed due to the branch rule (annihilation requires the exchange of three gluons in
strong decays due to color neutrality and parity conservation, or the creation of leptons or
hadrons through an electromagnetic decay, which is suppressed due to the low e.m. coupling
constant α). Because in the strong decay channel three gluons have to be produced (decay-
probability ∼ α3

s), the J/Ψ decays in about 30% of the cases electromagnetically into a
lepton-pair through a virtual photon.

At first glance one might assume that in a QGP with high particle densities quarkonia
should be destroyed or even be prevented from being formed because color-charges are
screened effectively by the freely movable partons (Debye screening). Because of their large
mass (slow motion, velocity considerably smaller than the speed of light), the energy levels
of quarkonia can be calculated in the non-relativistic limit, using the Schrödinger-equation.
Using the potential for the color field,

V (r) = k · r − κ

r
(1.11)

one finds for the mean distance between the two quarks of the meson,

〈ri〉 =

∫
drrΨi(r)∫
drΨi(r)

(1.12)

(i denotes the state with energy Ei and wave function Ψi), a value much larger than the
Debye length λD. In an electromagnetic plasma, the Debye length is given as λD,e.m. =√

2ε0kBTF

3nee2 , where ne is the electron number density and TF the Fermi temperature of the
material. The effective color potential (resulting from screening) in a dense plasma

Veff ∼ −e
−r/λD

r
, (1.13)
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is supposed to have the same structure as in an electromagnetic plasma. The range of the
color charges is significantly reduced as compared to a Coulomb like potential. In case of
a QGP, additionally the long ranging linear part of the qq̄ potential, which is responsible
for confinement, is omitted. The surrounding of the heavy quarks with light quarks, in
case λD < 〈ri〉, should then prevent the recombination of quarkonia to a large extent.
The suppression of quarkonia therefore was originally considered a possible signal for QGP
formation. However the experimental data, suggesting suppression of J/Ψ, can also be
explained by normal absorption of cc̄ in the dense nuclear medium or by a break-up due to
energetic hadrons produced during the collision.

Statistical models now predict even an enhancement of the J/Ψ yield at LHC energies, as
there will be many more heavy quarks created (order of 100) in one collision event than in
former experiments at lower energies. If a QGP is formed, the quarks should then be able
to effectively travel large distances and like that a heavy quark that originally may have
been bound in quarkonia and was then broken-up can recombine statistically with any other
available heavy (anti)quark in the plasma. In this way the abundance of quarkonia (growing
quadratically with the number of produced heavy quarks), following the hadronization of
a QGP, could even exceed the expected value from scaling pp-collisions. This would result
in the nuclear modification factor for the J/Ψ-yield, RJ/Ψ

AA , to become greater than one. If
LHC verified this prediction of non-suppression, it would provide a very strong hint toward
the existence of a QGP.
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2 The ALICE Experiment

In this chapter first a short overview of the ALICE detector system at the Large Hadron
Collider (LHC) is given. In the next chapter, physical requirements and the design of the
Transition Radiation Detector (TRD) are explained in some more detail.

More about the ALICE detector system in general and its components can be found
in [ALI04] and [ALI08]. The TRD layout is described in detail in [ALI01]. Concerning
the Front End Electronics of the TRD, especially the TRAP chip, more information can
be found in [Gut02], [Gut06], [ALI01], [TRA06]. For more details about data acquisition
issues, including a description of Zero Suppression, refer to [Gut06]. The architecture and
implementation of the GTU is developed in [dC03]. Technical aspects and the current
development concerning the TRD can be found on the TRD Wiki pages [WIK].

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is intended to collide protons at a center of mass energy
of 14TeV and lead ions at 5TeV per nucleon pair, resulting in a total center of mass energy
of the order of 1150TeV . LHC will reach high luminosities by focusing the particle bunches
to small diameters. In order to hold particles on a circle, 1232 dipoles have been installed
producing peak magnetic fields of B = 8.3T . The accelerator ring is situated in the former
Large Electron Positron Collider (LEP) tunnel near Geneva, Switzerland.

Table 2.1: LHC parameters for Pb run

Beam Energy (maximum) 2.76TeV/nucleon
Luminosity 1027cm−2s−1

Interaction Rate (minimum bias) 8kHz
Interaction Rate (central, impact parameter < 5fm) 0.8kHz

Bunch Length 7.94cm
Beam Radius 15.9µm

Number of Particles per Bunch 7 · 107

Some parameters for LHC during PbPb-run can be found in table 2.1.
Before particles are injected into the LHC ring they are pre-accelerated in two smaller

synchrotrons. After having reached the final energy, the protons or ions are collided at four
interaction points where the four LHC experiments are situated. The protons stem from a
duoplasmatron proton-source and are accelerated in several steps. Lead ions come from an
electron cyclotron resonance source. They are bunched, preaccelerated and selected, if they
are in the charge state Pb27+. After further acceleration, they are stripped by several foils
and selected according to their charge state, such that finally Pb82+ is obtained. These

17
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fully ionized lead ions are then accelerated by SPS to 177GeV/nucleon, before they are
injected into the LHC, where they gain a final energy of 2.76TeV/nucleon.

The mass region in which the Higgs Boson is supposed to be found is accessible by
the LHC. ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid) will
therefore exploit the pp-run for their search for the Higgs-Boson, which is needed to com-
plement the Standard Model. The Higgs mechanism is expected to produce the masses
of charged leptons and the bare-masses of quarks. Also theoretical approaches reaching
beyond the Standard Model will be addressed by these experiments. A third experiment is
LHCb (LHC Beauty Experiment) with which the CP violation in B-meson systems will be
investigated, thus contributing to the understanding, why there is the obvious unbalance
of matter and antimatter in the universe. ALICE (A Large Ion Collider Experiment) will
identify and characterize the Quark Gluon Plasma, a state of strongly interacting matter
that the early universe is supposed to have gone through until the first microseconds of its
existence, when quarks combined into hadrons. In very energetic heavy ion collisions such
a plasma is supposed to be established for a short time. For an overview refer to chapter
one.

2.2 The ALICE Experiment

ALICE is the dedicated heavy ion detector at LHC, addressing the physics of strongly
interacting matter and the quark gluon plasma (QGP) at extreme values of energy density
ε and temperature T . As the center of mass energy of a nucleon pair is in the order of
5.5TeV during PbPb-run, it is supposed that a hot and long-living QGP forms. Due to
its high gluon density and the fast equilibration of the gluons, large energy densities and
temperatures will be reached. The ALICE experiment is designed to study the properties of
such a hot QGP. Besides its dynamical evolution and the hadronization, also the evolution
of the hadronic state until chemical freeze-out is of strong interest. Therefore a huge set of
observables will be measured covering a large phase-space volume.

During PbPb-runs very high particle multiplicities will be reached. Although there
is strong evidence from data of former heavy ion experiments that a maximum multi-
plicity of about 2000 charged particles per unit interval of rapidity around midrapidty
(dNch/dy|y=0 = 2000) emerging directly from the collision (not including secondary par-
ticles) can be expected. However, as there was no relying theoretical prediction for the
multiplicity when the detector was designed, the detector systems are able to cope with
multiplicities of up to dNch/dy ≈ 8000 (this results in about 16000 charged particles alone
inside the TRD volume, including secondary particles that are created in the more inner
detectors and inside other material. For example the decay of K0

s within 5cm of the primary
vertex enhances the charged particle yield by more than 10%). Lately, a peak multiplicity
of around dNch/dy ≈ 2500 is expected. The pp-runs serve as a source for getting reference
data for the heavy ion physics program as well as for adjustment and aligning of the de-
tectors. The overall dimensions of the ALICE experiment are 26m in length, 16m in width
and height and its weight is about 10000t.
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2.2.1 Design Considerations

As was already mentioned, the ALICE detector is able to cope even with the largest an-
ticipated particle multiplicities however it is optimized for dNch/dy ≈ 4000. In this region
a robust tracking of the particles entering the detectors must be accomplished, for which
three dimensional hit information is necessary. In order to make particle identification pos-
sible, a magnetic field of B ≈ 0.5T is applied, so that the bending of charged particles in
it yields information about their transverse momentum pt. The momentum reconstruction
must work in the range of ∝ 100MeV/c (resonances) up to 100GeV/c (jet physics). In
order to reduce Bremsstrahlung and multiple scattering at low pt, the material budget is
very limited. It corresponds to about 13% of a radiation length X0 until the outer radius
of the TPC. For the particle identification many different methods are combined, such
as specific energy loss, time of flight, transition radiation, Cherenkov radiation as well as
electromagnetic calorimeter measurements and muon filters.

2.2.2 The Detector System

A part of the detector system is embedded in a large solenoid magnet (L3 magnet) which is
able to provide a rather homogeneous magnetic field of B = 0.5T . These detectors, which
surround the beam-pipe cylindrically, are called central barrel. The polar angle acceptance
of these detectors comprises the range 45◦ < θ < 135◦, corresponding to rapidities from
y = −0.9 to y = 0.9. Due to the cylindrical shape, there is full azimuthal coverage (except
for dead-regions of the individual detectors). At smaller polar angles (2◦ to 9◦) outside
the L3 magnet, the forward muon arm is situated together with a large dipole magnet and
absorbers. See figure 2.1 for a schematic drawing of the ALICE detector system.

The Inner Barrel Detectors

Here a short overview over the central barrel detectors is given. It begins with the detector
closest to the interaction vertex, increasing the radius gradually.

• The innermost detector being closest to the beam and the interaction vertex is the
Inner Tracking System (ITS). It is able to reconstruct the secondary vertices from hy-
peron and heavy quark decays. Furthermore it serves as a tracker for low-pt particles
and improves the overall momentum resolution when combined with the other central
barrel detectors, that provide momentum reconstruction (especially TPC). Further-
more the ITS provides particle identification capabilities which makes it a stand-alone
particle spectrometer at low pt. In order to keep the occupancy low enough to en-
sure robust and unambiguous tracking, the number of detector pixels is chosen as
large as possible (hence their size becomes small, reducing the S

N
ratio of a pixel). A

large number of pixels on the other hand increases readout and calculation time and
reduces the overall speed of tracking. A time limit is set by the collision frequency,
which, at a luminosity of L = 1024cm−2s−1, is low enough to allow for a fine detector
granularity. The ITS consists of six high resolution detector barrels. The innermost
detectors at radii where the particle density is very high, are silicon pixel and silicon
drift detectors, providing a very good two dimensional spatial resolution. The outer
layers are made of silicon micro-strip detectors.
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Figure 2.1: The ALICE detector system [ALI01]

• The detector system following at increasing radius is the Time Projection Chamber
(TPC). It is the largest detector and provides robust and efficient tracking of up
to 10000 charged particles in its acceptance volume. Therefore the TPC also is the
slowest detector of the ALICE-detector system which can be afforded since the event
rate of 8000 minimum-bias collisions per second (of which 5% are most central events)
is low enough. Its inner radius of 85cm is chosen such that the hit-density is below
a critical threshold that is driven by the detector granularity and the anticipated
tracking efficiency. The maximum radius of 250cm is required to have enough length
in which a particle can produce hits, so that the resolution of the dE/dx determination
is better than 7%. In this way the TPC provides PID information at momenta in the
region of the relativistic rise and up to 50GeV/c.

• The Transition Radiation Detector (TRD) is supposed to detect electrons at high
transversal momenta (pt > 1GeV/c) and to provide efficient electron-pion separa-
tion. By its trigger capabilities it supports measurements of the production rates of
quarkonia and heavy quarks near midrapidity and contributes to jet physics. The
TRD in some more detail will be the topic of the next section.

• The Time Of Flight (TOF) detector uses as means of particle identification the flight
time of a particle through a defined length. It is able to provide PID at intermediate
momenta (up to 2.5GeV/c for pions and kaons and 4GeV/c for protons) thus leading
to the possibility to distinguish between pions and kaons and between kaons and
protons. The occupancy (number of occupied cells) should be below 10% in order
to guarantee that TOF works effeciently also at large multiplicities. Therefore the
number of cells will be as large as 150000. The time resolution then falls below 100ps.
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2.2 The ALICE Experiment

Not mentioned in the above list is the High Momentum Particle Identification Detector
(HMPID), consisting of a ring imaging Cherenkov counter, which extends the hadron iden-
tification capability at larger momenta. PHOS and EMCAL, two electromagnetic calorime-
ters, will also be installed inside the L3-magnet, providing energy information of photons
(ranging from thermal photons to photons emerging from hard QCD-processes) and neutral
mesons (PHOS) as well as information about jet production rates (EMCAL).

Further Detectors

• The Muon Spectrometer, which is situated outside the L3 magnet at more forward
pseudorapidities (2.5 < η < 4.0), will measure the production of heavy quark reso-
nances by their muonic decay channel with good enough mass resolution (100MeV/c2

at 10GeV/c2 di-muon invariant mass) to be able to disentangle the different states
(J/Ψ,Ψ′,Υ,Υ′,Υ′′,Φ-meson). This allows for a determination of the production rate,
depending on centrality of the collision or on transverse momentum. Moreover, the
measurement of the muon continuum, which mainly emerges from the semi-leptonic
decay of open charm and open beauty at LHC energies, allows for the study of heavy
quark production, which is a crucial measure, e.g. for the existence and the properties
of a QGP. In order to be able to detect muons, the large flux of hadrons has to be
absorbed by applying a muon filter with much material. Therefore, muon identifica-
tion is done for total momenta larger than 4GeV/c and in addition at large rapidities,
in order to measure low-pt charmonia. A dipole magnet with a large field integral is
applied, in order to achieve the desired mass resolution.

• There are a number of smaller detectors for obtaining information of global interest
about the event, that are used as triggers, for example for the event time (measured
by T0 with 25ps accuracy), the event multiplicity (measured by FMD for charged
particles, by PMD for photons) or the impact parameter of the collision (obtained by
ZDC).
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3 The Transition Radiation Detector
As this diploma thesis is mainly concerned with the Transition Radiation Detector, its
purposes and design shall be discussed in a little more detail. Here the emphasis is not put
on the signal creation because this topic will be part of an own chapter.

3.1 Physics With the TRD

The main task of the TRD is to provide electron identification in a highly relativistic (for
electrons) momentum range of p > 1GeV/c. At these momenta the specific energy loss of pi-
ons rises (relativistic rise), approaching the electronic energy loss. Thus the e/π separation
power of the TPC-PID, which is based on the specific energy loss only, decreases. Transition
Radiation is an efficient way to improve the separation power in the high-momentum range.
Complementary to the measurement of quarkonia at forward rapidities in the di-muon chan-
nel, together with TPC and ITS the TRD provides measurements of the production of light
and heavy vector-meson resonances via their di-electron decay channel. Moreover, the di-
lepton continuum in pp and PbPb collisions shall be measured and the TRD shall ease the
ITS reconstruction of hadrons with open charm and open beauty in their leptonic decay
channels.

Another important feature of the TRD is its trigger capability. It provides a L1 trigger
for high momentum particles thus enhancing for example the Υ-statistics or the J/Ψ-yield.
The trigger can also be employed in jet physics by requiring three or more high-pt tracks
(3 to 5GeV/c) in a cone-volume of specified size. This constellation could then define a
jet candidate. A candidate could be combined with another jet candidate back to back
or with two close high momentum electrons. A candidate opposite to PHOS could also
be combined with a high momentum photon, thus also including PHOS into the trigger.
Finally a trigger could reduce the data volume by only reading out the TPC-region to
which a detected high-pt electron tracks to (region of interest).

3.2 TRD Design Considerations

The TRD is designed to provide a pion rejection capability of 100 at an electron efficiency
of 90% for particles with momenta larger than 3GeV/c. This means that in a sample of
investigated electrons and pions only one in a hundred pions are allowed to be misidentified
as an electron whereas at the same time 90% of all electrons must be inferred as electrons.
Due to the large pion background, this is a challenging task which is however substantial
for measurements of the J/Ψ production and its pt dependence in the e+e− channel. These
measurements are carried out by reconstructing the invariant mass of unlike-sign electrons
(combining e− with e+ under some additional cuts), and therefore the combinatorial back-
ground obtained in a mass spectrum depends crucially on the signal over background ( S

N
)
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3 The Transition Radiation Detector

ratio. A pion misidentified as an electron would increase the background and worsen the
distinctness of the signal sitting upon the background structure.

Another important issue is the position and momentum resolution which should match
to the TPC. In order to not worsen the TPC performance, the reconstruction of a track
inside the TRD should lead to a pointing resolution toward the TPC that is a fraction
of a TPC pad-width. The combined momentum resolution determines (together with the
time-of-flight information from TOF) the mass resolution which should be in the order of
100MeV/c2 at the Υ mass scale (with an applied magnetic field of B = 0.4T ). In order to
reduce energy loss by Bremsstrahlung which would lead to incorrect momentum determi-
nation at least on trigger level (where undisturbed particles originating from the primary
vertex are supposed), the amount of material should be reduced to a minimum. The smaller
the radiation length the smaller is also the probability of photon conversions, which lead to
more background and increasing pixel occupancy and therefore can deteriorate the position
resolution of track reconstruction (e.g by assigning wrong clusters). The size of the pads
(on which the read out signal is induced) in the particle-bending plane inside the magnetic
field, defines the granularity of the position resolution and thus also the momentum resolu-
tion. The pad-dimensions are chosen small enough, such that a tracking efficiency (number
of reconstructed tracks over number of trackable tracks with hits in at least the outermost
three detector layers) of 80% is achieved, even at the highest multiplicities. This means
that the occupancy (number of detector pixels including time-bins that have a non-noise
signal) at these multiplicities should not exceed 35%.

3.3 The TRD Layout

The above mentioned design considerations have driven the choice of the final TRD layout.
The TRD is built cylindrically along the beam-line, which defines the z-axis and the direc-
tion of the magnetic field ~B = B · ~ez. It is centered around the interaction point defining
also the origin of the ALICE coordinate system. Its orientation is such that the positive
z-axis points toward the muon arm. The azimuthal angle φ defines the deflection angle in
the magnetic field. The polar angle θ is defined as the angle with respect to the beam-line
in a plane that contains the z-axis. Since all the TRD-chambers are flat, a local coordinate
system for each sector is defined by keeping the z-axis but introducing a local y-axis in
direction of the wires (in bending direction) and an x-axis in drift-direction parallel to the
chamber normal. This local coordinate system is thus obtained by rotating the ALICE
system around the z-axis, until the x-axis points parallel to the direction of the chamber
normal of the considered sector. The polar angle coverage of the TRD is 35◦ < θ < 145◦

or |η| < 0.9 in terms of pseudorapidity. It is situated between TPC and TOF.
The TRD is subdivided into 18 individual sectors in φ which are called supermodules and

which together cover the whole azimuthal angle range of 360◦. Each supermodule consists of
six individual layers. This segmentation is necessary in order to reduce the individual drift
time and provide a fast trigger. Additionally, an electron passes six radiators, increasing
e/π separation capability. In z-direction the supermodule is subdivided into five stacks.
So in total there are 5 · 6 = 30 independent chambers making up one supermodule and
18 · 5 · 6 = 540 chambers of which the TRD consists.

Each module (chamber) is a multiwire proportional readout chamber with an additional
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3.3 The TRD Layout

drift region and a radiator at the entrance of the module. A particle traversing the radiator
can produce transition radiation (TR) (in the next chapter, this is discussed in more detail).
Since the onset for transition radiation in the TRD lies at γ ≈ 1000, only electron tracks will
produce a measurable TR signal in the momentum range p ≤ 100GeV/c. The radiator is a
carbon fiber laminated Rohacell/polypropylene fiber sandwich of 48mm thickness, allowing
for enough material-transitions and along with low absorption for a yield of X-ray transition
radiation, sufficient for the anticipated e/π separation. Due to the carbon fiber structure
enough rigidity is achieved in order to not exceed the deformation of the chamber over 1mm
at an overpressure (gravity, flow of the Xe/CO2 gas mixture) of up to 1mbar. Additionally
this solution is more efficient than a stack of foils in terms of mass contribution. Transition
radiation is released for incident particles with γ ≥ 1000 thus allowing for an efficient
distinction between electrons and pions (figure 3.1). The inset of TR emission thus is at
an electron momenta of pe ≈ 0.5GeV/c and it saturates at pe ≈ 2GeV/c. Per such incident
electron around 1.45 TR photons are released of which on average 1.25 are detected. The

Figure 3.1: Mean number of Transition Radiation photons as a function of momentum for
different particle species [And]

TR photons are in the X-ray range, having energies from 1keV to 30keV and in the high
Z gas of the drift-chamber they are preferentially converted to electron clusters via photo
absorption at the entrance of the drift region (late drift-times).

Behind the radiator, a drift region of 30mm follows which is filled with a gas mixture of
Xe and CO2 in the proportion 85 : 15. A minimum ionizing particle liberates on average 275
electrons per centimeter. The drift-time amounts to 2µs at a drift velocity of 1.5cm/µs in
an electrical field strength of 0.7kV/cm. There is only little diffusion. Due to the magnetic
field the drift-direction is inclined with respect to the chamber normal as a consequence of
the simultaneous impact of the electrical drift-field and the magnetic field. This ~Ex~B effect
results in an inclination angle (Lorentz-angle) of ΨL ≈ 8◦ at B = 0.4T . The amplification
in a multiwire proportional chamber of 7mm height induces a signal on the pad-plane,
which is placed on top of the chamber. The gas gain will be of the order of 5000, meaning
that the original charge from an electron cluster that is amplified in the vicinity of the
anode wire, creates an avalanche charge being around 5000 times larger than the original
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3 The Transition Radiation Detector

Figure 3.2: The influence of Transition Radiation on the average energy deposit per distance
as function of momentum. The increase for pions is due to the relativistic rise
of energy loss. In the shown momentum range, pions do not produce Transition
Radiation. For electrons, which are already on the Fermi Plateau of energy loss,
Transition Radiation enhances the average energy deposit substantially [And]

cluster charge (the average pulse height spectrum is shown in figure 3.3). The pad-plane
of each chamber consists of 144 pads in bending (rφ) direction and of 12 to 16 pad-rows in
z-direction, depending on the stack position and the layer. The pad-sizes differ from layer
to layer and also on a pad-plane the length of pads from the border pad-rows may vary. In
total the 1.18 · 106 pads cover an area of about 716m2.

The TRD geometry is shown in figure 3.4. The layout of the detector with radiator, drift
and readout along with a sketch on the signal creation, is pictured in figure 3.5.

The signal on the pads is read out by the front end electronics which is mounted directly
on the chamber. The readout samples the signal with a frequency of 10MHz. The time-bin
length of 100ns corresponds to 1.5mm of drift length. Signals in lower time-bins correspond
to clusters from early drift-times and positions near the anode wire. Furthermore the signal
amplitude is digitized and turned into a 10Bit number.

The position resolution reached with this layout is σy ≈ 400µm for pt ≈ 1GeV/c at
low multiplicity. To obtain a good y-resolution (which is mandatory for a good momentum
resolution since the momentum measurement makes use of the bending of a charged track in
the magnetic field by looking at its deflection in y-direction) extensive use of charge sharing
between pads in y-direction is made whereas the position resolution in z-direction is limited
by the pad-length since there is almost no charge sharing between pad rows. Also the time
information is limited by the sampling rate at readout. The momentum resolution consists
of a constant term and a linear term depending on multiplicity: σp

p
= 2.5%+ 0.5%

GeV/c
·p[GeV/c]

for low multiplicity and σp
p

= 2.5% + 0.8%
GeV/c

· p[GeV/c] for full multiplicity.
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3.3 The TRD Layout

Figure 3.3: Average pulse height spectrum as function of the drift time. The large peak
at early time bins in the amplification region is due to charge clusters arriving
from two sides at the anode wire. For electrons with Transition Radiation
contribution, one can observe a clear increase of the average signal toward later
time bins, due to the absorption of Transition Radiation photons in the drift
gas [Pos04]

Figure 3.4: The TRD detector geometry [Gut06]
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3 The Transition Radiation Detector

Figure 3.5: The TRD detector layout and creation of a signal [ALI01]

3.4 The Front End Electronics

Since the implementation of part of the front-end electronics (FEE) (namely the trigger
calculation of the TRAP-chip, see below) into AliRoot was task of this thesis, in this section
and the following chapter a closer look to it and its functionality in the trigger-system shall
be taken.

3.4.1 Requirements

The FEE sits directly on the TRD chambers in order to save the latency, that would
be introduced by shipping data away from the detector for calculation and back again.
The FEE is supposed to perform fast particle tracking in order to obtain a guess on the
particle’s transverse momentum and its identity. In order to achieve enough accuracy on
the results, there are a number of requirements. As the momentum resolution is based
on the position resolution in y-direction (along a pad-row), the position estimation due to
the charge deposit on the pads must be more accurate than the width of the actual pad.
Therefore the anode-wires are situated a certain distance away from the pad-planes, such
that the neighboring channels see about 10% of the mirror charge of the avalanche, in case
the incident electron cluster makes a hit centered on one pad. This improves the space-
point resolution in case of a signal to noise ratio of S/N ≥ 30. If the digital output of an
ADC 1 channel is below 30, digitization errors begin to worsen the space-point resolution.
For a minimum ionizing particle about 3 · 104 electrons (after amplification) contribute to
the signal on the central pad (corresponding to ADC-count 30) which determines the noise
to be smaller than 1000 electrons (1 ADC counts) in order to reach S/N ≥ 30 also in this
case. For the electron/pion separation one uses the Transition Radiation (TR) signal, that
is significantly induced only by electrons in the considered momentum range. By using a
digitization of the signal into a word of 10 bit, the dynamic range is supposed to not limit
the e/π-separation. Another important quantity is the digitization rate. Depending on it,

1Analog Digital Converter. Converts the signal from the PASA into a digital number

28



3.4 The Front End Electronics

the time-interval for the drift (2µs) will be divided into a number of time bins. The PASA2

shapes an incoming signal to a FWHM of 100ns, corresponding to the time between two
samples. The output signal has Gaussian shape with an additional tail. However, a more
significant part of the tail is added to the signal by the slow drift of the ions away from the
anode-wire. The signal induced on the pads has therefore a steep rise-time (corresponding
to the fast production of the ions due to the fast electron movement) and a long fall-off
because of the slow ion motion (more on that can be found in the chapter "Signal Creation
and Signal Processing"). This introduces correlations between time bins. Therefore it is
of importance to choose a time-bin width of adequate length. With increasing digitization
rate also the correlation between two adjacent time-bins increases, since the signal-tail of
the former time-bin extends to its successor and is superimposed on the sampled signal.
This also happens if at a given digitization rate the drift-velocity is increased (drift-time
reduced). A good choice is to sample the drift-time region 15 to 20 times. In order to
reduce the correlation between time-bins, also an on-chip digital tail cancellation filter is
implemented, which subtracts the estimated tail of former signals from the signal of the
current time-bin.

3.4.2 Structure of the Front End Electronics

Here the components and general structure of the FEE functionality shall be presented. As
there will be a chapter about signal processing, details are omitted here. The components
of the FEE are shown in figure 3.6.

Figure 3.6: Front End Electronics components [ALI01]

2PASA: pulse amplifier and shaper amplifier. It shapes and amplifies the analog signal on the pads and
provides the output to the ADCs. The PASA is needed to produce pulses of uniform width and shape
and a height, that is proportional to the pad-signal and is adjusted to the range of the ADCs.
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Overview

The FEE participates in calculating the TRD trigger decision. Therefore there are strong
time-limitations which make it necessary to perform all the calculations on the detector and
in a parallel fashion. The idea is to use the separation of the TRD into six layers to perform
a straight line fit to the hit points of a track in each of them independently (tracklet). This
means, that the required fit parameters can be calculated during the drift-time of 2µs 3.

Since a stiff (high pt) track, that comes from the primary vertex (which is always assumed
but not always true of course) will in most cases only affect the pixels belonging to two
adjacent pads when flying through a TRD layer, a logic chooses the hits of two adjacent
channels to perform the fit. This step is performed by four CPUs. The electronics perform-
ing these calculations, is called Local Tracking Unit (LTU). After the slope and offset of a
tracklet have been calculated, the tracklets of different layers and of one stack (since stiff
tracks will not cross stack-borders) have to be combined to tracks. This is accomplished by
the GTU (Global Tracking Unit). After 6µs, all the calculations have to be finished and
based on the track-content of the event, the trigger-level decision is chosen by the ALICE
Central Trigger Processor (CTP).

Structure

The FEE is placed on a chip called MCM (Multi Chip Module) which is a multi-mode chip
that has an analog input part consisting of 18 channels of a pad row (so there are 8 MCMs
on one pad row) and corresponding PASAs (one for each channel) as well as a digital part.
This multi mode approach expects a great deal from the architecture since the analog part
easily imposes frequency disturbances on the digital electronics. The digital part, which is
of special interest in view of this diploma thesis, is called TRAP chip (tracklet processing
chip). It consists of 21 input channels, ADCs, digital filters and event buffers. Furthermore
21 preprocessors (used for the accumulation of hit information) and four CPUs (which
calculate the linear fit) are situated on the TRAP. Finally a network interface controls the
insertion of the results from the tracklet calculation into the readout tree network, which
in turn provides them to the GTU, where they are merged to tracks.

The MCMs are integrated on Readout Boards (ROB). Six to eight ROBs cover one TRD
chamber (depending on the position of the chamber). The ROBs are arranged in two
rows and three or four columns, respectively. On each ROB 16 usual MCMs (for tracklet
calculation) are placed. Moreover there is one MCM per ROB to merge the readout stream
of one ROB (Board Merger) and two ROBs carry an additional MCM to put together the
data from each half of the chamber (Half Chamber Merger). One ROB per chamber carries
a DCS board (Detector Control System), needed for controlling the power, checking supply
voltage, humidity and temperature. The DCS also distributes the clock and pre-trigger
signals and provides the configuration interface to the TRAP chip. The coverage of a
chamber with ROBs and numbering of the constituents is shown in figure 3.7.

Each MCM chip used for data acquisition is directly connected to 18 cathode pads of the
chamber, thus covering 1/8 of a pad-row (144 channels). From these channels the induced

3The incident particle is supposed to travel very fast as compared to the drift-velocity of the electron
clusters. Thus the latency between production of the clusters in different layers can be neglected as
compared to the drift-time.
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Figure 3.7: The coverage of a readout chamber with 16 ROBs. The orange squares on the
ROBs symbolize the MCMs. The counting convention is as follows: Counting
starts with 0 and numbers increase in negative z direction, along ϕ direction
counter clockwise and with increasing radius [Gut06] [Ems06]
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charge is acquired and given to the PASA, which forms a 120ns FWHM Gaussian-like signal
with a tail. The conversion gain is 12mV/fC. These 18 channels and additionally three
channels from neighboring MCMs drive the inputs to 21 ADC (Analog Digital Converter)
channels. In order to prevent deterioration in the y-position resolution, that is based upon
charge-sharing between three channels, the signal of the outer analog channels from the
chip border of the two neighboring MCMs, have to be included int the calculation of the
actual MCM. The electronics, coming after the PASAs in the signal path, belongs to the
digital part of the TRAP chip.

The ADCs are responsible for digitizing the analog signals. The possible conversion gain
of the ADCs lies in the range from 2.0 to 2.8mV per ADC count. The sampling rate is
chosen to be 10MHz and the sampled signal is turned to a digital word of 10 bit size. The
ADCs are required to have low noise.

To each of the 21 ADC values, a variety of digital filters can be applied, one of which is
the tail cancellation filter that was already mentioned and will be discussed in more detail
in the signal processing chapter. The filter enlarges the 10 bit ADC words by two additional
bits to reduce rounding errors. The filter output distributes the data independently to the
event buffers for the later raw-data readout and to the preprocessor for tracklet calculation.
In the event buffers, only 11 bit words can be stored. However, the filter output to the
preprocessors provides the whole 12 bits, which enter the tracklet calculation. The filter
can also be bypassed. Then, just the unfiltered data is put on the event buffers as raw-data.
Since the preprocessors have no read access to the event buffers, they need the filter output
to get data for tracklet calculation.

The event buffer consists of 21 independent memory-blocks of 64 ∗ 11 bits each. Thus
they provide enough space for storing all the sampled (≥ 20 time bins) 10 bit ADC words.
They will in the end be read out by the four CPUs of the MCM chip where the CPUs 0 to
2 will read out 5 event buffer channels each and the last 6 channels are assigned to CPU
3. For test purposes it is also possible for the CPUs to write on the event buffers.

The task of the preprocessor is to parameterize the track segments (tracklets) for 19
channels. The number of 21 channels is reduced to 19, because during preprocessing always
three channels are involved in the position reconstruction by charge-sharing. The result
is written to the central of the three channels, thus the outer two channels of the MCM
chip (whose data comes from neighbored MCMs) are not assigned tracklet parameters.
The preprocessing starts as soon as first data arrives. So the active time-period is directly
coupled with drift-time.

Within each time bin, a maximum of four tracklets can be processed in parallel. If one
assumes that a stiff track affects a maximum of two pads (not considering charge sharing)
when traversing a chamber, a clear parameterization in every time bin is only possible if
a maximum of four tracks passed the chamber without interfering. In each time-bin the
signal of a maximum of 4 pads belongs to one track then (two central affected pads and two
pads due to charge-sharing) and hence 4 tracks can be distinguished (18 pads). At normal
multiplicity a situation of having more than four tracks in one MCM should happen very
rarely (this is due to the choice of the pad granularity).

The fit parameters of each channel (fit sums) are stored in 19 Fit Register Files (FRF)
providing 111 bits each. The fit parameters of a maximum of four chosen channels per time
bin are updated. During the state, in which the chip prepares for a new data-acquisition
cycle, also the FRF is cleared. In order to not disturb the sampling, the preprocessors also
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work at a rate of 10MHz.
After the drift-time, when the fit-sums of the channels are filled, a maximum of four

tracklet candidates have to be chosen and assigned to the four CPUs for further processing.
A tracklet candidate is defined by the fit sums of two adjacent channels (following the idea
that a stiff track crosses a maximum of two pads) and is indicated by the lower channel
number. Only those channel pairs will be considered a tracklet candidate, whose number of
hits (corresponding to the number of entries in the fit-sums) exceeds some threshold values.
If there are more than four tracklet candidates on one MCM, the four with the greatest
number of hits in both channels together are chosen. A sorting algorithm will then assign
the parameters of the tracklet candidates to the four CPUs.

The subsequent processing by the CPUs contains the merging of the two parameter sets
of the assigned tracklet candidate pair. Out of these parameters the slope and offset of the
tracklet are calculated. The original idea was to also calculate some electron probability
measure for the tracklet also, but currently it is under discussion whether this should only
be done inside the GTU (where very stringent timing-limits might forbid this). Some
corrections (Lorentz angle, tilted pads) are applied and transformations of the calculated
quantities performed. Finally all the information is packed into a 32 bit word (tracklet-
word) which is then to be sent to the GTU.

The signal path within an MCM is sketched in figure 3.8.

Figure 3.8: The signal path within a MCM [Gut06]

Each CPU has an instruction memory (IMEM) of 4096∗30 bits. A quad-ported memory
of 1024 ∗ 39 bits serves as data memory (DMEM). Each data word has a width of 32 + 7
bits with 7 redundancy bits, allowing for correcting 1 bit errors and detecting up to two
bit errors, which improves the radiation resistance of the CPUs.

A CPU can only read the fit parameter registers that it was assigned to. In order to
allow communication and fast data transfer between the CPUs, additional registers are
available. The CPUs are running at 120MHz and thus are switched off during the TRAP
preprocessing state in order to save power and to not disturb the digitization (running at
10MHz) with noise.

Besides the processing of the tracklet candidate data and sending the final tracklet word
to the readout network interface of the TRAP, the CPUs are also used for reading data from
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the event buffers, thus for raw-data readout. Here, zero suppression mechanisms (see below)
can be applied. Therefore a variety of different programs are available, corresponding to
the different tasks of the CPUs. An interrupt handler sets the program counter of the CPU
to a start address, that is suitable for the current state of the chip.

The readout network interface of the TRAP merges the data stream of the four CPUs.
As already mentioned, there are two modi with different requirements. The first one is
to send the tracklet information to the GTU. Here, since timing is a severe issue, there is
no handshaking between two chips and continuous clocking of the CPUs is required. All
incoming data is buffered in FIFO (first in first out) memories. The second mode is raw-
data readout, where timing is less tight but the amount of data is larger. The FIFOs are
used for buffering the data from the CPUs and thus the CPUs can be switched off during
readout (performed with handshaking) to save power.

3.5 The GTU

The GTU will combine the tracklet information of individual layers to tracks, involving
tracklets of one TRD stack. Due to the tight time-limitations (less than 1.5µs), the cal-
culations need to be done in a highly parallel fashion with efficient algorithms to be used.
Of special interest are the information about pt and the electron probability, calculated
for a merged track out of the tracklet parameters. As already on LTU level a cut on the
tracklet-pt was performed (tracklets with an estimated pt > 2.3GeV/c are not sent) and
the stacks are arranged cylindrically around the interaction vertex in a projective way, it
is highly probable that a stiff track does not cross stack boundaries. Therefore only the
tracklets of one stack are considered by one Track Matching Unit (TMU). Their total num-
ber (18 ∗ 5 = 90) thus corresponds to the total number of stacks within the whole TRD.
Each TMU obtains its data by 12 optical links from one stack, each of the links collecting
the data from one half-chamber. The GTU expects tracklets that are pre-ordered accord-
ing to their z-position (row-position). As the readout of the tracklets is performed in an
ordered way through the readout tree, the GTU can start its calculations as soon as the
first tracklets arrive.

The GTU projects the tracklets of one stack onto a middle plane and looks for tracklets
of similar slope inside a spatial window of defined size. If at least four tracklets are found
fulfilling the conditions, they are matched together and the track parameters are calculated,
using position and slope of the tracklets. Also the local PID information of the tracklets is
planned to be used, in order to get a handle on the particle’s identity.

See figure 3.9 for a sketch on the GTU projection mechanism.

3.6 Zero Suppression

This short section about zero suppression is just for completeness, since the four CPUs
on the TRAP chips are also used for raw-data readout of the event buffers. Each CPU is
assigned to a defined set of channels for readout.

For each channel, a set of data comprising 20 ∗ 10 bit words is stored in its event buffer.
However, not each data word contains a true signal but may just be a noisy fluctuation
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Figure 3.9: The GTU projection of the tracklets from a stack onto a middle plane [dC03]

Table 3.1: assignment of channels to the CPUs

CPU channels
0 0 to 4
1 5 to 9
2 10 to 14
3 15 to 20
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around the baseline. In order to compress the amount of raw-data already on the detector,
such channels can be indicated and prevented from being read out (zero suppression). There
are a number of criteria as listed in the table below (i denotes the channel number, j the
time-bin number, e is the signal height in ADC-counts, where the baseline is subtracted).

Table 3.2: criteria for zero suppression

maximality Z̄0,i
j = 0 if ei

j ≥ ei−1
j ∧ ei

j ≥ ei+1
j

Z̄0,i
j = 1 otherwise

triplet threshold Z̄1,i
j = 0 if ei

j + ei−1
j + ei+1

j ≥ T triplet

Z̄1,i
j = 1 otherwise

single threshold Z̄2,i
j = 0 if ei

j ≥ T single

Z̄2,i
j = 1 otherwise

It should be noted that in general all thresholds (here: T single, T triplet) are given for
"naked" ADC values without baseline or pedestal. Hence the baseline must be subtracted
from ei

j first, before comparing it with thresholds. More on the problematic of baseline
subtraction can be found in the chapter "Signal Creation and Signal Processing" in the
section dealing with digital filters.

The indicator bit for a channel i at time-bin j is then given by the value of a lookup table
(LUT), based upon a set of three criteria b:

d̃i
j = LUT ({Z̄b,i

j }bε{0,1,2}). (3.1)

There is also the possibility to take the neighbor channels into account. The final indicator
bit is then built by:

di
j = d̃i−1

j ∧ d̃i
j ∧ d̃i+1

j . (3.2)

Without neighbor sensitivity, di
j is simply given by d̃i

j.
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4 The Trigger System

In the first part of this chapter a look at the ALICE trigger system is taken. Then the TRD
front end electronics will be revisited in terms of the TRD trigger, e.g. timing limitations
are mentioned, the different trigger issues discussed, the corresponding states of the TRAP
chip investigated. The last part is concerned with the connection of the TRD trigger to
the ALICE trigger system.

Additional information about the ALICE trigger system in general can be found in
[ALI08] and in [ALI04]. Issues concerning the TRD trigger and its timing limitations are
discussed for example in [ALI01], [Gut06] and [dC03].

4.1 The ALICE Trigger System

4.1.1 Overview

The anticipated interaction rate at LHC in PbPb mode amounts to ≈ 104 collisions per
second (10kHz). Yet only about 100 events per second will contain interesting information
(defined by having small impact parameters, low vertex displacement etc.). The idea
behind the trigger is to select those interesting events and optimize the use of the data
bandwidth of the Data Acquisition System (DAQ). This optimization includes some fair
division of the bandwidth between observables with a higher trigger rate and rare events,
because it should be made sure that rare events are not rejected because of occupied DAQ
bandwidth. Moreover also the acquisition data rate of the High Level Trigger (HLT) system
is limited. The HLT performs a software based detailed analysis of the event data to further
compress and reduce the amount of data to be permanently stored. The challenge of the
trigger system is to make optimal use of the component detectors, which are busy for quite
different time scales. Moreover the trigger has to be adjusted to the different running modes
since for example the counting rate for pp events is about 30 times smaller than for PbPb
interactions.

There are several trigger levels whose signals are available at different time scales and in
whose trigger decisions a different amount of information (e.g. due to different stages of
the trigger calculation) is included. As the detectors need to be able to cope with the large
multiplicities reached in PbPb mode, some of them expect a trigger input already 1.2µs
after the interaction. Therefore the first level (L0) of the trigger arrives at the detectors
at the expected time, containing information of the fastest trigger detectors only. As not
all the early trigger inputs can be collected in such a short time, the fast trigger signal is
split and a second level of the fast trigger (L1) is at the detectors after 6.5µs, containing
the remaining fast trigger inputs. The L0 trigger contains information from the Forward
Multiplicity Detector (FMD). An event will be accepted at this stage if the multiplicity
exceeds a certain threshold, if the interaction point is close to its expected position and
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4 The Trigger System

the forward backward distribution of charged particles corresponds to one created by a
beam-beam interaction (e.g. to reject cosmic events). The subsequent L1 trigger may
contain the TRD trigger decision based upon the reconstruction of e+e−-pairs with high pt.
Also information from the Zero Degree Calorimeter (ZDC) and the Muon Spectrometer are
available at this time. Their trigger decisions consider centrality of the event, multiplicity
and the number of muon pairs with high momentum.

Due to the high multiplicities, events with more than one central collision inside a detector
will not be reconstructible. Therefore it is the task of the trigger to protect the detectors
from pile-up of earlier or later events with the one under consideration. This is also called
past-future protection. In case of a L1 accept trigger signal (L1A), the event is chosen to
be further considered and the involved detectors are not cleared and reset. For past-future
protection reasons the next level of the trigger (L2) will then only be issued after the slowest
of the involved detectors (mostly the TPC) has finished its readout (in case of the TPC
after 88µs). During this time a bunch of analysis tasks could already be performed, such as
applying cuts on the mass of µ-pairs, looking for J/Ψ signatures or inspecting the data from
more detectors, which has become available meanwhile. A L2 trigger accept will then verify,
that the event can be taken off the detectors for further analysis on the HLT computing
farm. There, a detailed software analysis is performed using specified classes that were
already tested on simulated events in AliRoot. It is believed that at this stage the events
still contain much more information than needed. Thus the goal is to select a fraction of
the data only for permanent storage and to compress it. Therefore a more sophisticated
particle-tracking as well as accurate momentum determination is performed. PID cuts and
region-of-interest limitations are aimed to reduce the amount of data considerably. In the
end, the original input bandwidth to the HLT of about 20GB/s will be reduced to an
output rate (input to the DAQ) of less than 1GB/s. Also fake events shall be rejected by
means of the HLT, thus improving the statistics of rare events. The DAQ finally writes the
data to permanent storage with a bandwidth of 1.25GB/s, which is distributed between
the many different observables.

4.1.2 Trigger Logic

For each trigger level a number of trigger inputs are requested by the Central Trigger
Processor (CTP) for finding its decision. Which inputs are expected for which level and
from which detectors is defined by the trigger class. Each trigger class determines the logical
conditions demanded from the input signals and by this is intended to optimize the use of
the available detector systems for the observation of a given physical quantity. It defines
the set of detectors that are needed for readout (detector cluster) and the requirements for
past-future protection, which depends on the detector cluster. Also a scaling factor that
is intended to be applied, can be set in the trigger class. This prevents a frequent event
to be taken every time it is triggered in order to give rare events a sure place in the DAQ
bandwidth, once they occur. In total there are 50 trigger classes demanding for 24 different
trigger inputs for L0, 20 for L1 and 6 for L2. Each input can take one of three states:
asserted, negated, not relevant. The inputs are coupled by a logical "And".

In trigger classes, for which TRD triggers or the readout of the TRD are required, the
TRD pretrigger signal (see section TRD trigger) serves as its L0 input. By a valid L0
trigger signal it is assured that a proper event has been detected and that the TRD is in
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ready state (ready for data acquisition).
The trigger output is returned as a trigger signal to the detectors. In addition with each

successful L1 and L2 trigger, also some trigger data is submitted containing information
about the event (orbit number, bunch crossing number), the trigger type (physics, software,
calibration), the detector set to be read out and the active trigger classes. Moreover,
information about the interaction is recorded (primary vertex position, classification of the
collision a peripheral or semi-central). This can be used to detect pile-ups, since events, that
occur out of time, may point to a different origin position due to a shift of the interaction
vertex. Comparing this information with the interaction record, one could remove this
event from the data set (for example in cases, when pile-ups are allowed to a certain extent
(see below)). So called "scalers" count the number of occurances for a trigger input for
each trigger class and the number of events passing the different trigger levels. This can
be used to compare the counting rate of the trigger with the rate expected from the total
cross section of the physical quantity under consideration.

Past-Future Protection

Since the LHC luminosity will be very high, pile-up events, that spoil a selected event
currently being read out, might occur very frequently. The past-future protection must
therefore reject an event under certain conditions. These conditions are influenced for
example by the classification of the event into peripheral or semi-central. In case of a semi-
central event in PbPb mode, another event taking place within a certain time window which
depends on the readout detector cluster, should be rejected and not read out, since it would
increase the occupancy inside the detectors beyond the limit, for which both events would
be reconstructible. The choice of the time window is driven by the readout time of the
slowest detector in the cluster and is the time, within which another event would spoil the
one currently read out in this detector. This already shows that the time-future protection
needs to incorporate different strategies, depending at least on the detector cluster, the
centrality of the interaction, the run mode and the beam luminosity.

As an example, the TPC sensitive time window amounts to ±88µs corresponding to
its drift time of 88µs. A possible past-future protection strategy during PbPb run for
detector clusters containing the TPC (which is the slowest of all detectors), could allow up
to four additional peripheral events but no additional semi-central event inside the TPC,
within a time window of 176µs, which is centered at the starting time of the current event.
This guarantees, that no further event is still occupying the drift-region when the event
under consideration starts and that this event may only be spoiled by another one, if the
reconstruction can still distinguish between the different tracks.

A different approach is needed however in case of pp mode. Here pile-up will almost
be certain, due to increased luminosity. Yet, the multiplicities will be much lower than
during PbPb run and thus more pile-up of events can be accepted. Here, the fast-future-
protection must make sure that all detectors can perform a sensible readout. This takes
into account that for inner detectors like the ITS, a pile-up of events is more serious than
for outer detectors, since the cluster density inside a detector increases with decreasing
radius (neglecting that the secondary charged particle density might might increase with
radius). Two different time-windows could be applied, e.g. ±10µs for ITS and ±88µs for
TPC.
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4.2 The TRD Trigger

4.2.1 Requirements

The investigation of properties of the QGP requires to take into consideration rare probes
with small cross sections (100µb) and low production probabilities per collision (≈ 10−5).
Therefore a trigger is needed to enhance the number of read out events that contain such
rare signals. Of special interest are electromagnetic probes, since they are not affected
by strong interaction and thus allow a direct view onto the interaction process. However,
their production cross section is very small. Additionally, electromagnetic decay products
of heavy vector mesons (e.g. J/Ψ, Υ) yield information about the conditions in a QGP.

A trigger is also needed in order to obtain differential distributions, expressing the de-
pendence of an observable on pt or on centrality. Since the abundance of resonances at
large pt is suppressed (and therefore also the number of electro magnetic decay products
with large pt) and since the probability for an interesting signal to be produced decreases
at larger impact parameters (due to a smaller reaction volume), the statistics of differential
distributions crucially improves by applying a trigger.

However a more technical argument in favor of a TRD trigger is the limited bandwidth
of the DAQ system for high-pt electrons because it must be shared among the different
observables. Therefore only interesting events should be selected.

4.2.2 Purposes

From the above requirements the purposes of the trigger can be derived. Some general
expectations are, that the trigger works with a high and uniform efficiency for the whole
acceptance and pt range, for which the TRD was designed. Also at the highest multiplic-
ities of dNch/dy = 8000, the system must work well, although it is optimized for lower
multiplicities.

In detail, the TRD trigger is supposed to find and select tracks with pt > 3GeV/c and
allow for an efficient separation of electrons from pions. Relying on these capabilities,
correlation quantities, like the invariant mass of track pairs or the multiplicity in special
spatial regions, are computed.

Due to the application of a TRD trigger, the production rates of Υ and of J/Ψ at large
pt can be studied as well as the dilepton continuum in the invariant mass range between 4
to 9GeV/c2. Also jet production at energies beyond 100GeV is in the prospect of studies
and rare probes can be correlated event wise with the information from other central barrel
detectors.

4.2.3 Realization

As the TRD trigger decision influences whether the TPC opens its gating grid for event
readout, the calculation has to be accomplished in a very short time as compared to the
drift time of the TPC, in order to not cut its available track lengths too much. As the
TPC drift time amounts to 88µs, the TRD trigger is given a decision time of 6µs. During
this time a fast tracking of up to 20000 charged particles in the TRD acceptance has to be
performed. As it is required to pick rare events that have probabilities down to 10−5 per
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collision, this task can only be fulfilled by a highly parallel computation. As it was already
outlined in the section about the Front End Electronics (FEE) of the TRD, the separation
of the detector into six layers with a resulting drift time of 2µs is exploited, by fitting to
the hits of one layer a straight line which is called tracklet. This is done independently
and in parallel in all detector chambers by the on-chamber electronics. From the obtained
fit parameters an estimate on pt is calculated, assuming that all tracks originate from the
primary vertex. Only the data of tracklets that are stiff enough is sent to the GTU, which
combines at least four tracklets to a track and performs a cut on its transverse momentum
(pt ≥ 2.7GeV/c). The detection of electron tracks embedded into a background of many
pions is performed by means of the total energy loss of the particle, involving the Transition
Radiation emitted only by electrons. The number of positive and negative tracks within a
selected area can be counted and two-particle correlation quantities (e.g. invariant mass)
can be calculated. The final result is then sent to the CTP.

4.2.4 The TRD Trigger States

There are a number of different states of the TRAP chip electronics, between which there are
transitions, steered by external trigger signals, commands and internal timers. The states
and transitions are controlled by the Global State Machine (GSM). The TRD trigger states
are shown in figure 4.1, the TRD trigger timing in figure 4.2. After a reset or a low power
command, the TRAP chip enters a low power mode. All the components are disabled in
this state and only the configuration interface is clocked. Leaving the low power state, the
TRAP enters the clear state. This is the starting point of any readout cycle. The ADCs
are enabled and clocked together with the digital filters. The preprocessors are reset and
the CPUs are started and clocked shortly for clearing their registers. After the clearing
procedure has finished, the chip stays in the following state waiting for the pretrigger
signal to arrive and wake up the TRAP. Once the pretrigger signal reached the chip, the
preprocessors are clocked during the drift time to be able to calculate from the sampled
and digitized cluster information the necessary fit sum updates. This is done in parallel to
data acquisition, hence, sampling and digitization of the next data set is already ongoing,
while the previous data sample is still preprocessed. During preprocessing the CPUs are
turned off to save power and not disturb the ADCs and preprocessors, as the CPUs run
at a higher frequency (CPU: 120MHz, preprocessor: 10MHz). At the transition to the
preprocessing state also a timer was started, expecting a L0 trigger signal after a defined
time. Should the L0 signal not occur, this is treated as a L0 reject (L0R) and the whole
data acquisition sequence is aborted returning to the clear state.

If a L0 signal occurs (L0 accept, L0A), after the drift time of 2µs and after the end
of digitization and preprocessing(2.55µs), the chip enters the processing mode where the
CPUs are clocked. The digital noise that is produced here does neither affect the TRD,
as the data is already stored, nor does it do harm to the TPC, as it has not started
digitization yet (waits for the L1 decision before opening the grid). Up to four tracklet
candidates are assigned to the four CPUs for further calculation of the necessary 32 bit
tracklet words, which then are sent to the GTU through the readout tree and via optical
fibers (two per chamber) in the tracklet transmission state. The whole data shipping has
to be accomplished 4.5µs after the pretrigger signal arrived (the first tracklet will be sent
after ≈ 4.3µs). Each MCM can provide a maximum of four tracklet words, however a
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clear

TRAP states

prepare raw data
120 MHz

raw data readout
120 MHz

transmission
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processing
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ship raw data to permanent storage7.2ms
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Figure 4.1: The TRD trigger modes and their timing. For the TRAP states the clocking
frequency is given. Note that the L0 trigger signal is expected during prepro-
cessing, at 0.9 microseconds.
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maximum of 40 tracklets are accepted per chamber (incorporating between 96 and 128
MCMs). Excess tracklets are ignored. Since the tracklet transmission is done in a way,
defined by the readout tree (tracklets arrive ordered in increasing pad row number and then
sorted according to increasing y coordinate), the GTU can already start its calculations
once the first tracklet arrives. After ending with processing, the CPUs are switched off
again. After 6.5µs the GTU has to have sent its results to the CTP and the CTP its
decision to the detectors. As the shipping of data to the CTP and the distribution of the
trigger from the CTP to the detectors takes about 500ns, the GTU has about 1.3µs for the
global tracking (assuming that the last tracklet arrives at the GTU after 4.3µs). Another
timer, which has been started at the transition to the preprocessing state, awaits the L1
accept trigger signal, which also depends on the results of the GTU calculations. If a L1
reject occurs, all buffers are emptied and the TRAP returns to clear state. In case of an
accept however, the CPUs are started again in the raw data preparation state and are set
for raw data readout. Then the event buffers are read out by the CPUs via the optical fiber
links and the data is fed into the readout network. After completion, the TRAP returns
to clear state, preparing for the next data acquisition cycle. The event raw data is now
stored in event buffers that are part of the GTU and they are only shipped off the detector
in case of a L2 trigger accept. In case of a L2 reject the buffers are cleared.

In case of a L1A, the TRD will not be able to accept any other event (signaled by a TRD
BUSY) until the raw data is read out from the TRAP event buffers by the CPUs. This can
take up to 40µs. However, the overall dead time of a detector cluster containing the TPC
is determined by the TPC drift time of 88µs and thus the TRD dead time is not crucial. It
is important that the TRD derives its trigger decision before the TPC gate opening after
about 6.5µs after the pretrigger. The pretrigger itself is expected at the TRD Point Of
Presence (POP) at 100ns after the interaction, from where it is spread to all the MCMs
to wake them up. This takes another 100ns, so in total around 10% of the TRD sampling
time is lost due to the pretrigger latency. However, the first time bins contain ionization
clusters from the amplification region which drift towards the anode wire from two sides and
produce on average a signal of almost twice the height as compared to the average signal
induced by clusters from the drift region. Using these clusters from the amplification region
would spoil the e/π separation, which is based on the mean charge per cluster deposited
by the particle (therefore especially the later time bins are of importance, containing the
TR clusters, formed at the entrance to the drift volume). Hence, hits from this time region
are omitted nevertheless for the tracklet calculation and the trigger decision. On the other
hand, using clusters from the amplification region enlarges the lever arm for the track fit
and improves the offline reconstruction performance. Therefore, the POP is chosen such,
that the pretrigger latency and the cut on the sampling time are as small as possible.

4.3 Connection Between the TRD and the ALICE
Trigger System

The TRD pretrigger is a trigger signal that is TRD specific and is not routed via the CTP.
It is needed to wake up the TRD and allows the TRD digital components to be in low
power state if there is no event to be processed. In order to wake up the TRD in time,
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Figure 4.2: The TRD trigger timing ([Gut06])

the pretrigger has to be issued before the L0 trigger signal from the CTP. So the signal is
derived from a minimum bias trigger detector and transmitted to the TRD directly with
minimum latency. A second copy of the signal is routed to the CTP and contributes there
as the L0 input from the TRD. By this input, the CTP assumes that the TRD is in ready
state. However, as the pretrigger has been split before the TRD, the CTP does not know
if something went wrong with the distribution of the pretrigger to the TRD, its spread
to the MCMs or if the switch-on of the FEE has really been successful. This might lead
to an inefficiency of trigger classes needing the TRD for readout or needing a higher level
trigger decision by the TRD, since the event would be spoiled. At least, the event could be
rejected at L1 time after a couple of µs, if the TRD does not send its trigger input. This
would prevent the TPC from opening its gate and the detectors from a dead time in the
order of 80µs.

There are two cases in which the minimum bias trigger should not lead to a valid pre-
trigger. If another event has occurred less than 2µs before (corresponding to the TRD
drift time), then the drift volume would be spoiled by clusters from that event, although
the TRD does not necessarily read it out. So, although the TRD electronics announces
to be idle, the new event must not be read out by the detectors (hence for example the
TRD readout electronics must not be started), since the drift volume is not cleared (past
protection). In order to ensure this, each minimum bias signal starts another signal with
a decay time complying with the TRD drift time. In case a pretrigger arrives at the TRD
meeting such a signal (TRD DIRTY), it will not wake up the TRD. The TRD DIRTY state
can be reconstructed by the CTP using the copy of the minimum bias signal.

The second case when a minimum bias trigger cannot lead to a valid pretrigger happens,
if the TRD electronics is busy. This is signaled by a TRD BUSY state. It is started in
case of a valid pretrigger and cleared if an event is rejected (no L0 or L1R) or after the
raw data readout upon L1A has finished. Note, that even if the drift volume is cleared, the
TRD cannot accept any other event until the raw data of the previous event is shipped off
the FEE, since the CPUs are used for the tracklet processing as well as for the raw data
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readout. Therefore, the total dead time of the TRD in case of L0 and L1A amounts to
about 40µs.

A further problem concerning past-future protection can occur, if the TRD is currently
reading out an event from the drift volume when a new event occurs (within 2µs after the
first event). The clusters read out from this time on will be spoiled by the new event and
must not be considered. Since the expenditure to separate the clusters according to their
arrival time at the readout electronics is too large, the whole event needs to be rejected.
This is only possible at L1 time (6.5µs) by a L1R. The CTP controls this future protection
issue by a decay signal (2µs decay time), that starts once the copy of a valid pretrigger
arrives (no TRD DIRTY or TRD BUSY encountered). If another event occurs once the
drift time for the current one is over, this does not disturb the further processing of the
data, since data acquisition finishes with drift time. See figure 4.3 for a summary of the
past-future protection steps on pretrigger level.

Figure 4.3: Past-future protection on pretrigger level ([ALI01])

In case that a minimum bias trigger does not encounter a TRD DIRTY nor a TRD
BUSY, it will become a valid pretrigger waking up the TRD and starting the TRD state
machine. The valid pretrigger is forwarded to the CTP where it serves as a valid L0 trigger
input that is required for all trigger classes containing the TRD in their detector clusters.

Once a valid pretrigger occurred, the TRD expects a L0 trigger in an appropriate time
slot. If no such trigger signal arrives, this causes an abort of the current data acquisition.
If the L0 arrives at a different time (maybe caused by a trigger class including the TRD in
its detector cluster but without requiring a valid TRD pretrigger as L0 input) error flags
are set and the trigger is ignored.

In case a L0 trigger arrives at the right time, the TRD determines its trigger decision and
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sends it to the CTP. There the TRD trigger result participates in the L1 trigger decision,
depending on the implementation of the trigger class.

In any case the TRD can be forced to abort its event processing only from the outside
at L0 and L1 time. It will never abort by itself.

As the past future protection logic is also needed for the TPC (with a drift time of 88µs),
the corresponding methods have to be part of the CTP to be able to adjust the signal decay
times to the needs of the TPC. This also ensures, that all events can be counted at a central
location and a proper cross section calculation can be performed. Otherwise, if the CTP
did not know about rejected events by the TRD because of past-protection, this would
lead to a biased counting and a wrong estimation of rates. In case a TRD pile-up happens
before the L0 trigger was issued, the CTP could also make the decision of not sending a
L0. This would have the advantage, that pile-up events were rejected during drift time,
even before the power consuming CPUs were started.

In total, the TRD delivers to the trigger system its TRD BUSY state, TRD trigger bits
(one bit for each trigger) and a bit mask of 2∗36 bits, marking the region of interest (sector
and hemisphere). The TRD BUSY is already included in the TRD pretrigger and not used
as input for normal trigger operation since this would prevent any L0 trigger (the TRD
BUSY is issued upon each valid pretrigger, hence before the L0 trigger, to which the valid
pretrigger serves as input. Note that all inputs are connected by logical "And".). However
the CTP needs the knowledge about TRD BUSY in order to count properly the number
of events during and after the TRD dead time.

The TRD receives a L0 (which serves as accept; no L0 at given time is interpreted as
reject), L1R or L1A and L2R or L2A. The trigger signals arrive at the TRD’s point of
presence (POP) and are distributed within the TRD from there on.
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Processing

In this chapter the creation of signals inside the TRD and the different processing steps are
discussed. The first part however deals with the interaction of charged particle with matter
which gives rise to three basic processes used by particle detectors: ionisation/excitation
of medium atoms, emission of Cherenkov light and Transition Radiation. The second part
gives an overview over the subsequent signal processing within the detector.

More physical background about signal creation and particle detectors can be found in
[Kle84], [Kol], [FHV05], [Ene03], [Spa04], [Pos04], [Phy06]. An introduction to diffusion
can be found in [Dem99]. A basic course on stochastic is presented in [Naw94]. Issues
about signal processing in general can be found in [Jae02]. TRD related topics about
signal processing are put together in [ALI01], [Gut06]. The digital filters are described in
[Gut06] and [Gut02].

5.1 Interaction of Charged Particles with Matter

In this section a phenomenological overview over the possible and in case of the TRD
relevant processes, that occur when a charged particle traverses matter, will be given.
These processes are mostly used by detectors to identify a particle’s track, momentum and
its identity and lead to a decrease of the particle’s energy. The electromagnetic interaction
expresses itself by three processes: ionization/excitation, Cherenkov light and Transition
Radiation.

5.1.1 Physics Overview

The conditions for the onset of these processes can be investigated by a simple picture
reducing the medium to its dielectric number ε = ε1 + i · ε2 and its smallest excitation
energy ~ω0.

Assuming a charged particle of mass M and velocity ~v = ~β ·c traveling through a medium
with refraction number n = n1 − i · n2 or dielectric number ε = ε1 + i · ε2 with ε1 = n2

1, the
electromagnetic interaction is mediated by the emission of a photon with energy E = ~ω
and momentum ~p = ~ · ~k. In order to express the photon energy by its momentum and
the particle’s velocity, the following three 4-vectors are introduced: p =

(
E
c
~p

)
denotes

the 4-momentum of the particle before interaction, p′ =
(

E′
c
~p′

)
the 4-momentum of the

particle after interaction and pγ =
( ~ω

c
~~~k

)
the 4-momentum of the produced photon. As

p2
γ = m2

γ = 0, this yields the dispersion relation in vacuum, ω2

c2
= k2. Since pγ = p− p′ this
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yields

p′2 = (p− pγ)
2

M2c2 = M2c2 − 2ppγ

2ppγ = 0

2(
~ωE
c2

− ~~p~k) = 0

ω = ~p~k
c2

E

= p · k · cos θ · c
2

E

= v · k · cos θ · γMc2

E
= v · k · cos θ

where p = γMv and E = γMc2 was used and θ is the angle between the incident direction
of the charged particle and the direction of emission of the photon. Thus, the photon
frequency can be expressed by ω = v · k · cos θ. With the dispersion relation in medium
ω2 = k2c2

ε
, where c′ = c√

ε
was inserted as the light speed in medium, this allows to derive

the following equation:
v

c

√
ε cos θ = 1

For optically very thin material (n1 ≈ n, n − 1 � 1) the complex refraction number can
be expressed as

n = 1 +
ndipolee

2

2ε0m(ω2
0 − ω2 + iωγ)

.

The picture used here is, that the atomic electrons oscillate around their positions and have
a resonance frequency ω0 and a damping coefficient γ. The density of the dipoles is denoted
by ndipole. The photon emitted by the interaction acts as an electromagnetic wave with
frequency ω, which enforces the oscillation of the atomic electrons. The resonance frequency
ω0 corresponds to the (first) excitation energy ~ω0 and thus the photons can be absorbed
by exciting the atoms, if they have the right energy 1. As a primary electromagnetic wave
with electric field strength ~Ep = ~E0e

i(ωt−~k~x) passes a medium, it induces a dipole oscillation
of the electrons against the atomic trunk, which in turn leads to the radiation of e.m.
waves of the same frequency. By cutting the material into a discrete number of layers k,
the individual e.m. waves ~Ek are characterized by a layer depending phase shift (the finite
velocity of the primary e.m. wave affects the layer at increasing times). The superposition

1Due to the energy time uncertainty principle ∆E∆τ ≤ ~
2 and the finite lifetime τ of an excited state (the

excited electron is described by the model of a damped oscillator, losing energy by irradiating e.m. waves
of Lorentz shaped power spectrum. The lifetime of the state is determined by the damping constant),
the energy level has a natural width which is additionally enlarged by the interactions between the
atoms of the medium and other effects. Thus the photon can be absorbed, although it has not exactly
the theoretical excitation energy.
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5.1 Interaction of Charged Particles with Matter

of the primary wave with all the secondary waves at some observer position, yields an
overall field strength for the resulting wave: ~E = ~Ep +

∑
k
~Ek. Because of the phase shift,

the resulting e.m. wave arrives later than an e.m. wave traveling solely through vacuum.
This can be described by a reduction of the velocity of light in matter, c′ = c

n
, and a

modified wavelength λ′ = λ
n

because the frequency ω
2π

= c
λ

is not changed. Therefore, if
the primary e.m. wave travels through a medium of thickness ∆z in z direction and the
observer is situated in a point z outside the medium, the resulting wave can be described
effectively by introducing the time shift ∆t = t′−t = ∆z( 1

c′
− 1

c
) = ∆z

c
(n−1), that expresses

the additional time the wave needs, for passing through the medium. Because the wave is
observed outside the medium, kz = k = ω

c
there and the wave can be described by

~E(z) = ~E0e
i[ω(t−∆t)−kz] = ~E0e

iω(t−(n−1)∆z/c−z/c)

= ~E0e
iω(t−z/c) · e−iω(n−1)∆z/c

≈ ~E0e
iω(t−z/c) − iω(n− 1)∆z/c · ~E0e

(iω(t−z/c)

= ~Ep +
∑

k

~Ek

where n− 1 � 1 and e−iφ ≈ 1− iφ for small φ was used. Especially for gases (in the TRD
charged particles travel through a medium of Xe/CO2 gas) the condition for optically thin
media with a small dipole density ndipole, n − 1 � 1, is usually fulfilled. The refraction
number n is then obtained by comparing the above expression for the electrical field with
the results of a microscopic model, which integrates over the electrical field strengths of
the e.m. waves, that were emitted by the induced oscillations of the medium dipoles, at
the observer’s position . The refraction number can be split into a real and an imaginary
part, n = n1 − i · n2, with ε ≈ n2 for n2 ≈ 0 and n ≈ n1.

n1 = 1 +
ndipolee

2

2ε0m

ω2
0 − ω2

(ω2
0 − ω2)2 + ω2γ2

n2 =
ndipolee

2

2ε0m

ωγ

(ω2
0 − ω2)2 + ω2γ2

For the field strength of an e.m. wave traveling along z through a medium of width ∆z
with refraction number n (depending on the frequency of the wave) one obtains:

~E(z) = ~E0e
iω(t−(n−1)∆z

c
− z

c
)

= ~E0e
i(ωt−k0z) · e−iω(n1−1)∆z

c · e−ωn2
∆z
c .

k0 = ω
c

was used. From this it can be seen that the real part of n introduces a phase
retardation whereas the imaginary part is responsible for absorption.

Depending on the photon energy ~ω one can distinguish different cases:

• If the photon energy is significantly smaller than the excitation energy of the medium
atoms ~ω � ~ω0, n2 becomes small and thus ε is a real number. Due to (5.1.1),
v = c√

ε cos θ
≥ c√

ε
since cos θ ≥ 1. This is the Cherenkov threshold. Since n1 > 1 and
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ε1 > 1, the threshold can be exceeded, if the velocity of the particle is larger than the
speed of light in the medium. In this case, the photon is emitted as a real photon.
The irradiated light is called Cherenkov light.

• In the absorption region, where ~ω ≥ ~ω0, one obtains for the refraction numbers
n1 < 1 and n2 > 0 and thus the dielectric number ε becomes complex. In this
region (between approximately 2eV to 5keV ), the photon is virtual and mediates
the interaction between the charged particle and the medium. As a consequence, the
atoms of the medium are excited or ionized by the absorption of the virtual photon
and the charged particle loses energy.

• In the X-ray region (~ω ≥ 5keV ), where ~ω � ~ω0, absorption becomes negligible
(n2 � 1). Since n1 < 1 also ε1 < 1, thus the Cherenkov threshold exceeds the
speed of light in vacuum and v ≥ c√

ε
> c cannot be fulfilled any more. Therefore

no Cherenkov light is emitted but in case of discontinuities of the dielectric number,
Transition Radiation (TR) can be emitted instead.

5.1.2 Properties of the Electromagnetic Processes

In the following, some properties of the three above mentioned processes are investigated
by applying an example. These observations can also explain some properties on the
development of the mean energy loss with βγ. However, the Bethe Bloch formula will not
be derived here.

In the example, the dielectric number of the medium, ε, is used to denote in the course
of the discussion the real part ε1.

If a charged particle moves along the z-direction with velocity ~v = (0, 0, v) in a medium
and an observer is situated at (0, y, z) also in the medium, then the wave vector of the e.m.
wave detected by the observer is given by ~k′ = (0, k′y, k

′
z). Using ~v · ~k′ = vk cos θ = ω = vk′z

and the dispersion relation of the e.m. wave in the medium, ω2 =
~k′

2
c2

ε
this yields k′2y =

ω2ε
c2
− ω2

v2 and thus

k′y =
ω

v

√
v2

c2
ε− 1.

The phase velocity of light in the medium is given by c′ = c√
ε
. By defining β′ := v

c′
and

γ′ := 1√
1−β′2

, k′y can be expressed by

k′y =
ω

v

√
β′2 − 1.

Now there are two cases:

• If β′ > 1, meaning that the particle velocity exceeds the velocity of light in the
medium, k′y is a real number leading to the emission of a real e.m. wave ∼ ei(~k′~r−ωt).
This case corresponds to the irradiation of Cherenkov light.
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• In the second case, when β′ < 1, k′y = iω
v

√
1− β′2 becomes purely complex. Inserting

this yields for the wave phase factor:

ei(~k′r−ωt) = e−iωtei(k′yy+k′zz)

= e−iωtei ω
v

ze(iy)(i ω
v

√
1−β′2)

= e−iωtei ω
v

ze
− y

y0

with y0 = v

ω
√

1−β′2
= γ′β′ c

′

ω
. By k′ = ω

c

√
ε the range of the damped transversal

component of the electrical field can be expressed as

y0 =
γ′β′

k′
.

By further arithmetics and using the wave vector in vacuum, k = ω
c
, the range can

also be brought to the form

y0 =
β
√
ε 1√

1−β2ε

k
√
ε

=
β

k

1√
1
γ2 + β2(1− ε)

.

β′ < 1 can occur for two different ε ranges:

– ε > 1 corresponds to n1 > 1 and thus implies ω < ω0 meaning that the energy
of the e.m. wave is below the excitation energy of the medium atoms and the
medium is transparent. From β′ < 1 it follows that v < c√

ε
. In this case the

Cherenkov threshold can still be reached by increasing v toward c’, resulting
in β′ → 1. That leads to an increase of the range y0 to infinity and at the
Cherenkov threshold, when v ≥ c′, an e.m. wave is released.

– The case ε < 1 (n1 < 1) occurs if ω > ω0. The photons have enough energy to
excite or ionize the atoms and the medium becomes absorbing. Here, β′ < 1 is
urged by c′ > c 2. The range of the electrical field y0 increases proportional to
β′γ′. This also leads to an increase of the energy loss of the primary charged
particle due to the relativistic expansion of its electric field. Hereby more elec-
trons (of nearby atoms) are affected and the probability of photon absorption
increases.
However, the value of y0 reaches a plateau (the denominator never becomes 0 for
ε < 1). Classically, the relativistic expansion of the electric field is stopped once

2Although the phase velocity in the medium, c′, is larger than c, this is not a contradiction. As it was
mentioned in the previous section, the photon in the absorption region is virtual and can not spread
physical information. In the region where ~ω � ~ω0, still ε < 1 holds, but again, no real (Cherenkov)
photon is emitted. Since the dielectric number ε = ε(ω) is a function of ω, also the phase velocity is.
The relevant velocity for information spread is not the phase velocity but the group velocity of a wave
package (superposition of even waves of different frequencies), which is always smaller than the speed
of light. The wave package is used to describe the quantum mechanical probability density for localized
states such as particles, carrying the information.
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its range is comparable to the mean distance between atoms. Their electrons are
rearranged in a way, that the electric field is screened and deeper lying atoms
don’t get in touch with the field any more. This impacts also on the mean
energy loss, which saturates at the so called Fermi Plateau. The 〈dE/dx〉 at
the plateau depends on the density of the medium. It is much smaller in solid
matter with high density and an effective screening as compared to the value in
gases. Rewriting the range as y0 = 1

k
1√

1
(βγ)2

+(1−ε)
shows, that for large βγ the

range approaches the plateau value, y0 → y0,max = 1
k
√

1−ε
(positive branch of the

function in figure 5.1). Differentiating the range yields: dy0

d(βγ)
= 1

k(1+(1−ε)x2)3/2 >

0 (ε < 1). Therefore, y0 approaches the plateau from beneath. Already at
βγ ∼ 1√

1−ε
, the value of y0 is 1√

2
· y0,max. It is 1− ε ≈ 1− n2. In the absorption

area, where ω ≥ ω0, one can set n = 1 + x with x < 0 and |x| � 1, hence
n2 = 1 + 2x+ x2 ≈ 1 + 2x. Therefore 1− ε ≈ −2x > 0. Because x ∼ ndipole (see
previous section), 1− ε ∼ ndipole. The plateau value is mainly influenced by the
density of dipoles ndipole and thus by the atomic density ρ: y0,max ∼ 1√

ρ
. The

larger the density, the lower the plateau of the range and with that the mean
energy loss of the particle at the Fermi Plateau. Also the onset of the Fermi
Plateau at βγ ∼ 1√

1−ε
∼ 1√

ρ
starts earlier, the larger the density is.

Figure 5.1: The function f(x) = x√
1+x2
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5.1.3 Photo Absorption Ionization Model

The differential cross section per medium electron and per energy loss dE of the charged
particle is calculated within the photo-absorption-ionization model:

dσ

dE
=

α

β2π

σγ(E)

EZ
ln [(1− β2ε1)

2 + β4ε22]
− 1

2 + (5.1)

α

β2π

σγ(E)

EZ
ln

2mc2β2

E
+

α

β2π

1

e2

∫ E

0

σγ(E
′)

Z
dE ′+

α

β2π

1

Znhc
(β2 − ε1

|ε|2
)

α = e2

4πε0~c
= 1/137 is the fine structure constant, Z the number of electrons per atom,

n = NAρ
A

(NA: Avogadro number, A: weight of NA atoms, i.e. of 1Mol) the atomic density,
σγ(E) the cross section for the absorption of a photon with energy E by the atoms.

For optical photon energies, i.e. ω < ω0 the medium is transparent and σγ = 0. Therefore
the creation of Cherenkov light is determined by the fourth term in the above cross section
(5.1) which is independent of σγ. As n1 � n2, ε ≈ ε1 and the differential cross section
becomes

dσ

dE
=

α

πZnhc
(1− 1

εβ2
).

Now the cross section per target particle is given by

σb =
Ṁ

ΦaNb

where σb has the dimension of an area and can in some cases be interpreted as the scattering
area that one target particle "b" provides to a beam particle "a". Ṁ is the number of
reactions per unit time, here the rate of produced photons. The flux of beam particles Φa

is given by Φa = Ṅa

A
= nava and is a measure for the number of beam particles per area and

per time that hit the target. Nb is the number of target particles. If Na and Nb are given
for a target volume V, one can write Φa = Na

V
va and Nb

V
= Zn with Zn being the electron

density of the medium. So the beam particle corresponds to the charged particle (Na = 1)
and the target particles to the medium electrons and the cross section is proportional to
the probability to produce a photon per target electron. Hence, dσ

dE
= dσb

dE
. Exploiting this

yields

dσ

dE
· Zn =

d

dE
(
Ṁ

Nava

).

With the flight distance L = va ·∆t of the incident particle (L short enough to assume va
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to be constant) this turns into

dσ

dE
· Zn · L =

d

dE
(Ṁ)

1

na

∆t

=
d

dE
(
Ṁ

A′ ) · A
′∆t

=
d

dE
(
Ṁ

A′ ) · A
′∆t

=
dΦγ

dE
W ′

where Φγ is the photon flux through an area A’ and W ′ = A′∆t is a normalization factor.
It was assumed that the rate Ṁ is the only energy dependent quantity. Finally, by setting
m := W ′ · Φγ, where m is dimensionless and directly proportional to the photon flux, one
obtains the flux of photons per energy interval dE = ~dω (energy loss of charged particle
due to photon emission) when the charged particle travels a distance L, as a function of β
and ε:

dm

~dω
=

α

πhc
(1− 1

β2ε
) · L. (5.2)

As β increases also the photon flux emitted per energy interval is enhanced.
For long radiators with L� λ (λ wavelength of the photons) and in the regime ω < ω0

(5.2) yields the intensity of Cherenkov light. For ω � ω0 and varying ε, (5.2) describes the
emission of Transition Radiation.

5.1.4 Transition Radiation

Transition radiation (TR) is produced if a charged particle crosses a boundary between
two media of different refraction numbers. For example, a charged particle in vacuum
forms an electric dipole with its mirror charge in the denser medium. As the particle
approaches the boundary, the field strength varies and it vanishes once the particle has
entered the medium. A changing dipole field strength with time leads to the emission of
electromagnetic radiation (TR). In this section it will be shown that for highly relativistic
particles the radiation is peaked at small opening angles ∼ 1/γ and that the intensity grows
with γ. By this and the fact that there is a threshold in γ for the emission of TR, particles
of same momentum but different mass, which have the same bending radius in a magnetic
field, can be distinguished.

In the following, the quantities are considered in a unit system, where c = ~ = 1.
For short radiators (L � λ), small angles of emission Θ and β ∼ 1, from (5.2) the

number of transition radiation photons in the X-ray range can be obtained. Introducing
the energy density W of the irradiated photon field, the density of electrons in a medium
ne = n ·Z (n: atomic number density), the plasma frequency ωp =

√
4παne

me
and the squared

fraction of plasma frequency to photon frequency, ζ =
ω2

p

ω2 = 1 − ε(ω), the energy density
spectrum of photons irradiated at polar angle Θ can be calculated for the transition of a
charged particle with Lorentz factor γ between two media of different dielectric numbers
ε1 and ε2 and thus with different electron densities ne. The following expression for the
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energy density spectrum is valid for γ � 1, Θ � 1, ζ2
i � 1 meaning 1− εi � 1 and for a

single interface transition:

(
d2W

dωdΩ
)interface =

α

π2
Θ2(

1

γ−2 + Θ2 + ζ2
1

− 1

γ−2 + Θ2 + ζ2
2

)2 (5.3)

For ζ2 � γ−2 (which is a condition to obtain a measurable yield), the emission is peaked at
Θ ∼ γ−1 3. Also the yield in energy density grows quadratically with γ. This is the reason
why electrons produce a significant amount of TR photons at a momentum of 3GeV/c
(γ ≈ 6000) whereas pions of the same momentum hardly have a measurable TR yield
(γ ≈ 20). As the plasma frequency is in the order of some eV and the threshold for the
onset of TR emission lies at γ around 1000, the energies of the TR photons will be in the
X-ray range (1 to 30keV ) (ζ2 � γ−2, thus ω � ωp · γ). Moreover, the average energy of
a TR photon depends on γ which, together with the TR threshold for γ, can be used to
distinguish between electrons and background particles, such as pions, in the low GeV/c
momentum range.

As the emission angle is very small (Θ ∼ γ−1) the double differential spectrum for
the single interface transition can be integrated over the solid angle dΩ:

∫
d2W
dωdΩ

dΩ =

2π
∫

d2W
dωdΩ

sin ΘdΘ ≈ 2π
∫

d2W
dωdΩ

ΘdΘ. This yields the differential energy density spectrum
for the one-interface transition:

(
dW

dω
)interface =

α

π
(
ζ2
1 + ζ2

2 + 2γ−2

ζ2
1 − ζ2

2

ln
γ−2 + ζ2

1

γ−2 + ζ2
2

− 2).

If the transition of a foil is regarded, then two interfaces have to be taken into account
leading to interference effects. Thus the double differential cross section for a foil is given
by the cross section for one interface and an additional interference factor which depends
on the length of the foil, l1:

(
d2W

dωdΩ
)foil = (

d2W

dωdΩ
)interface · 4 sin2 (

φ1

2
).

φ1 ≈ (γ−2 + Θ2 + ζ2
1 )ωl1

2
is the phase retardation of the TR from the second interface

(charged particle leaving the foil) with respect to the first one. If there is a whole stack of
foils, all the interferences at all interfaces have to be considered.

In the following some features of the TR production are mentioned:

• The distance zi = (γ−2+Θ2+ζ2
i )−2 2

ω
(note that distances have the dimension GeV −1)

after which the particle and the emitted photon are separated by the photon wave
length. In case li � zi one observes a suppression of the photon yield (formation
zone effect) whereas interference can be neglected if li � zi and then ( d2W

dωdΩ
)foil =

2( d2W
dωdΩ

)interface.

• The TR spectrum has a maximum at a frequency of ωmax =
l1ω2

p,1

2π
. By varying ωp

with the choice of the material (ne) and by varying the length of the radiator, the
3Practically the direction of the photon coincides with the particle direction. However in media the speed

of light is reduced but not the speed of the high relativistic incident particle flying almost at c and
therefore faster than the produced photons.
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position of this maximum can be influenced. However, in order have a measurable
yield at ωmax for TR from electrons in the low GeV/c momentum range (γ ≥ 1000),
also ωmax

ωp
� γ has to be assured.

• At high γ the yield of TR saturates due to multiple foil interferences.

• The position of the absorption of the TR photons is determined by the mass attenu-
ation coefficient µ/ρ (µ: absorption coefficient, ρ: density of medium) at the energy
of the TR photon. Furthermore, due to the small radiation angle, the direction of
the incoming particle with respect to the radiator normal direction, influences the
position of absorption (inclination leads to a longer way inside the radiator). As one
must be able to detect the TR photons, the absorption probability inside the radia-
tor should be small. The absorption cross section by photo effect is proportional to
Z5/Eγ. That’s why the radiator is usually built of material with low Z whereas in the
(TRD) drift volume, the TR encounters Xe gas with high Z and thus is preferentially
absorbed near the entrance of the drift region.

5.1.5 Energy Loss

The first three terms of equation (5.1) describe the energy loss by ionization where the
third term is responsible for the creation of energetic delta electrons (δ-e) and from the
first two one can obtain the mean energy loss 〈dE

dx
〉. For the ionization region, ~ω ≥ ~ω0

must hold for the virtual photons that mediate the interactions. σ(E) is the probability for
an energy loss E of the particle per medium electron. The energy loss occurs by irradiating
a (virtual) photon with energy E, which is absorbed by the medium electron (leading to
ionization or energy loss). The differential cross section dσ(E)

dE
(E) is a measure for the rate

of change of the cross section with energy, given at a transmitted photon energy E. The
mean energy loss 〈δE〉 per medium electron is obtained by integrating the differential cross
section over the possible range of energy transfers:

〈δE〉 ∼
∫ Emax

I

dσ

dE
dE

where I (I ≥ ~ω0) is the mean ionization potential of the atoms and Emax = 2mec
2β2γ2

is the maximum possible energy transfer to a scattered electron (see Appendix). By intro-
ducing a mean distance δx between electrons (δx ≈ (Ne

ne
)1/3, ne = Ne

V
), the mean energy

loss per medium electron can be scaled to a mean energy loss per unit distance, dE
dx

. This
yields the Bethe Bloch formula, an approximation for the mean energy loss by ionization
of a charged particle traversing a medium and interacting electromagnetically with it:

〈dE
dx
〉 = −8πr2

emec
2NAZz

2

Aβ2
· (ln 2mec

2β2

(1− β2)I
− β2) (5.4)

with NA: Avogadro number, Z: number of atomic electrons, A: atomic mol mass, ze: charge
of the incident particle, v = βc: velocity of the particle, I: effective ionization potential,
re = e2

8πε0mec2
≈ 2.8fm: classical electron radius (obtained by requiring that the rest mass

energy of the electron is equal to the electrostatic energy of a sphere with charge e and
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radius re: e
8πε0re

= mec
2). Usually instead of using the thickness of the traveled material,

x, the Bethe Bloch formula is expressed in terms of the quantity X = x · ρ where ρ is the
density of the medium:

dE

dX
=

1

ρ

dE

dx
.

For the first ionization of Xe one needs I0I ≈ ·12.1eV . The Bethe Bloch curve for Xe
at small βγ is shown in figure 5.2. As the formula (5.4) shows, the mean energy loss

βγ

(1/ρ)<dE/dx> (MeV cm2/g)

Figure 5.2: The Bethe Bloch curve for Xe

is independent of the mass of the incident charged particle and is influenced only by its
velocity v = βc. To emphasize this independence of the particle species, the mean energy
loss is usually plotted against βγ = p

mc
. However the formula is not true for light particles

(e.g. electrons) as it is assumed that a scattering process does not influence the direction
of the incident particle. If an electron scatters against an electron this is no more the case.
For small values of β, the mean energy loss is ∼ 1

β2 . It has a minimum for βγ ≈ 4. Such a
particle is also called minimum ionizing (MIP). Its dE

dX
amounts to roughly 1MeV cm2/g to

2MeV cm2/g. For high relativistic electrons with relativistic mass γme � me, the Bethe
Bloch formula can be applied at least for large values of βγ.

Not taken into account in (5.4) is the shell correction which occurs at particle velocities
in the region of the velocities of the atomic electrons. It describes a reduction of the mean
energy loss at the corresponding particle velocity due to the shielding of its Coulomb field
inside the atom at inner shells by outer shell electrons. So the charged particle does not
see the whole atomic charge Z but rather an effective fraction of it. Other features of the
mean energy loss distributions have already been mentioned in previous sections.

So as a summary, a primary charged particle excites and ionizes the medium atoms and
thus creates electron ion pairs. The energy distribution of the ionized electrons is ∼ 1

E2 .
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Electrons that gained kinetic energies ≥ 100eV can then ionize other atoms in secondary
processes. The energy equilibration happening in this way occurs in a short time after
the primary ionization and the charge clusters are concentrated around the track of the
primary particle. If the total energy loss in the material was ∆E, the number of produced
ions nT can roughly be estimated by nT ≈ ∆E

Wi
where Wi is the mean energy needed to

create an electron ion pair and in xenon amounts to Wi ≈ 22eV . In gases, Wi ≥ I0
4.

Usually nT is 2 to 7 times the number of primary electron pion pairs, np.
Since energy loss is a statistical process (the number of ionizations in a thickness ∆x is

Poisson distributed) one could assume that the range of different particles with the same
incident energy should be spread out inside material. The mean range can be calculated
by 〈R〉 = −

∫ 0

E0

dE
dE/dx(E)

with E0 being the original energy of the particles. However, as the
particles slow down due to previous energy losses also their mean energy loss increases and
the deceleration becomes quicker. Then only a few energy losses are enough to stop the par-
ticle which leads to a narrow distribution of the range around the mean 〈R〉. Consequently,
also the particle density at 〈R〉 is enhanced (Bragg peak).

Statistical Fluctuations of dE/dx

The Bethe Bloch formula gives the mean energy loss per distance 〈dE
dx
〉 at a given βγ. As

the energy loss is a statistical process, for large distances ∆x the total energy loss

∆E(∆x) =
N∑

n=1

δEn (5.5)

will be approximately normally distributed due to the central limit theorem and the large
number of energy transfers N. Here it is assumed that the individual energy transfers δEn

are statistically independent of each other. The total number of energy transfers N is
Poisson distributed 5

Also the size of the individual energy losses δE is subject to fluctuations. The δE
distribution follows approximately 1

(δE)2
between δEmin ≈ I and δEmax ≈ 2meβ

2γ2c2 with
the mean individual energy transfer 〈δE〉 being close to Emin.

Combining this, the total energy loss (5.5) for thin layers ∆x is Landau distributed
(figure 5.3) with a tail toward high energy losses (δ-e) 6. The distribution is peaked at the
most probable energy loss ∆Em.p. and due to the tail the mean energy loss ∆Emean, which

4The cross section for excitation is negligible as compared to the ionization cross section. Not in all
ionizations the electron with the lowest ionization potential is kicked out. Moreover, a charged particle
in the vicinity of a gas atom (e.g. an electron that is to ionize it) can influence the electron shell
configuration of the gas atom and shift the ionization potential. Additional energy can be transfered to
kinetic energy of the ionized electron or the gas atom. In latter case, the gas volume would be heated.
Or an ionization and an excitation happen during the same process, increasing the inner energy of the
gas atom, etc.

5one can think of ∆x as being cut into sufficiently small slices of size δx, ∆x = Mδx, M large, inside
which one can assume a binomial process: either there is one or no energy loss. If the probability for
an energy loss becomes psuccess � pfailure, then the mean number of energy losses in ∆x is given by
N̄ = MPsuccess.

6which makes the distribution asymmetric since the lower value for the energy transfer is limited by 0
whereas the upper value is limited by the particle energy E, where mostly ∆E � E.
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corresponds to the energy loss obtained by the Bethe Bloch formula when neglecting the
change in βγ inside ∆x, is larger than ∆Em.p..
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Figure 5.3: Shape of the Landau distribution ([Phy06])

The approximate resolution of a measured ∆E, σ(∆E)
∆E

≈ 1√
N

can be obtained by assuming
that N ≈ N̄ and thus ∆E ≈ 〈∆E〉 ≈ N̄〈δE〉. Due to the Poisson distributed total number
of energy transfers N, σ(N) =

√
N̄ and hence σ(∆E) ≈

√
N̄〈δE〉. So σ(∆E)

∆E
≈ σ(∆E)

〈∆E〉 =
1√
N̄
≈ 1√

N
.

The fluctuations of the energy loss reduces the resolution of

• the particle identification via particle mass: If the momentum of the charged particle
is known (bending in B-field) together with the mean value 〈dE

dx
〉, the particle velocity

and thus its mass can be derived. However, in order to obtain 〈dE
dx
〉, the mean over

the released energy in many thin layers has to be calculated. Due to the Landau tail
and the limited number of statistics, one usually finds the mean not to converge to
a stable value. By neglecting a fraction r (e.g. 30%) of the measurements with the
largest values (cutting on the Landau tail), one can obtain a more stable estimation
of the mean out of m measurements (truncated mean): 〈∆E〉 = 1

(1−r)m

∑
i ∆Ei where

i runs over the fraction (1-r) of the measurements with smallest values.

• the spatial track reconstruction. Due to the creation of energetic δ-electrons which
move away from the primary track and may produce own clusters, it becomes difficult
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to associate the right clusters to the primary track and exclude the δ-e. As δ-e still
have much less energy and momentum than the primary particle their track can be
curled up in the magnetic field of a detector and might not reach other layers or hits
the current layer more than once. By combining several layers and requiring that a
track hits a minimum number of layers, delta electrons can be excluded to a large
extent.

5.1.6 Bremsstrahlung

In case electrons are the primary charged particles, the mean energy loss is not given by
the Bethe Bloch formula any more as it was already mentioned in the previous section.
However in the case of high relativistic electrons with β ≈ 1 and E � mec

2, the direction
of the electron when scattering at atomic electrons will not be influenced a lot, since the
relativistic mass γmec

2 � mec
2. Thus for large βγ the Bethe Bloch formula may be applied

also for electrons. Then the mean energy loss by ionization is given by

(
dE

dx
)ion = −4πNA

Z

A
r2
emec

2(ln
2mv2γ2

I
− 1).

However there is a second process, dominating the energy loss of electrons at high electron
energies, Bremsstrahlung:

(
dE

dx
)brems = −4πNA

Z2

A
r2
eE(ln

183

Z
1
3

) =
E

X0

,

X0 is the radiation length, defined as the distance, after which the energy decreased to the
fraction 1/e. Bremsstrahlung occurs, if a charged particle is decelerated and deflected in
the vicinity of the electric field of an atomic nucleus. Part of the electron’s kinetic energy is
then irradiated by the release of a photon. As the Bremsstrahlung energy loss per distance
dx is finite and ∼ E

m2 , Bremsstrahlung for energies below 100GeV is only of relevance for
electrons (e− and e+). Because dNγ

dEγ
∼ 1

Eγ
, the irradiated photons will be concentrated at

lower energies.
The energy loss at low electron energies is dominated by ionization whereas at higher

energies Bremsstrahlung is the dominant effect. The critical energy where

R =
(dE

dx
)Bremsstrahlung

(dE
dx

)ionization

≈ ZE

580MeV
= 1

is given by Ec ∼ 580MeV
Z

. For Xe gas with Z = 54, Ec ≈ 10MeV . Hence, for GeV
electrons, inspected within the TRD, Bremsstrahlung is the dominant process for energy
loss. However, as the energy loss by an individual Bremsstrahlung process is more efficient
compared to an individual energy transfer by ionization (meaning that the average number
of processes needed for a total energy loss ∆E is smaller for Bremsstrahlung than for
ionization or, vice versa, the mean free path for Bremsstrahlung is much larger than for
ionization) and moreover the material thickness of the TRD is only about 15%X0, the
probability for an energy loss by ionization is much higher than via Bremsstrahlung. This
is the reason why tracking of electrons is possible at all in this momentum range.
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5.2 Signal Generation

In this section the physical effects are considered influencing the signal that is finally ob-
served with the detector. In the following it is assumed that a charged particle flies through
the detector and creates electron ion pairs. The succeeding charge clusters are subject to
a homogeneous electric field forcing them to drift inside a Xe/CO2(85 : 15) gas mixture.
Since electrons drift significantly faster than the positive ions and in opposite direction, the
probability for direct recombination is low. The electron clusters drift toward an anode wire
plane, where the electric field increases (the equipotential surfaces form cylinders around
the wires). Here, the cluster electrons (which are assumed to be energetically equilibrated)
are accelerated, thus producing electron ion pairs. The additional electrons themselves are
amplified and in the end each original cluster electron releases on average a large number
of additional electrons in an avalanche process (gas gain). Like that a measurable signal is
produced, whose height is proportional to the number of cluster electrons and thus to the
original energy release by the particle track.

5.2.1 Energy Loss and Cluster Creation

Cluster Creation by a Charged Particle

As was already discussed in previous sections, the interaction of a charged particle releases
in a primary process electrons from atoms of the TRD gas. The probability for such a
primary ionization as a function of the traveled distance s (since the last ionization process)
is assumed to follow an exponential distribution:

P (s) =
1

D
exp (

−s
D

). (5.6)

Here D denotes the mean distance between the primary ionizations. If the mean energy
deposit per distance is written as 〈dE

dx
〉 ≈ 〈Nprim〉 dx

1cm
· (δE)mean with the mean number of

primary ionizations per cm, 〈Nprim〉 and the mean energy deposit per ionization (δE)mean

and if (δE)mean does not change much with βγ7, then the Bethe Bloch curve, normalized
to MIP values, is given by

f(βγ) ≈ 〈Nprim〉(δE)mean

〈Nprim,MIP 〉(δE)mean

=
〈Nprim〉

〈Nprim,MIP 〉
.

Thus D becomes
D =

1

〈Nprim〉
=

1

〈Nprim,MIP 〉f(βγ)
.

So, in a detector with thickness ∆ (in cm units, ∆ small), on average there will be 〈N∆〉 =
〈Nprim〉·∆ = 〈Nprim,MIP 〉f(βγ)∆ = ∆

D
primary energy losses (hits). For a specific track, the

actual number of hits is obtained in the simulation by sampling a Poisson distribution with
mean 〈N∆〉. When assuming that the energy transfer δE of a single process is distributed

7since the energy transfer per ionization is distributed ∼ 1
δE2 , a change in the maximal energy transfer

2mec
2β2γ2 at already large γ (β ≈ 1) in the GeV/c momentum range, will not change the mean value

much any more
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∼ 1
δE2 and if ∆ is sufficiently small, the energy loss of tracks in the detector, ∆E =

∑N∆

i=0 δEi

will follow a Landau distribution.
According to the distribution in (5.6), the step size (distance between the release of

clusters) in the simulation of the detector is calculated. The mean step size amounts to D.
In order to obtain the number of electrons in a cluster, the energy spectrum of the

primary electrons must be known. For the rate of inelastic collisions per cm with an energy
transfer above δE one obtains

(
dN

dx
)>δE =

∫ ∞

δE

d2N

dxd(δE ′)
dδE ′. (5.7)

Assuming dN
dδE

∼ 1
δE2 as the distribution for a single energy transfer and further, that an

energy transfer (ionization) occurs every distance D (hence, P (s) ∼ δ(s−D)), one would
get

(
dN

dx
)>δE ∼

1

D

∫ ∞

δE

1

δE ′2d(δE
′) ∼ 1

D

1

δE
.

Since (5.6) is not a delta function, the simple 1
δE

scaling is modified.
The energy transfer δE needs to exceed the ionization potential of Xe, δEmin = Ipot =

12.1eV in order to produce a cluster electron. If the energy release is above ∼ 10keV
this δ-ray is treated as a stand-alone track and is stepped through the detector itself if its
average step size Dδ is smaller than the distance to the border of the tracking volume. The
number of electrons in a cluster, Ntot, is determined by the energy transfer δE via

Ntot =
δE − Ipot

W
+ 1

where W is the effective energy needed to produce a free electron in Xe, W ≈ 22eV . It
is assumed that the primary electrons, whose energy exceeds W, will very rapidly release
their energy by producing further electron ion pairs in the vicinity of the cluster (not
deteriorating spatial resolution much). By scattering, equilibration in energy and thermal
motion is achieved and the cluster electrons are supposed to all gain the same drift velocity
within a very short time.

Cluster Creation by Transition Radiation

If a TR photon enters the drift volume, it is preferentially absorbed after short distances.
The first released electron by the photo absorption of the photon has the energy ETR− Ipot

and creates further charges by ionization. In total NTR
tot = ETR−Ipot

W
+ 1 charges in a cluster

are created.
Although the TR photon yield is peaked at an angle 1

γ
(for large γ) around the incident

particle track and thus cannot be separated from it (the TR clusters are added to the track
clusters), often TR is responsible for a smearing of the clusters, leading to a deterioration
of track reconstruction:

• The photo electron which was originally bound inside the Xe atom with a binding
energy of ES, has an energy of Ee = ETR − ES after release and is emitted with
high probability (at X-ray energies) in a plane perpendicular to the direction of the

62



5.2 Signal Generation

incoming photon. The range R(Ee) of the electron in a gas (subject to elastic and
inelastic collisions) can be parameterized by

R(Ee) = AEe(1−
B

1 + CEe

)
1

ρ
(5.8)

where A,B,C are constants to be determined experimentally and ρ is the density of
the gas. In Xe gas the range of a 10keV electron is about 0.5mm.

• The hole that is left in the shell by the emission of the photo electron can be filled by
other atomic electrons leading to the emission of an Auger electron or of fluorescence
photons. If the second shell involved in the transition has the binding energy ET ,
a fluorescence photon will have the energy ES − ET . Depending on the energy, the
absorption length in the gas can be very large, such that these photons can produce
a remote cluster.

If the energy of the transition is transformed to the release of another shell electron
with binding energy EB, the kinetic energy of this Auger electron is Ee = ES −ET −
EB. Its range can be calculated by the above formula.

Cluster Creation by Delta Rays

The tail of the Landau distribution for energy loss suggests, that there is a significant
probability for the production of energetic electrons in a primary collision. If a δ-electron
is produced (the definition of when a particle is considered to be a δ-particle, is arbitrary)
its range is calculated using (5.8). If the range is larger than the remaining length of the
incident track inside the detector, then the δ-electron is tracked itself. If no magnetic field
is applied, it can be assumed that the energetic δ-electron moves along the track of the
incident particle and its energy-loss clusters are added to those of the parent track.

Concerning the energy loss distribution, one has to distinguish between δ-electrons that
are absorbed inside the detectors and those that escape the detector. Of course in both
cases they occur from a energy loss of the incident particle, however measurable is only the
energy deposit inside the detector (which is never larger than the energy loss). In the case
of an absorbed δ-ray, energy loss and energy deposit (the measurable part of the energy
loss) are equal, whereas in the escape case, energy deposit is smaller than the energy loss.

The energy loss distribution of tracks that produce at least one escaped δ-electron, is
rather flat. The probability for the production of δ-electrons decreases as their energy
increases, however high energetic δ-rays have a large probability to escape, independently
from where they were produced. The escape is the condition, that the parent track with
is inserted into the energy loss distribution (at large values of the energy loss). The en-
hancement of low-energetic δ-rays is suppressed in the distribution by the lower probability
that they escape8, and thus only a fraction of tracks with the corresponding energy losses
is counted in the distribution.

The distribution of tracks without δ-electrons will hardly have a tail (depending of course
on the definition of a δ-electron) and be rather symmetric (Gaussian).

8assuming, that their is no preferred place for producing low energetic δ-rays in the detector. Then only
a fraction, that is produced close enough to the chamber border, can escape
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The sum of the above two contributions, together with the energy loss distribution of
tracks, whose δ-electrons are all contained inside the detectors (Landau distribution), yields
the total energy loss distribution inside the detector which is again of Landau shape, since
the detector thickness is small enough.

The above explanations are only valid if no magnetic field is applied. In case of a magnetic
field, low energetic δ-rays become curled up. In general it is no longer true that δ-rays move
close to the incident track. Thus, in most cases, the energy loss of the δ-ray will not be
added to the energy loss of the incident particle. Then only the energy deposit due to
ionization in the "normal" energy range and not the energy loss is measured.

5.2.2 Diffusion

In this section diffusion effects (along and transversal to electric and magnetic fields) are
shortly considered.

Diffusion Without Field

If an electron cloud is placed in the origin at time t = 0 (δ peak) inside a gas then the
gradient in the electron density is reduced by diffusion. Due to scattering processes with
the surrounding gas 9, the electron peak broadens isotropically, which in one coordinate
direction is described by a time dependent Gaussian profile with width σ =

√
2Dt:

dN

N0

(t) =
1√

4πDt
e−

x2

4Dtdx (5.9)

with N0 being the total number of electrons. The term on the right side of the equation is
a probability density: The probability to find an electron in the interval [x, x+ dx], which
is given by the fraction of electrons in this interval to the total number of electrons, dN

N0
.

The diffusion constant without field, D, is given by D = uλ
3

, where u is the mean thermal
velocity of an electron and λ is the mean free path of an electron in the surrounding gas10.
Assuming equilibration, i.e., that the (ideal) electron gas has the same temperature as the
surrounding gas, the mean thermal velocity of an electron, u, is given by the mean of a
Maxwell-Boltzmann velocity distribution: u =

√
8kT
πme

. For the mean free path, one can
write λ = λ(ε) = 1

nσ(ε)
, where n is the number density of the surrounding gas, σ(ε) the

cross section for an electron of energy ε to collide with a gas molecule. Using the equation of
state for an ideal gas (the TRD gas consists to 85% of the nobel gas Xe), p = nkT , where p
is the pressure of the gas, the diffusion constant D can be expressed as D = 2

√
2

3
√

π
1

pσ(ε)
[ (kt)3

me
]
1
2 .

9A particle with f degrees of freedom (f = 3 if only translation, ideal gas) has a mean thermal energy of
εt = f/2kT (for ideal gases the mean kinetic energy is 〈εt〉 = 3/2kT )

10For diffusion, especially the scattering processes of electrons at the border of the electron cloud are
responsible for the broadening of the peak and hence only the mean free path in the gas environment
is considered. Moreover, due to the small electron radius, the cross section for collisions of electrons
with other electrons can be neglected as compared to the probability for a collision of an electron with
a particle of the surrounding gas.
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Diffusion With Field

Here two cases are considered:

• Applying an electric field (in absence of a magnetic field) leads to non isotropic
diffusion, which is superimposed on a drift. If ~E = (Ex, 0, 0), the component Dx

usually is changed, Dx
~E 6= D, whereas the transversal components remain unchanged.

If L denotes the drift length, vD the drift velocity ( ~vD ‖ ~E, drift is parallel to electric
field, and L = vD · t) and u the mean velocity of the electrons, then the widths of the
transversal diffusions become σ ~E

y = σ
~E
z =

√
2L
vD

uλ
3

, where the time t was replaced by

the needed time for a drift distance L, L
vd

. Thus small values of the mean free path
(e.g. in CO2) help to reduce the perpendicular smearing of the charge clusters away
from the track until the end of the drift time.

• If a magnetic field ~B = (0, 0, Bz) is applied, the diffusion coefficients in transversal
direction with respect to ~B are declined, the diffusion coefficient along ~B remains
unchanged: D ~B

z = D, D ~B
x = D

~B
y = D

1+ω2τ2 < D. If | ~u⊥| = u⊥ is the mean thermal
velocity of the electrons in the plane perpendicular to ~B (u2 = u2

⊥ + u2
‖), the average

revolution frequency ω of an electron in the magnetic field can be expressed by ω = u⊥
r

.
τ is the mean time between two collisions, τ = λ

u
. Hence, D ~B

x = D
~B
y = D

1+
u2
⊥

u2
λ2

r2

.

Assuming uz = 0, ~u ⊥ ~B, this becomesD ~B
x = D

~B
y = D

1+λ2

r2

. The reduction in transverse

diffusion is large if ωτ � 1 or r � λ. The revolution of the electrons around the
magnetic field suppresses diffusion transversal to the field direction efficiently if the
radius is small as compared to the mean free path λ. Note that this is in some sense
opposite to the case with electric field, where small values of the mean free path were
helpful to reduce transversal diffusion.

If additionally a parallel electric field is applied, ~E ‖ ~B, one obtains for the width in

perpendicular directions: σ ~B, ~E
x = σ

~B, ~E
x =

√
2L
3vD

√
uλ

1+ω2 λ2

u2

.

In case of the TRD, the more complicated case with perpendicular electric and magnetic
field, ~E ⊥ ~B, is realized.

The three dimensional diffusion profile of a sharp charge cluster, released at (x0, y0, z0),
upon a drift in x direction is described by

P (x, y, z) =
exp (− (x−(x0+LDrift/vD))2

4DLLdrift/vD
)√

4πDLLdrift/vD

·
exp (− (y−y0)2

4DT,yLdrift/vD
)√

4πDT,yLdrift/vD

·
exp (− (z−z0)2

4DT,zLdrift/vD
)√

4πDT,zLdrift/vD

withDL andDT the longitudinal and transversal diffusion coefficients relative to the electric
field, respectively. Here a constant drift velocity fulfilling Ldrift = vD · t is assumed. Note,
that DL = Dx is influenced by the electric field, since it is the longitudinal coefficient,
and by the magnetic field as a transversal coefficient. DT,y is influenced as transversal
component by both, the electric and magnetic field. DT,z finally is only influenced by the
electric field as transverse component, whereas the magnetic field leaves it unchanged as
its longitudinal component.
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Of course in general one can state, that a lower drift time will result in less smearing of
the clusters.

5.2.3 Multiple Scattering

After having discussed the spatial distribution of a bunch of electrons (concentrated on a
spot originally) as a consequence of statistical scattering processes of the electrons in the
previous section, here the Coulomb multiple scattering of a single charged particle, namely
the incident particle traversing the detector, is shortly discussed for completeness.

For fast particles, scattering off shell electrons is negligible compared to the interaction
with the Coulomb field of the nucleus. For the high relativistic incident particles even the
scattering on the nucleus has not a large effect because the interaction time is very short.
However when increasing the accuracy of track reconstruction, multiple scattering becomes
an issue.

The incident particle is assumed to pass through material of thickness x such that it
is scattered multiple times. This leads to a statistical distribution of the angle between
incident and final particle direction.

The Coulomb scattering upon a single nucleus is described by the Rutherford cross section
if the nucleus is assumed to be point-like. The potential has the form (Coulomb potential)
V (r) ∼ 1

r
and the force acting on the incident particle ~F = −~∇V (r) ∼ 1

r2 ~̂r (~̂r is a unity
vector in ~r direction). The cross section becomes:

(
dσ

dΩ
)Rutherford = z2Z2α2~2 1

β2p2

1

sin4( θ
2
)
. (5.10)

Ze is the charge of the nucleus, ze that of the incident particle; β is the velocity, p the
momentum of the incident particle; θ is the scattering angle due to one single process.
The effectiveness of the scattering process is suppressed by 1

β2p2 which is due to the short
interaction time of fast particles and the inertia of heavy or relativistic particles (p = γmv).

In case of light particles (such as incident electrons) the scattering will most likely result
in a change of direction with only small energy transfer. As there is no preferred orientation
of the scattering angle θ, one can project θ onto an arbitrary plane resulting in the projected
angle θproj. If the thickness x is large enough such that a significant number of scatterings
occurs, the angle distribution is described by a Molière distribution. Due to the central
limit theorem, at increasing number of interactions, the distribution approaches a normal
distribution. The distribution at an intermediate number of scatterings (≥ 10) can already
be approximated by a Gaussian distribution (which underestimates the number of collisions
at large angles).

Approximating the distribution function by a Gaussian with standard deviation θ0, the
probability density for an angle θproj can be written as

f(θproj)dθproj =
1√
2πθ0

exp (−
θ2

proj

2θ2
0

)dθproj, (5.11)

where θproj can have positive and negative values. θ0 is approximately given by θ0 ≈
13.6MeV/c

βp
z
√

x
x0

(1 + 0.038 ln ( x
x0

)), where x is the thickness of the scattering material and
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x0 is its radiation length, characterizing processes in the Coulomb field of a nucleus (e.g.
Bremsstrahlung).

For the distribution of the angle θ between incident and final direction of the particle,
one finds (C is a normalization factor):

f(θ)dΩ =
1

Z
exp (− θ2

2θ2
0

)dΩ,

with dΩ = sin θdθdφ. Since exp (− θ2

2θ2
0
) vanishes quickly with θ, the integral over θ will only

give a significant contribution until a small angle θ̃. There dΩ ≈ θdθdφ = 1
2
dθ2dφ. Due

to the integration over dφ, θ can be restricted to positive values. Moreover the integration
boundary can be extended from θ̃ to ∞ without introducing a significant error. Then for
the normalization this yields

1

C

∫ 2π

0

dφ

∫ π

0

dθ sin θ exp (− θ2

2θ2
0

)

≈ 1

C

∫ 2π

0

dφ

∫ θ̃

0

dθθ exp (− θ2

2θ2
0

)

≈ π

C

∫ ∞

0

dθ2 exp (− θ2

2θ2
0

)

=
2θ2

0π

C
= 1

C = 2πθ2
0

and for the distribution finally

f(θ)dθ =
1

2πθ2
0

exp (− θ2

2θ2
0

)dΩ. (5.12)

As the scattering angle distribution (5.12) is normalized for 0 ≤ θ < ∞, the mean
scattering angle is obtained by

√
〈θ2〉 = 2π

∫ ∞
0

1
2
θ2f(θ)dθ2 =

√
2θ0.

Projecting onto a plane, one obtains for the mean spatial deflection 〈yproj〉 of a particle
between entrance and exit of material of thickness x due to multiple scattering (figure 5.4):

〈yproj〉 =
1√
3
xθ0.

The factor 1√
3

occurs because in case of multiple scattering the deflection due to one scat-
tering process can be reduced by another one. For small x

x0
(10−3 < x

x0
< 10, still allowing

for a sufficient number of scattering processes because x � λ with λ being the mean free
path), in more than 60% of all cases the real value of yproj lies within a 5% interval of
〈yproj〉.

Although in radial direction the thickness of the TRD is only about 0.15x0, multiple
scattering might be of importance when reconstructing tracks together with TPC and
ITS hit points with a high spatial resolution or when reconstructing secondary vertices.
Especially the front end electronics that is built directly onto the detector chambers, may
be a source of multiple scattering.
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θproj

yproj

x

Figure 5.4: Multiple scattering projected onto a plane (idea from [Kol])

5.2.4 Recombination and Electron Attachment

The recombination of electrons and ions may reduce the number of electrons in a cluster
substantially. Recombination is possible between electrons and positive ions and between
negative and positive ions. If n+ denotes the number density of positive ions, n− the
number density of negative charges (electrons and negative ions) and αrec the recombination
coefficient, then the evolution of the number of positive ions with time is given by −dn+

n+ =
α · n−dt.

Another way to reduce the number of low energetic (eV) electrons is the attachment
onto gas molecules. Considering only one scattering process, the probability pa for the
attachment onto an electro-negative molecule is much larger than the probabilities for
attachment in case of noble gases or symmetric molecules (CH4,N2,...). With the average
thermal velocity of the electrons u =

√
2ε̄
me

=
√
〈v2〉 =

√
3kT
me

11 and the mean number of
collisions per time Nc = u

λ
(λ: mean free path), the mean time until attachment occurs

becomes ta = 1
paNc

.
On application of an electric field, the kinetic energy of the electrons increases and by

that also the probability p′a for the attachment in a single collision event, varies with the
field strength. If only a fraction f of the gas is electro-negative (in the TRD gas mixture
f = 0.15 for the CO2 fraction), the number of collisions per time with these molecules is
on average given by N ′

c = f u
λ

(λ mean free path between two collisions of an electron in the

11which one obtains from the Maxwell distribution of the number of electrons with kinetic energies due
to thermal motion between ε and ε + dε, ñ(ε)dε ∼ (kT )−

3
2
√

εe−
ε

kT . Averaging yields ε̄ =
∫∞
0

εñ(ε)dε =
3/2kT . With ε = 1

2mev
2, the distribution n(v)dv for velocities between v and v + dv is obtained,

n(v)dv = ñ(ε)dε = ñ(v) ∂ε
∂v dv ∼ (kT )−

3
2 v2e−

mev2

2kT dv with which
√
〈v2〉 can be calculated
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gas mixture12). In drift direction (direction of electric field) the mean free drift path until
attachment occurs (dominated by the attachment onto the electro-negative molecules) is
given by λ′a = vD · t′a = vD

p′a·N ′
c
. In order to not lose a substantial number of electrons due to

recombination, the height of the drift volume dx should be smaller than λ′a.

5.2.5 Electron Drift in Electric Fields

The movement of an electron cluster in a gas under the influence of electric and magnetic
fields consists of diffusion, superimposed by a drift. The drift is topic of this section. In
the following, sometimes the mobility of (positive) ions (µ+) or electrons (µ−) in an electric
field of strength E will be used. As the drift velocity (v+

D for ions, v−D for electrons) is
proportional to E

p
, the mobility is defined as the proportional constant,

vD = µ · Ep0

p

with p0 the pressure under normal conditions. In case of a mixture of n gases with volumic
concentration of gas specie k, ck, and µ+

ik the mobility of an ion of specie i in gas k, the
overall mobility of ions of kind i is given by 1

µ+
i

=
∑n

k=1
ck

µ+
ik

.
First a pictorial derivation of the drift velocity is given in the presence of only an elec-

tric field. In the last section an additional magnetic field is switched on and the ~E × ~B
contribution to the drift velocity is deduced.

The Drift Velocity

First, it is assumed that there is no electric field. Then, if a bunch of electrons with thermal
velocity u =

√
2ε̄
m

and average energy ε̄ = 3/2kT is released at a point P they will start
to travel away from P isotropically due to their thermal motion. The positions of the first
collisions with gas atoms will lie, on average, on a sphere of radius λ (mean free path of
electrons in the gas). For a figure see 5.5. Now consider the same process however with
an electric field ~E in x direction, ~E = Ex. | ~E| is considered to be a sufficiently small
disturbance, which changes the velocity of the electrons during the time inside the sphere,
τ , only by a small fraction. As it is assumed that there are no collisions inside the sphere,
the electrons traveling radially away from P, experience a motion superimposed on their
radial movement due to an acceleration in x direction, ax = qE

me
. This leads to a parabolic

movement (parabola opened toward the field direction) of the electrons, which moves their
exit points on the sphere as compared to the field-less case. Assuming the effect to be
small, one can consider the drift time τ remaining unchanged. The additional distance in
x direction is then given by ∆x = 1/2aτ 2 (τ = λ

u
). This distance, pointing in x direction,

is added to the undisturbed exit point on the sphere (E), leading to a new point E’ inside
(for the hemisphere opposite to ~E-direction) or outside (for the hemisphere in ~E-direction)
the sphere. The electron can be thought to leave the sphere on the projection point of
12The collision cross section in assumed to be independent of the gas component. Since the drift velocity

(vD ≈ 1.5 · 104m/s) is an order of magnitude smaller than the thermal velocity for an electron (u =√
3kT
me

≈ 1.15 ·105m/s at T = 293K), it can be assumed that the average number of collisions per time,
N ′

c, is not influenced by the drift.
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Figure 5.5: Derivation of the drift velocity. The non-scattering sphere. (a): drift without
field; (b) parabolic drift with field; (c) new exit point; (d) projection onto the
x-axis
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E’ onto the tangential plane of the sphere through E. As ∆x is small as compared to the
radius λ, ∆x � λ, this projection point approximately lies on the sphere and is the new
exit point E”. If θ is the angle between the x axis and the radial direction of the moving
electron in the case without field, the distance to the original exit point E is given by
the projection length δ = 1/2aτ 2 sin(θ) (both points are close to each other). In order to
calculate the drift velocity in ~E-direction, the distance δ between the two exit points on
the sphere without and with field has to be projected back to the x axis. This yields the
distance δx = δ · sin(θ) = ∆x · sin2(θ) that an electron in the sphere moves additionally in
field direction between two collisions in the time τ , caused by ~E.

Now, in order to get the average effect, the mean of δx is calculated:

〈δx〉 =
1

2

qE

m
〈τ 2〉〈sin2(θ)〉

〈sin2 θ〉 is calculated by averaging over cos θ:

〈sin2 θ〉 =
1

2

∫ 1

−1

sin2(θ)d(cos θ) =
2

3

thus
〈δx〉 =

1

3

qE

m
〈τ 2〉. (5.13)

By 〈τ 2〉 = 〈s2〉
u2 it is enough to calculate the mean of all squared free paths, 〈s2〉, where

〈s〉 = λ. If all the electrons were collimated in a beam, their number after a distance s,
N(s), would have decreased by dN(s)

N(s)
= −nσds due to scattering (whenever a electron is

scattered it is removed from the beam). σ is the scattering cross section (scattering electrons
off electrons is neglected due to the small classical electron radius and thus small geometrical
cross section) and n the number density of the gas molecules off which the electrons are
scattered. Here it is assumed that σ and thus s are independent of u. Integrating yields
an exponential decay of the number of unscattered electrons until the distance s: N(s) =
N0e

−nσs (N0: initial number of electrons in beam).
The same applies for electrons traveling away radially from P. Once they scatter, they

are off the radius s and counted no more. So the probability density to find an electron,
that could originally start to travel into any radial direction, between radius s and s+ds, is
∼ e−nσsds. Regarding also the normalization,

∫ ∞
0
e−nσsds = 1

nσ
, one obtains for the mean

free path

〈s〉 = nσ

∫ ∞

0

e−nσssds =
1

N0

∫ ∞

0

|dN(s)

ds
|sds =

1

nσ
= λ

and the mean of the squared free path

〈s2〉 =

∫ ∞

0

e−nσss2ds =
2

(nσ)2
= 2λ2.

Inserting this result in 5.13 yields:

〈δx〉 =
2

3

qE

m

λ2

u2
.
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Finally for the drift velocity one obtains

vD =
〈δx〉
〈τ〉

=
2

3

qE

m

λ

u
. (5.14)

with 〈τ〉 = 〈s〉
u

= λ
u
. An exact calculation yields a quite similar result:

~vD =
q ~E

m
(
2

3
〈λ(u)

u
〉+

1

3
〈dλ(u)

du
〉).

Assuming normal conditions (p = p0) the drift velocity can also be expressed by vD = µ ·E.
Comparing this to the equation 5.14 yields for the mobility µ:

µ =
2

3

q

m
τ.

In order to get a constant drift velocity vD, the energy loss of an electron due to scattering
must compensate the energy gain during the time between two scattering processes, τ =
〈 s

u
〉. If ∆(ε) is the fraction of the whole energy ε that is transfered to the molecule or atom

at scattering, the following energy equation must approximately hold:

qE · vDτ = ∆(ε) · ε.

By averaging, this yields

qEvD = 〈∆(ε)εu

s
〉.

With the kinetic energy ε = 1/2mu2, by assuming that the energy distribution is a delta
peak (only one thermal velocity u) and that s = λ, this turns into

qEvD = ∆(ε)
mu3

2λ

and finally together with (5.14)

vD ∼
√
qE

m
λ(

∆(ε)

2
)

1
4 .

Above it was always assumed that all scattering processes were elastic collisions. However,
in case the gas consists of molecules also inelastic collisions which excite inner degrees
of freedom, e.g. oscillator modes of the molecule (0.1..1eV ), can occur and become a
considerable fraction of the total scattering cross section.

5.2.6 Electron Drift in Electric and Magnetic Fields

If a charged particle (charge q, velocity ~v) moves inside a electric or magnetic field, it
experiences the Coulomb force q ~E or Lorentz force q~v × ~B, respectively. The revolution
frequency is obtained by requiring the centripetal power to equal the Lorentz force13 and

13 mv2
t

r = qvtB, ω = v
r
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is given by ~ω = − q ~B
m

. The trajectory in a combined electric and magnetic field is screw-like
and can be split into circle-like movement with frequency ω and a translation with drift
velocity ~vD (which does no longer need to be in direction of ~E!).

To obtain ~vD one has to solve the equation of motion:

m~̇v = q( ~E + ~v × ~B) +m~A(t).

m ~A(t) is a stochastic force which occurs only in media, e.g. gases, due to collisions with
molecules or atoms. As vD ∼ qE

m
τ , the mean acceleration of the electrons due to the

electric field is given by qE
m
∼ vD

τ
(τ : mean time between two collisions). So in order for the

electrons to obtain a constant drift velocity, the average stochastic acceleration must be
compensated by the acceleration in the field, 〈 ~A(t)〉 + vD

τ
= 0. By averaging the equation

of motion and using 〈~v〉 = ~vD,〈~̇v〉 = ~̇vD one then obtains

~̇vD =
q ~E

m
+ ~vD ×

q

m
~B − ~vD

τ
.

As ~E = const. it follows that ~̇vD = 0 and thus

~vD

τ
+

q

m
~B × ~vD =

q ~E

m
.

A solution for this equation is given by

~vD =
µ

1 + ω2τ 2
( ~E +

~E × ~B

B
ωτ +

( ~E · ~B) · ~B
B2

ω2τ 2),

where the mobility µ = q
m
τ was inserted. The drift velocity is a superposition of three

vectors: one parallel to ~E, one parallel to ~B (( ~E · ~B) · ~B) and one perpendicular to ~E and
~B ( ~E × ~B).

To specify the solution for the case of the TRD, the electric field is set along x, ~E =
(Ex, 0, 0), and the magnetic field along z, ~B = (0, 0, Bz). Then ~E× ~B = (0,−ExBz, 0). For
the components of the drift velocity ~vD this yields:

vD,x = µ
1

1 + ω2τ 2
Ex

vD,y = −µ ωτ

1 + ω2τ 2
Ex

vD,z = 0.

The total drift velocity is given by

vD =
√
v2

D,x + v2
D,y = µEx

1√
1 + ω2τ 2

.

For the angle of ~vD with respect to the direction of the electric field ~E one obtains:

cos ΨL =
~vD · ~E
vDEx

=
1√

1 + ω2τ 2

sin ΨL =
√

1− cos2 ΨL =

√
ω2τ 2

1 + ω2τ 2

tan ΨL =
sin ΨL

cos ΨL

= ωτ.
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The inclination angle of the drift direction with respect to the electric field direction is
called Lorentz angle ΨL. If the drift started at (x0, y0, z0), the y position at a position x is
given by

y = y0 + ωτ(x− x0).

In the TRD at a magnetic field of B = 0.4T , the drift velocity in the region with homoge-
neous field lines is measured to be vD = 1.5cm/µs. From this an Lorentz angle of ΨL = 7.7◦

can be calculated.
The drift velocity however is not constant everywhere. It increases toward the anode

wire to values around 3.5cm/µs. In general the relation between drift path and time is
given by

~x(t) =

∫ t

0

~vD(t′)dt′ + ~x0,

where ~x0 is the spatial position where the charge cluster was created and ~vD(t) is the
local drift velocity at time t. The charge cluster drifts toward the anode wire where it is
amplified. The direction of the homogeneous electric field lines (reached by surrounding
the drift volume with cathode wires on amplification-side and with a drift-electrode on the
opposite side) in the drift volume is in x direction. Setting the origin x = 0 to the position
of the anode wire and assuming that there is a unique relation between the position of the
cluster release, x0 (being also the distance to the anode wire plane which is perpendicular
to ~E), and the drift time tdrift the space-time relation can be written as

x0 =

∫ tdrift

0

vD,x(t
′)dt′.

In case of constant drift velocity in field direction, vD,x = const., this would turn into

x = vD,xtdrift.

In the TRD, vD,x = 1.5cm/µs is almost constant in the drift region. The electron clusters
will drift toward the nearest anode wire. As the anode wires have a distance of 0.5mm
from each other in z direction, this means that charges drifting to this anode wires, can
have started traveling at different z positions (the z range for this anode wire is 0.5mm).
This leads to the situation that the drift time is no longer determined only by x0 but
also by z0. On the one hand the drift path and thus the drift length varies with z, which
alone would not influence tdrift if vD,x was constant. However depending on the drift path
also regions of different electric field strengths, especially in the amplification region, must
be passed. In the region between two anode wires for example the drift field density is
reduced whereas an increase of the field strength is observed when charges travel toward
the anode wire without a z offset. In this way the drift velocity vD,x changes with the
position, which makes the drift time tdrift dependent on the drift path and hence on the
position of cluster creation (x0, y0, z0) (y0 does hardly influence the drift time, since the
anode wires are collinear to the local SM y axis).

5.2.7 Gas Gain

Once the electron clusters arrive in the amplification region, they will be accelerated and
amplified by means of the increasing electric field surrounding the anode wire. By an
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avalanche process, each incident electron will be multiplied, creating an avalanche of charge
q (figure 5.6). The average amplification charge of an electron, 〈q〉, is steered by the applied

Figure 5.6: Principle of the gas gain at the anode wire [Gut02]

high voltage. The distribution of q is found to be described by an exponential function

P (q) =
1

〈q〉
exp(− q

〈q〉
)

which is used in the simulation to simulate fluctuations of the gas gain.
The gas gain shows an exponential increase as function of the anode-wire voltage. Unless

the voltage exceeds some threshold, the charge signal produced by all the electrons of
a cluster is proportional to their number. As it was assumed that the electrons were
energetically equilibrated and their energy was purely thermal except for the kinetic energy
due to their drift, the number of electrons inside a cluster is proportional to the primary
energy loss of the incident particle. It follows, that also the height of the charge signal after
amplification induced by a cluster, is proportional to the energy loss leading to this cluster.

A larger gas gain does not necessarily lead to a larger signal to noise ratio ( S
N

) of the
measured signals. S

N
increases by the square root of the original charge in a cluster, which

is subject to Poisson statistics. A larger gas gain however enlarges the signal but also the
Poisson noise.14. A larger signal to noise ratio could be obtained by putting independent
clusters together (e.g. several clusters per time-bin; the sum of the cluster charges is
again Poisson distributed) on cost of position/time resolution. What was neglected in the
previous model is a possible error of the digitization, which might be independent of the
signal height, thus that the S

N
ratio increases with increasing signal. As the signal shall be

14To see this, the following model for the noise can be applied: Let S be the measured, digitized signal,
produced by one cluster. D denotes the "dark signal", meaning the digit that is produced, if no charge
is arriving. The fluctuation of D be denoted by σD. If the cluster charge before amplification was
q0 = e · Ne (Ne electrons in the cluster) and g is the gas gain, then the charge after amplification is
given by Q = g · q0. If k is the transformation factor, which turns charge (via voltage) into a digital
number, then the signal is composed by S = D + k · Q = D + kgeNe. It is assumed that k and g are
constants with no or only small fluctuations (which is of course not really true for g). The error on
the signal, σS is then given by σS =

√
( ∂S

∂DσD)2 + ( ∂S
∂Ne

σNe)2 =
√

σ2
D + k2g2e2σ2

Ne
. Assuming that the

number Ne of electrons in a cluster is Poisson distributed with N̄e ≈ Ne, it follows σ2
Ne

= Ne. Hence
σS =

√
σ2

D + k2g2e2Ne. This yields for the signal to noise ratio: S
N = S

σS
= D+kgeNe√

σ2
D+k2g2e2Ne

≈
√

Ne, if

D and σD are small. Note, that the quantity g ·Ne is not Poisson distributed any more, although Ne

is.
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proportional to the energy deposit of the incident particle, the gain may nevertheless not
be raised unbounded.

Another reason, why one runs at typically low gas gains, is a needed uniformity of the
gain. Because electron clusters that were amplified, leave behind a cloud of positive ions
(which is denser the larger the gas gain) surrounding the anode wire and drifting away only
very slowly due to their small mobility (compared to the electrons which were swallowed
quickly by the anode wire), they reduce the effective field that is seen by subsequent electron
clusters, by shielding. Hence, also the gas gain decreases. This effect is most pronounced in
case of incident tracks entering the chamber at the Lorentz angle ΨL (deviation angle with
respect to the chamber normal, ΨL = 0 in case of no magnetic field), when practically all
electrons drift toward one spot of the anode wire and also the positive ions are concentrated
around this spot. Of course, e.g. due to transversal diffusion and the subsequent different
drift path (and drift time) of electrons from one cluster, even at normal incidence of the
track, never all electrons (not even of one cluster) will arrive on one spot, but the arrival
points will be smeared. However, as this shielding is a local effect depending in addition on
the inclination of a track and of the drift time, the gas gain will not be the same any more
at different regions of a chamber, for different tracks or different times, which makes the
comparison of S

N
values or pion rejection efficiencies (which depends on the mean charge

per cluster after amplification) very difficult.
Distortions can also occur due to photons that are created during the amplification

process. Because the cross section for producing photons is comparable to that of ionization,
also energetic photons will be created. These can ionize the gas at some distance from the
original cluster. If the ionization occurs in the vicinity of the anode wire, where the electric
field starts to be strong enough, such that an electron can gain enough energy between two
scattering events to ionize a gas molecule itself, this may lead to an additional avalanche.
If the number of electron ion pairs in the gas exceeds some threshold, also the occurance
of sparks becomes likely. Therefore one adds to the drift gas (Xe in the TRD, 85%) a
quencher gas, which is an organic gas component (CO2 for the TRD, 15%) with a large
number of degrees of freedom and hence a high cross section for photo absorption, that
does not lead to ionization.

To prevent the entrance of the positive ions into the drift volume which would lead to
distortions of the homogeneous electric field lines and to an increased recombination rate,
a cathode wire plane15 separates the drift volume from the amplification region. The ions
from the amplification processes are collected without influencing much the permeability of
the drift electrons. However, still about a third of the produced ions enter the drift volume,
leading to a small positive current. Since the TRD has no gating grid, any ionization in
the drift volume will lead to an avalanche process and hence to positive ions, drifting back
toward the drift volume. The distortions of the electric drift field due to the entering ions
is small.

A cluster sees the ion cloud of all its predecessors. The clouds are assumed to drift

15The cathode wire plane lies on ground. It allows for an independent setting of the negative drift voltage at
the drift electrode and the positive anode wire voltage for amplification. The drift voltage is divided by
a resistor chain onto several potential strips: The strip closest to the drift electrode lies on full negative
potential, whereas the negative potential is lowered at following strips by intermediate resistors, on
which the voltage drops. The last resistor is grounded. The cathode wires are therefore only cathodes
with respect to the anode wires (but anodes with respect to the drift electrode).
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away from the anode wire radially, thus superimposing a cylindrical field to the original
field. The ions from one amplification are thus distributed to an increasing surface with
increasing time.

Assuming the electric field around the anode wire obeying an exact cylinder symmetry,
the undisturbed field strength as a function of radius r (r > ra, ra the radius of the anode
wire) can be written as

Ea(r) =
λ

2πε0r
,

where λ = σV is the charge density on the wire, σ the wire capacitance (per unit length)
and V the anode wire voltage. The ions that are produced during an avalanche process
are supposed to drift away radially from the anode wire forming a thin cylinder. If at an
instance the radius of this cylinder is R and the charge density λion, it will influence the
charge density on the wire changing to λ′. Thus, inside the cylinder, r < R, the electric
field is given by

Ein(r) =
λ′

2πε0r
.

This is an effective field accounting for the charge on the cylindric cover surrounding the
anode wire, treated by a reduction of the wire charge density. Outside the cylinder, r > R,
the field of the cylinder is superimposed on the effective wire field, with the field lines of
both fields pointing radially outside thus that the fields can just be summed up:

Eout(r) =
λ′ + λion

2πε0r
.

So the charge density on the cylinder, λion, reduces the field inside the cylinder (electric
field lines opposite to the field from the wire) and amplifies the field of the wire outside
(same direction of field lines).

The anode voltage V is the potential between anode wire and cathode and the distance
between anode-wire surface and cathode-wire surface is rac (rac ≈ 3.5mm). V is given by
integrating the undisturbed electric field over the radius:

V =

∫ rac

ra

Ea(r)dr =
λ

2πε0

∫ rac

ra

dr

r
.

On the other hand, the total potential difference V in case of a charged cylinder between
anode and cathode will remain unchanged, since the system can be seen as a capacitance
connected to an external voltage source (the charged medium inside the capacitance reduces
the voltage for r < R and increases it for r > R). So one can also write:

V =
λ′

2πε0

∫ R

ra

dr

r
+
λ′ + λion

2πε0

∫ rac

R

dr

r
.

Evaluating this and resolving for λ′ yields:

λ′ = λ− λion

ln rac

R

ln rac

ra

.
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For the effective reduction of the charge density on the anode wire, which is responsible
for the decrease in gas gain (as the electrons see the reduced effective field and are less
accelerated) one gets:

dλ

λ
=
λ− λ′

λ
=

ln rac

R(T )

ln rac

ra

λion

λ
= η(T )

λion

λ

with the shielding factor η(T ). Here R = R(T ) and thus η = η(T ) because the radius R
increases with the ion drift time T and that’s why the shielding decreases. The ion cloud
is moving away from the wire which means that the drop of the anode wire field decreases.

Assuming that the ions don’t see their own effect on the wire field (but only the effect
of earlier ion clouds drifting already at larger radii), their drift-time depends only on the
wire field from before the avalanche, Ẽ(r) = λ̃

2πε0r
. Furthermore it is assumed that the ions

begin their drift at the anode wire surface at t = 0 and that their drift velocity in vicinity
of the electric field E(r) can be written by means of their mobility µion in the gas (Xe ion
mobility in Xe/CO2 gas mixture), vD,ion(r) = µionE(r) (drift radially away from the anode
wires, along the electric field lines).

T =

∫ R

ra

dr

µẼ(r)
=

1

2

2πε0

µλ̃
(R2 − r2

a) =
R2 − r2

a

2raµẼ(ra)
.

To obtain the gas gain drop one has to exploit a dependence between the relative gas gain
drop, dG

G
, and the relative decrease in charge density, dλ

λ
.

In order to take into account the gas gain drop due to more than one preceding avalanche,
all the contributions to the charge density on the anode wire and thus to the field reduction
inside the last ion cylinder have to be added up.

The time dependence of the gas gain for the clusters of one track at normal incidence
will differ for electrons and pions. In both cases there will be an early drop in the gas
gain due to the clusters from the amplification region that arrive at the anode wires from
both sides in one time bin. They produce a large amount of ions shielding the anode wire
voltage for later clusters. For pions the charge from the drift volume will approximately
arrive at a constant rate and an equilibrium between that rate and the ions moving away
from the anode wire turns on. Hence the gas gain drop will level off toward later drift
times. In case of electrons, such an equilibrium will not be reached since at later time bins,
the cluster charge size increases due to the contribution of Transition Radiation. The gas
gain for electrons will show a more marked drop with time than in case of pions.

Signal on the Pads

Once the electron clusters have arrived at the anode wires they are amplified, producing
a large amount of electron ion pairs. Because of the large mobility of electrons the ion
production process is very fast. The electrons are taken out of the amplification region
very quickly by the anode wire and will not produce a considerable signal on the cathode
pad plane due (acting as a neutral electrode, capacitance ≈ 20pF ) to its large capacitance
(large rise/decay time of the signal τ = RC. Therefore, if the electrons vanish fast, their
induced signal on the pad plane is very small). So only the slowly radially drifting ions are
left which induce a signal on the pad plane proportional to the number of ions (amount
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of charge). Because the ions are created in a short time (ns range) compared to their
vanishing by drifting away from the anode wire (µs range), the induced signal on the pad
plane has a rather sharp rise (limited only by the rise time of the signal due to τ = RC)
and a long fall off, called tail in the following (fall off is governed by the slow ion drift and
is much larger than τ) 16. There might be another electron cluster arriving at the anode
wire even though the ion clouds of preceding clusters still drift away from it. Then the
induced signal by the currently amplified cluster is superimposed on the signal induced by
the already drifting ions.

As the anode wires run in rφ direction (y direction in the local coordinate frame of a
sector) and the charge is not arriving on one spot, the spatial extent of the ion cloud in y
direction influences the distribution of the charge along one pad row. As it is not possible
to take into account all the different positions of one avalanche on the anode wire, for the
charge distribution ρ(y) one observes a resulting average effect. It is a good approximation
to assume that the whole charge created in one avalanche process is shared between three
pads (this is how the pad width (≈ 7mm) and the distance to the anode wire (3.5mm)
were chosen).

In z direction the anode wires are stagged with a pitch of 0.5mm. Hence, the signal of
several anode wires is induced on one pad plane. Since no charge sharing between pad rows
is applied, the position resolution in z is limited to pad row granularity.

In y direction however, charge sharing is exploited. The distribution of charge density
ρ(y) on pads of a row in case of Multiwire Proportional Chambers (MWPC) (consisting of a
cathode wire plane and an anode wire grid), is described by an empirical formula (Mathieson
function). This distribution also holds approximately in case of the TRD which consists of
a MWPC enlarged by an additional drift volume. The charge on a pad is then considered
as the signal response of the pad plane to the avalanche. It is given by the Pad Response
Function (PRF):

PRF (y) =

∫ y+W
2

y−W
2

ρ(y′)dy′. (5.15)

Here W denotes the width of a pad on this pad plane. If y is the coordinate in the middle
of a pad, the PRF gives the fraction of charge distributed on this pad. Otherwise it just
sums over the charge that is distributed around half a pad width on either side.

The shape of the PRF resembles a Gaussian distribution (figure 5.7). If a charge cluster
arrives at the anode wire at a y position corresponding to the center of a pad, the distri-
bution is peaked at this position and its flanks at distance W are a measure for the charge
fraction that is observed on the two neighboring pads. Let y = 0 be the center of a pad
and a assume a charge cluster arriving at the anode wire at y = 0 (never mind the incident
angle of the track). Then, PRF (−W ) + PRF (0) + PRF (W ) = 1. PRF (0) =≈ 0.8 and
PRF (W ) = PRF (−W ) ≈ 0.1, where the symmetry of the PRF was used. 80% of the
charge is seen by the central pad, 10% on the neighboring pads, each.

The charge sharing effect will be used by the tracklets for determining the position of a
cluster with sub pixel resolution. By determining the central pad (with the largest fraction
of charge) and adjusting the PRF (which has been measured in advance) in y according
16As the ions drift away, the charge density and hence the induced signal decreases until the ions are

neutralized when they hit the pad plane or the cathode wire grid. A fraction also enters the drift
volume. Their field lines end on the cathode wire plane.
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Figure 5.7: Pad Response Function for different widths of pads [ALI01]

to the charge measured on the neighbored pads, one can estimate the y position of the
original charge cluster on the anode wire by the peak position of the PRF.

As the length of the pads is in the order of 10cm, charge sharing in z direction is only weak
and not exploited for position measurements. So the resolution in z would be restricted by
the pad length. However, the pads are inclined with respect to the z direction by the tilting
angle βtilt = ±2◦. The sign of the tilting angle is swapped layer by layer. By the tilting
of the pads, y and z coordinates are no longer independent of each other. This makes it
possible to get information on the z coordinate at a granularity much better than the pad
row position. Yet, this is only used in reconstruction algorithms but not on tracklet basis.
For the tracklets it is necessary to perform a correction on the slope due to the tilting,
which will be discussed later.

5.3 Signal Processing

After having discussed the physical processes involved in the signal creation, the focus is
now set to the processing of the signal by the on-chamber electronics. There, two steps
have to be distinguished:

• First the signal on the pads is sampled and digitized. Some filter operations can be
applied to correct for inefficiencies and distortions. The data that is obtained then
is called raw data and is read out upon a valid trigger. This is the data that will be
used for the offline reconstruction later on.

• For the calculation of the TRD trigger decision the raw data will be further processed
by the on the chamber electronics. The result of this will be the tracklets, that are
subsequently sent to the GTU, where they are combined to tracks. The momenta of
the tracks, their inclination angle, their PID, etc. can be used to steer the trigger
decision of the TRD, depending on the trigger class. The main task here is to perform
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all the calculations in a very limited time budget. That’s why fast and effective algo-
rithms have to be applied with the cost of accuracy in the parameter determination
(position, slope, PID, ...). One could say, that a look on the raw data is taken by the
trigger, before it is decided, whether the data is worth being read out.

In the rest of this chapter, the way to the raw data will be followed coarsely. The tracklet
reconstruction algorithm will be discussed in some more detail only in the next chapter,
because it solely contributes to the trigger but is not needed for track reconstruction.

5.3.1 The Way to Raw Data

In the following the processes on the PASA and ADCs are described. All the processing
takes place in parallel on all the channels.

The PASA Contribution

The analog signal on the pad plane is first amplified and shaped by a charge sensitive
PASA (Pulse Amplifier and Shaper Amplifier). The time response of the PASA upon an
input step function has the shape of a Gaussian with 100ns FWHM but being slightly
asymmetric (with a tail toward larger times). The PASA turns an incident charge into a
voltage with a gain of around 12mV/fC. Its noise contribution is about 1000 electrons,
whereas the signal of an MIP is at 104 electrons.

Of special importance is the PASA response upon the signal of an amplified ideal charge
cluster with no spatial extent (due to diffusion). The time evolution of the signal on the
pads is mainly determined by the slowly moving ions. It has a sharp rise and a decay
characterized by a long tail. If Spad(t) denotes the signal evolution on the pads upon a
spatially delta shaped charge cluster (the time response of the amplification process) and
SPASA(t) is the time response of the PASA upon a time-like delta pulse, then the combined
signal that is observable after the PASA and which is called Time Response Function (TRF)
is given by the convolution: TRF (t) = (Spad∗SPASA)(t) =

∫ ∞
0
SPASA(t′)Spad(t−t′)dt′. This

is in some sense the mean of the pad signal weighted with the corresponding amplification
by the PASA response17. Taking into account that Spad(t < 0) = 0 (causality: a signal
arriving at t = 0 cannot impact on times t < 0), the TRF can be written as TRF (t) =∫ t

0
SPASA(t′)Spad(t− t′)dt′. The tail of the TRF can be approximately described by the sum

of two decaying exponential functions.
To obtain the final signal of a realistic charge cluster which is spatially spread due to

diffusion, one has to convolute the time dependence of the cluster charge arriving at the
anode wire with the TRF. The time dependence is determined by longitudinal diffusion
which smears the electrons in drift direction by σx(t) =

√
2Dt (σx(t) is meant to be the

width of the Gaussian profile). If the whole charge would be spread along the width only,
it would arrive continuously but within a finite time18(figure 5.9). As the charge is spread
17Since the TRF at time t is considered, the pad signal height at time t is weighted with the PASA signal

height at time 0, the pad signal height at time 0 is multiplied by the PASA signal height at time t. In
general, a pad signal, that occurs at time t′ contributes to the total TRF signal at time t according to
the PASA shaping of the signal at t− t′ (that’s the lifetime of the pad signal at time t).

18Let a charge cluster of charge qi be created at position xi (x = 0 at entrance of drift volume near
beam line, t = 0 at creation time of the clusters). The cluster drifts with vD toward the end of the
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Figure 5.8: The Time Response upon a 55Fe X-ray signal. The charge deposit is almost
point like and therefore the signal is very similar to the TRF. In the upper panel
the induced signal on the pad without PASA is shown. This corresponds approx-
imately to the amplification response to a pulse. In the lower panel the signal
after PASA shaping, hence the Time Response Function, is depicted.[ALI01]
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Figure 5.9: Diffusion and drift of a charge peak

according to the Gaussian profile, theoretically it would take infinitely long. In the last
section of this chapter, this situation is considered. A cluster that has had a smaller
drift path will be smeared less. According to the Gaussian charge distribution, the time
dependence of the arriving charge Sdiffusion(t) is not linear. On average diffusion adds
about 50ns to the width of the final signal from one cluster S(t). S(t) is given by

S(t) = (TRF ∗ Sdiffusion)(t) = (Spad ∗ SPASA ∗ Sdiffusion)(t).

The Discretization

The signal S(t) after the action of the PASAs is given to the ADCs (Analog Digital Con-
verter) (in fact, due to the long tail of the amplified cluster signals, there will be overlapping.
Refer to the last section for a consideration of this). The PASAs and ADCs are placed on
the MCM chip. The digital part of the MCM chip (no PASAs) is called TRAP. There are

drift volume at dx. It is supposed that no charge is absorbed anywhere (meaning especially, that the
whole width during readout is situated at x ≥ 0). Since all clusters were created instantaneously at
t = 0, the distance, the cluster has traveled after time t is vD · t = x − xi. Hence for the width
as function of the position: σ(x) =

√
2D x−xi

v . The charge arrives at dx, if x + 1
2σ(x) = dx. The

position of the cluster (peak) is then: x̃ = dx + ( D
4vD

)−
√

(dx + D
4vD

)2 − d2
x − D

2vd
xi. This corresponds

to a time t̃ = x̃−xi

vD
. Introducing the readout time t′ for t ≥ t̃ by t = t̃ + t′, the width is given by

σ(t′) =
√

2D(t̃ + t′). The part of the width, situated inside the drift at x < dx at a time t′ is therefore
given by 1

2σ(t′) + (dx − (x̃ + vD · t′)). The position of the starting point of the width at x < dx,
xstart = dx − ( 1

2σ(t′) + (dx − (x̃ + vD · t′))) = (x̃ + vD · t′) − 1
2σ(t′). The total time needed, until

the whole charge has arrived, is then specified by xend = dx. Solving for t′ yields the readout time
∆tro = 1

2v2
D

√
D2 + 8DvD(dx − xi).
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18 PASA channels and 21 ADC channels placed on one MCM. In order to make position
reconstruction via charge sharing also possible on the border of a chip, it is necessary to
know about the signal on adjacent pads and thus to share the outer PASA channels be-
tween MCMs (always 18 pads of one pad row with 144 pads are assigned to one MCM).
This is the reason why 21 ADC channels per MCM are foreseen. Three of them process
the analog PASA data from outer channels of neighbored MCMs (the PASA data is split
and consequently processed twice in parallel).

First, discretization in the time coordinate is obtained by flashing the signal every 100ns
or at a rate of 10MHz. This is done for all ADCs of a MCM with the same clock, hence
no phase shift between ADCs should occur. Otherwise different ADCs would be flashed
at different times, making their signals not comparable any more. This would deteriorate
charge sharing measurements and by this position reconstruction. During the drift time
of 2µs, 20 samples are produced (considering also the amplification region, approximately
two more samples are needed for its coverage. In the AliRoot simulation 24 time bins
are foreseen, thus covering in addition to amplification also times after drift). Assuming
the incident particles of an event passing through the detector in time-ranges very small
compared to the drift time, all clusters are created instantaneously and one can say that
an ADC performs one discretization cycle per event, producing 20 samples.

The whole signal is thus divided into 20 time bins. The value of a time bin before
digitization corresponds to the PASA value at sampling time. This value is then digitized
by turning it into a 10 bit number, which in the following is called ADC count. The 10
bits are chosen such that the dynamic range of the ADCs, which is coupled to the range of
PASA values, is covered.

It can be assumed that almost in any time bin a hit occurs. As the time bin samples are
only 100ns away from each other but the width of the TRF is already 100ns (still enlarged
in the final signal by diffusion), the tails of the signal induced by a cluster on the pad plane
will reach into the subsequent time bin(s), thus introducing a correlation of the amplitudes
in different time bins. Without a tail filter, this would decrease the position reconstruction
through charge sharing and additionally enhance the detector occupancy.

Digital Filter

Subsequently the digitized values can be stored in the event buffer and wait for readout or
they are filtered. Filtering is performed individually for each ADC channel on the MCM
and for each time bin sample. Any of the below mentioned filter steps can be bypassed.
During the digital filtering the data word length is enlarged from 10 bits to 12 bits. The
two additional bits are added behind the floating point to keep rounding errors below 1
ADC count. The following filter stages are implemented in the order as listed:

• The nonlinearity filter. There is a systematic nonlinearity to the amplification which
makes the amplified signal not proportional to the original charge deposit and hence
the cluster charge. First, the gas amplification is not totally linear. However, the
nonlinearity contribution added by this is negligible as compared to the nonlinear-
ity by the electronics. For example, the amplification in the PASA as well as the
conversion to digits within the ADC hide some nonlinearity. The nonlinearity filter
is supposed to correct for those influences. Assuming that there exists an unique
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mapping between ideally linear distributed signal amplitudes and the disturbed ones
for each channel, one can account for the distortions by correcting them with a Look
Up Table (LUT). Since the distortion grows only slowly with ADC counts, one cor-
rection for a bunch of 16 ADC counts is enough. Therefore there are 26−1 correction
values. The range of the corrections is [0, 26−1

22 ], since the last two bits are treated as
past-comma bits.

• The pedestal filter. Before the analog signal processing in the PASA starts, a pedestal
is added by the PASA to the read out-pad value in order to prevent values below zero
from being amplified. This could happen in case the signal on the pad is very small
and so, adding the noise of the PASA, the read out value would fluctuate around
zero (positive or negative charge). The output of the successive ADC however can
only represent non negative digital numbers. The pedestal value changes a lot from
channel to channel and also somewhat with time19. The pedestal value of a PASA is
chosen to be some standard deviations of its noise in order to prevent undershoots.

The pedestal filter is designed to detect and subtract the individual pedestal from
the signal and add to it a common, configurable baseline, Ibaseline.

If I(t) is the time variation of the input signal, its Fourier transform is given by
Î(ω). The pedestal is characterized by the Fourier component that is not subject to
any oscillations, hence Ipedestal = Î(0). Therefore the goal is to build a low-pass filter
whose transfer function approaches a delta function δ(ω). It is realized by a relaxation
filter with the following discrete recursion equation for the estimated pedestal at time
t+ ∆t, Pest(t+ ∆t):

Pest(t+ ∆t) = I(t)2−κ + Pest(t)(1− 2−κ).

Here ∆t is the time difference between two samplings, I(t) is the flashed signal height
at time t and κ is the relaxation constant. By this, the pedestal value of the input
signal at the following time sample is estimated, assuming, that it changes only slowly
in time. The pedestal for each channel is calculated individually. It is subtracted from
the signal and the common baseline is added, in the order of the following operations:

O(t) = I(t) + Ibaseline − Pest(t)

• The gain filter. The linear amplification also varies from channel to channel. Assum-
ing that the noise is distributed by a Gaussian with the same mean for all channels
of a MCM chip, this means that the mean signal to noise ratio S

N
is subject to

fluctuations. However, within one MCM the charge on the ADC channels must be
comparable (same original cluster charge must lead to same signal height) for the
tracklet processing, e.g. in order to exploit charge sharing. This is only the case if
the overall amplification is the same for all channels of one MCM. The distortions can
have many reasons: changes in temperature, pressure, varying distance from the pads
to the anode wires due to the sag of the wires (gravitation, high voltage), variations
in the anode wire radius (and thus the field strength), inhomogeneous distribution of

19e.g. because the PASA contribution to the TRF consists partly of pedestal that is added as a tail to
later signals. Therefore the fraction of the pedestal on the signal should increase with time
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high voltage. But again the main influence comes from the electronics, mostly from
variations in the production process. The dynamic range of the ADCs is determined
by the range of the PASAs. Thus the pre-amplification and signal shaping in the
PASA is the most crucial source for the variations of the linear amplification. To
account for this, the filter path contains a gain filter.

The gain factor ρ for each channel has to be pre-calculated by one of the CPUs. Then
the input value I(t) is just multiplied by ρ. However the gain filter is applied after
the pedestal filter (the reason is discussed later), such that the baseline is multiplied
by ρ as well. In order to make the filtered value biased by the baseline Ibaseline again,
a constant has to be added after the multiplication. The obtained output signal after
the gain filter, O(t) is then given by O(t) = I(t)ρ+Ibaseline(1−ρ), where the constant
Ibaseline(1− ρ) accounts for the baseline correction (I(t) = Ĩ(t) + Ibaseline, Ĩ(t): pure,
unbiased signal).

The reason why the gain correction is placed after the pedestal correction is, that the
correction factor is determined iteratively by comparing the signal amplitude distribu-
tion of a channel with an expected reference amplitude distribution. The distribution
(corrected for noise) sets on at the pedestal value and is supposed to scale with the
gain. A larger gain will bring the higher amplitudes to larger probabilities (although
the onset remains at the pedestal). Hence, the idea is to define two amplitudes, TA

and TB and to count the number of signals Ii for which TA ≤ Ii < TB (NA) and
TB ≤ Ii (NB) hold (Ii is a sampled amplitude). Like that also counting noise signals
(values around the baseline) is prevented, if TA is large enough. The two counters are
updated with every sample and their fraction Vi = NA

NB
is supposed to be a measure

for the gain shift, if TA and TB are set such, that according to the expected reference
amplitude distribution their fraction is known (V ). The goal is to adjust the fraction
in each channel to the desired value V .

• The tail cancellation filter. As was already mentioned, the tail of the TRF, which is
mainly due to the slow ion drift, introduces a correlation between time bins. To the
signal amplitude of the current cluster, residual signal amplitudes of former clusters
are superimposed. This would make position reconstruction based on charge sharing
very inexact.

However, the tail of the TRF can be approximated by the sum of two exponen-
tial functions. A filter architecture based on continuous signal values, which cuts
these tails, can be discretized without changing its general design. This is because
the frequency distribution of the input signals to the ADCs have almost a limited
bandwidth, such that the loss of information when cutting at the Nyquist frequency
νNyquist = 1

2
νsample = 5MHz is negligible. So the whole information can be recon-

structed from the sampled values and also the filter can be discretized one to one.
The discussion is thus equivalent for the continuous and the discretized case and will
be continued for a discretized filter.

The sum of exponentials is given by g(t) = 1t≥1

∑N
n=1 αne

−ηnt, where N is the number
of exponentials with which the tail is intended to be approximated and αn as well as
ηn are the corresponding parameters.
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Let fPASA(t) be the PASA response function. The observable response of the detector
upon a pulse (e.g. induced by a laser) is given by S(t) = (g ∗ fPASA)(t). To obtain
a measure for the quality of the filter with a given parameter set (αn, ηn) under
detector conditions, first g(t) is calculated with these parameters and applied to
fPASA(t). Then the tail filter F−1

tail(t) is applied. The result should be similar to the
PASA response function, hence have the shape of a Gaussian. A measure for the filter
inefficiency could thus be

∫
dt[(F−1

tail ∗S)(t)− fPASA(t)]2. The result can be evaluated
for different parameter sets and different numbers N of used exponential.

For the parameter calibration of the discretized filter, a complete set of sampled data
is needed. One can use the average signal that is produced by tracks (e and π) in
several events within a chamber. The influence of the tail on the average signal is
expressed by an enhancement as compared to the signal without tail, a slight increase
of the value in the drift region and a tail for times after the drift (the average signal
must be recorded for times larger than the drift time tdrift). As it is an average signal,
the tail is solely drive by chamber properties, not by individual clusters. Therefore
the parameter set can be applied for all tail filters in the chamber. The set of sampled
data is given by the average signal S̄(t), t = k∆t. If this sample is tail filtered, the tail
should be declined substantially. Let Ā(t) = S̄(t) ∗F−1

tail(t) the filtered average signal.
As an optimization procedure one can try to find the parameter set, for which the

following ratio is minimal: M =

∑tend
t=tdrift

Ā(t)2

1
tdrift

∑tdrift−1

t=0 Ā(t)
. It is the fraction of the remaining

mean tail values after drift (squared in order to enhance their weight) over the mean
signal before. The sums run over the sampled values.

Here the tail filter is discussed in some more detail as it is of general importance. In
the following first the tail generation process is considered. If g(t) is the continuous
time response of the generating filter, the output after convoluting the generator with
the time distribution of the incoming signal I(t) is given by

O(t) =

∫ t

−∞
I(t′)g(t− t′)dt′.

Here it was used that g(t < 0) = 0 due to causality and hence t′ ≤ t. For an earlier
time t− t̃, the output is given by

O(t− t̃) =

∫ t−t̃

−∞
I(t′)g((t− t̃)− t′)dt′.

Now this can be simply discretized for sampling times ∆t and t = r∆t (neglecting a
possible time offset):

O(t) =
r∑

q=−∞

I(q∆t)g((r − q)∆t).

The output of the filtered signal one sample earlier was

O(t−∆t) =
r−1∑

q=−∞

I(q∆t)g((r − q − 1)∆t).
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Up to now this was general. Specifying g(t) for the tail generation,

g(t) = 1t≥0

N∑
n=1

αne
−ηnt

and taking into account I(t < 0) = 0 (hence q ≥ 0) this yields for the output:

O(t) =
r∑

q=0

I(q∆t)
N∑

n=1

αne
−ηn(r−q)∆t

=
N∑

n=1

r∑
q=0

I(q∆t)αne
−ηn(r−q)∆t.

For the preceding sample:

O(t−∆t) =
r−1∑
q=0

I(q∆t)
N∑

n=1

αne
−ηn(r−q−1)∆t

=
N∑

n=1

r−1∑
q=0

I(q∆t)αne
−ηn(r−q)∆teηn∆t.

Let ri(t) denote the inner sums, thus

rn(t) =
r∑

q=0

I(q∆t)αne
−ηn(r−q)∆t

and

rn(t−∆t) = eηn∆t

r−1∑
q=0

I(q∆t)αne
−ηn(r−q)∆t.

Then
rn(t) = e−ηn∆trn(t−∆t) + I(t)αn

and

O(t) =
N∑

n=1

(e−ηn∆trn(t−∆t) + αnI(t)).

Setting
r̃n(t) = e−ηn∆t · rn(t)

yields

r̃n(t−∆t) = e−ηn∆t · rn(t−∆t)

=
r−1∑
q=0

I(q∆t)αne
−ηn(r−q)∆t
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and O(t) can be simplified to

O(t) =
N∑

n=1

(r̃n(t−∆t) + αnI(t)).

O(t) describes the output signal of the filter at time t with the appropriate contribu-
tion of the tail, whereas I(t) is the input signal without tail. In order to get the tail
cancellation filter, it is assumed that the input signal has a tail contribution and the
output is expected to be tail-free. So one has to reverse the tail generating process
by resolving for I(t):

I(t) =
1∑N

n=1 αn

(O(t)−
N∑

n=1

e−ηn∆trn(t−∆t)).

The values αn give the weight for the individual exponential, thus their sum should
be unity,

∑N
n=1 αn = 1. By renaming I(t) → O(t) and O(t) → I(t) this finally results

in the recursion equation

O(t) = (I(t)−
N∑

n=1

e−ηn∆trn(t−∆t))

or

O(t) = (I(t)−
N∑

n=1

r̃n(t−∆t))

for the tail canceled output. Of course also inside r(t) and r̃(t), I(t) is renamed by
O(t):

rn(t) = e−ηn∆trn(t−∆t) +O(t)αn

= r̃n(t−∆t) +O(t)αn;

rn(t−∆t) = eηn∆t

r−1∑
q=0

O(q∆t)αne
−ηn(r−q)∆t;

r̃n(t) = r̃n(r ·∆t) =
r∑

q=0

O(q∆t)αne
−ηn((r+1)−q)∆t

=> r̃n(t−∆t) =
r−1∑
q=0

O(q∆t)αne
−ηn(r−q)∆t.

The recursion of r̃n(t−∆t),

r̃n(t−∆t) = eηn·∆t[O(t−∆t)αn +
r−2∑
q=0

αn ·O(q ·∆t) · e−ηn((r−1)−q)·∆t]

= eηn·∆t[O(t−∆t)αn + r̃n(t− 2∆t)]
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is used in the simulation for N = 2 (hence α1 + α2 = 1) to calculate

O(t) = I(t)−
2∑

n=1

r̃n(t−∆t).

In case I(t) is made up of several contributions I(t) = I0(t) + I1(t) + ..., the tail
filter output O(t) responds linear and can be split to the output due to the input
contributions, O(t) = O0(t)[I0] +O1(t)[I1] + ....

This becomes important if the original signal height of an ADC value after the tail
filter is needed. For this purpose the common baseline must be subtracted. However,
as the tail cancellation filter is applied to the signal after the pedestal filter and the
baseline is not subtracted at the entrance to the tail filter, the baseline is subject to
tail filtering as well. The tail correction, that has to be applied to an input value,
is composed by the estimated tail components (exponentially decaying with time)
of all previous signals, which all were biased by the baseline. However, the baseline
did not belong to the signal, when the tail was added (described by the TRF). The
signal, that already contained the tail, was given to the pedestal filter. Thus it is not
enough to just subtract the baseline from the signal O(t). The baseline value to be
subtracted is time dependent.

To show the linear response of the tail filter first, induction can be used. The first
observation is that

O(0) = I(0)−
N∑

n=1

r̃n(−∆t),

r̃n(−∆t) = 0,

=> O(0) = I(0)

and

O(∆t) = I(∆t)−
N∑

n=1

r̃n(0),

r̃n(0) = O(0)αne
−ηn∆t,

=> O(∆t) = I(∆t)− I(0)
N∑

n=1

αne
−ηn∆t.

Hence, O(0) and O(∆t) are both linear in I. Assuming now that O(k ·∆t) is linear
in I for all k ≤ r, O(k ·∆t) can be written as a linear superposition of I:

O(k ·∆t) =
k∑

q=0

fk(N, q) · I(q ·∆t), 0 ≤ k ≤ r.
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fk(n, q) are prefactors with fk(n, k) = 1. This yields for O((r + 1) ·∆t):

O((r + 1) ·∆t) = I((r + 1) ·∆t)−
N∑

n=1

r̃n(r ·∆t),

r̃n(r ·∆t) =
r∑

q=0

O(q ·∆t)αne
−ηn((r+1)−q)∆t

=
r∑

q=0

q∑
q′=0

fq(N, q
′)I(q′ ·∆t)αne

−ηn((r+1)−q)∆t

=
r∑

q=0

g(n, q)

q∑
q′=0

fq(N, q
′)I(q′ ·∆t)

where g(n, q) = αne
−ηn((r+1)−q)∆t. By putting everything together, this finally turns

into

O((r + 1) ·∆t) = I((r + 1) ·∆t)−
N∑

n=1

r∑
q=0

g(n, q)

q∑
q′=0

fq(N, q
′)I(q′ ·∆t)

=
r+1∑
q=0

fr+1(q,N)I(q ·∆t),

where all terms containing I(q ·∆t) were collected.

If now I(t) = Ĩ(t)+Ibaseline with Ĩ(t) being the "naked" signal and Ibaseline the common
baseline that was added to the signal by the pedestal filter, the filter response can be
split in a part Õ(t), describing the pure signal and Obaseline(t) which is the baseline
response:

O(t) = O(r ·∆t) = Õ(t) +Obaseline(r ·∆t)

=
r∑

q=0

fr(q, n)Ĩ(r ·∆t) + Ibaseline

r∑
q=0

fr(q, n).

In words: The current output signal is made up of the tail corrected non-biased
signal and the baseline, corrected for the tail estimates of all previous baselines. This
is the reason why the baseline subtraction is time dependent. The tail subtracted
non-biased signal is given by Õ(t) = O(t)−Obaseline(t). To obtain the corresponding
value of Obaseline(t), the tail cancellation has to be applied to the common baseline.
It is herefore enough to calculate for each time bin the tail filter response to a unity
signal and multiply the result by Ibaseline. These values can be stored in a LUT, whose
needed number of entries is limited by the number of time bins.

The time dependent baseline subtraction has to be considered in all cases, in which
the unbiased, tail-free signal needs to be extracted from raw data.

• The crosstalk suppression filter. Between adjacent pads there are two dependencies.
One is the charge sharing for which no filter is needed as this effect is exploited for
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position estimations. The second is capacitive coupling, because the 18 pads are
connected to the PASA chip by a ribbon cable. It has been shown that the crosstalk
can be described by the slow derivative of the intial signal in the neighboring pads. In
the corresponding frequency spectrum the components with ν > νNyquist can no longer
be neglected. Thus there is no exact discrete crosstalk suppression filter but only a
filter suppressing an average of the signal between the initial pulse and sampling time
(the average does not need to reflect the crosstalk contribution at sampling time).

The discrete crosstalk generator is given by a two dimensional matrix, whose rows
handle the pads that are involved and the columns the time bins needed for the
averaging process. The crosstalk is mainly limited to the two neighboring pads,
hence the matrix has three columns. Depending on the shape of TRD signals that
are used for averaging, considering 5 time bins is usually enough.

The crosstalk suppression filter is an approximation to the inverse of the generator
matrix and only yields a small suppression of the amplitude but no full correction
The form of the matrix is

M =


M−2 0 M−2

M−1 0 M−1

M0 1 M0

M1 0 M1

M2 0 M2


It can be seen from the symmetry that neighboring channels are treated equally.
By carrying out the two dimensional convolution one obtains the filtered signal at
channel ρ and time t:

O(ρ, t) = (I ∗M)(ρ, t)

=
1∑

ζ=−1

2∑
ξ=−2

I(ρ− ζ, t− ξ)M(ξ, ζ)

=
∑

ξ

I(ρ+ 1, t− ξ)M(ξ,−1)

+
∑

ξ

I(ρ, t− ξ)M(ξ, 0)

+
∑

ξ

I(ρ− 1, t− ξ)M(ξ, 1).

As M(ξ, 0) = δ(ξ) this yields:

O(ρ, t) =
∑

ξ

I(ρ+ 1, t− ξ)M(ξ,−1)

+ I(ρ, t)

+
∑

ξ

I(ρ− 1, t− ξ)M(ξ, 1).

Hence the matrix structure with M(ξ, 0) = δ(ξ) expresses that only a first order
correction is applied. Exploiting the symmetry, M(ξ, ζ) = M(ξ,−ζ) for all ξ, this
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finally leads to

O(ρ, t) = I(ρ, t) +
2∑

ξ=−2

M(ξ, 1)(I(ρ+ 1, t− ξ) + I(ρ− 1, t− ξ)).

The whole crosstalk suppression process needs to be causal. However, as the filter
for the correction of the current signal I(ρ, t) uses two inputs from future signals, the
output O(ρ, t) has to be delayed by two cycles. The values of five subsequent time
bins are stored. The central of these five values is the one to be crosstalk corrected,
as it has access to two values of its past (stored earlier) and two of its future (stored
later).

In the following the order of the filter stages shall be discussed. The digital filter is
mainly intended to correct for distortions within the signal path, that happen from the
amplification process on, including effects originating from the electronic signal processing
(e.g. nonlinearity and gain distortions are mainly added by the electronics). The distortions
to the signal can be quantized by applying the corresponding generator operators F to the
ideal signal. Applying the distortion generators considered here in their original order,
given by the signal path, yields the operator A:

A = Fnonlinear ◦ Fgain ◦ Fpedestal ◦ Fcrosstalk ◦ FTail ◦GPRF .

GPRF denotes the spread of the signal to adjacent pads which is used for the position
reconstruction. This contribution to the signal is not to be filtered away.

In the following, the contribution of an incoming charge cluster to the signal on a specific
pad is considered. First, the charge is amplified. Since the anode wire is 3.5mm away from
the pad plane, the ion charge is mirrored not only on the central pad, but also one pad width
(either side) in y direction away, affecting also the two neighboring pads with the current
signal. This means, that only about 80% of the induced charge is seen on the central pad.
The slow movement of the ions introduces a tail. This makes the signal spread also over
adjacent time bins. Since the ions are supposed to drift away radially from the anode wire,
a part of the ions comes closer to the pad plane with time, another part travels away from
the pad plane. Therefore, the tail signal at later time bins would be based on a different
fraction of the amplification charge. This is however neglected and it is assumed, that the
tail on a pad is due to the fraction of charge, that was mirrored on that pad at creation
time. This is an assumption used in the digital tail cancellation and also the reason, why
FTail comes after GPRF . Once the signal is induced on the pads, due to capacitive coupling
of the pads of one pad row, the signal is slightly spread over the pads in the neighborhood
and over several time bins (due to the slow decay time). Tail and crosstalk have to be
corrected for, because otherwise they would influence the charge sharing and deteriorate
position reconstruction in y direction.

In a next step, the electronics is involved. The PASA first adds a pedestal to the signal.
Then it amplifies and shapes the charge, which influences the overall gain. The subsequent
digitization may also add some distortions. Based on the final signal, including pedestal and
gain, a characteristic nonlinearity occurs. The nonlinearity is supposed to be pad specific.
The electronics adds the largest contribution to it. The assumption is, that the nonlinearity
is a monotone function of the measured digit and that therefore the nonlinearity-corrected
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digital value is given by an unique mapping of the measured one. Pedestal, gain and
nonlinearities change the signal in a nonlinear way. Without correcting for these effects,
the final measured signal would no longer be an accurate, proportional measure for the
original signal, namely the charge deposit of an incident particle.

If F and F ′ are linear and shift invariant with respect to time and space, their position
in the chain can be interchanged: F ◦ F ′ = F ′ ◦ F . Note that for a signal with time and
space dimensions the interchanging is only allowed, if the filters are shift invariant w.r.t.
those dimensions, they affect and if they respond linear to the input signal. Convolution
operators on the other hand are always commutative20. Therefore, their position can be
interchanged arbitrarily without influencing the obtained signal. Since Fnonlinear does not
respond linearly to an input signal (Fnonlinear ◦(c ·G) 6= c ·Fnonlinear ◦G) its output explicitly
depends on the output of the combination of all preceding generators. Its position cannot be
interchanged with any of the other generators and the application to a signal can therefore
not be described by a convolution. The pedestal filter, which adds a constant to the signal, is
not linear either: Fpedestal◦(G+G′) 6= Fpedestal◦G+Fpedestal∗G′ (in the first case, the pedestal
is added once, in the latter case twice). Neither is the gain filter, which multiplies the signal
by a factor but also adds a signal-independent value (O(t) = ρ · I(t) + Ibaseline · (1 − ρ)).
However, assuming that the pedestal makes up only a small fraction of the signal, for the
change of the signal due to gain instabilities the pedestal will not add a considerable effect.
Therefore, Fgain and Fpedestal can be interchanged. Ftail and Fcrosstalk are both linear and
shift invariant with respect to time and space and their action is assumed to be described
by a convolution. Therefore, they can be interchanged.

Interchanging the position of the generators, respecting the above restrictions, yields:

A = Fnonlinear ◦ Fpedestal ◦ Fgain ◦ FTail ◦ Fcrosstalk ◦GPRF .

The combined filter operator D is now supposed to cancel all the distortions F, beginning
with the last one, that was added (running through the generator tail in opposite direction).
The condition is D ◦ A = GPRF (GPRF is not considered a distortion). Thus,

D = F−1
crosstalk ◦ F

−1
Tail ◦ F

−1
gain ◦ F−1

pedestal ◦ F
−1
nonlinear.

F−1 are the inversed generators, thus the filter operators21. They are applied in the order
as listed above. The modular design allows for example for the bypassing of individual
filter steps.
20This can be seen by a transformation to the Fourier domain. For one dimensional, continuous con-

volution operators (corresponding to a vector with an infinite number of entries), the Fourier Trans-
form of the convolution is given by ˆ(f ∗ g)(ω) =

∫
e−iωtdt

∫
dt′f(t′)g(t− t′). The Fourier Transform

of g(t − t′) is given by
∫

dte−iωtg(t− t′) =
∫

dte−iω(t+t′)g(t) = e−iωt′ ĝ(ω). Therefore ˆ(f ∗ t)(ω) =∫
dt′f(t′)

∫
e−iωtg(t− t′)dt = (

∫
dt′f(t′)e−iωt′)ĝ(ω) = f̂(ω) · ĝ(ω) = ĝ(ω) · f̂(ω) = ˆ(g ∗ f)(ω). The

Fourier Transform of the convolution of two operators is given by the product of their Fourier Trans-
forms. Applying f ∗ g on a signal S yields in time space: S′(t) = [(f ∗ g) ∗ S](t). Going into Fourier
domain: ˆ[(f ∗ g) ∗ S](ω) = ˆ(f ∗ g)(ω) · Ŝ(ω) = f̂(ω) · ĝ(ω) · Ŝ(ω) = ˆ(g ∗ f)(ω) · Ŝ(ω) = ˆ[(g ∗ f) ∗ S](ω).
Going back into time-space, this yields S′(t) = ((g ∗ f) ∗ S)(t).

21If F denotes a matrix convolution operator, then the inverse F−1 must fulfill the convolution equation
F−1 ∗ F = U , where U is a unity matrix. If G is a signal, U is defined by U ∗G = G (U is filled by 0
everywhere except for its "origin" position, corresponding to t = 0 and y = 0; when applied to a pixel
of G, U just copies its value to the output matrix). The inversion of the discrete tail generator Ftail

has been shown above, however without transferring the recursive equation for O(t) into an explicit one
depending only on t and I(t − k∆t) (O(t) = O(I(t), I(t −∆t), ..., I(0), t)). The point spread function
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The filtered values are called raw data. They are stored in the event buffers until readout
and serve as input to the preprocessors for the further tracklet calculation.

For a more detailed consideration of the generation process, the following picture can
be applied: The incoming signal G is given as a matrix with a time and a pad dimension
(considering pads of a pad row is enough, since there is no interference expected between
pads of different rows), whose entries are denoted by gi,j, 0 ≤ i < Ntb (Ntb: number of time
bins), 0 ≤ j < 144 (144: number of pads in a row). The entries of the incoming signal matrix
are the cluster charges arriving at the anode wires at different pads and different time bins.
Since a digital filter is applied, the following considerations are restricted to digital values
(the cluster charges already translated into digits by performing the PASA transformation
and the ADC digitization in advance). It is assumed, that all effects are considered at
sampling time and at the readout points of the pads, hence the matrix is discrete in both
dimensions. All generators but Fnonlinear, Fpedestal and Fgain are linear convolution matrices,
which are applied on each entry of the signal matrix. For the convolution, ◦ can be replaced
by ∗. The dimensions of the overall convolution-generator matrix Ã = Fcrosstalk ∗ FTail ∗
GPRF , containing effects that can be described by a convolution, are given by the maximum
number of pads involved (5, as determined by Fcrosstalk) and the maximum number of
involved time bins (principally as many, as are read out: Ntb + 2; determined by Ftail and
Fcrosstalk). A generator is applied to each entry of the signal matrix by discrete convolution
(see [Jae02]) and writes back the result to the same entry after the convolution. This
modified signal matrix is the outcome of the current generator and the input to the next
one in the chain. The signal at a time i of pad j, that is finally observed after the generation
process, is given by ((Fnonlinear ◦Fpedestal ◦Fgain)◦ (Ã∗G))ij = [(Fnonlinear ◦Fpedestal ◦Fgain)◦
(FTail ∗ Fcrosstalk ∗GPRF ) ∗G]i,j (figure 5.10)22.

of the tail cancellation operator F−1
tail would be given by the vector (O(0), O(∆t), O(2∆t), ...) by the

explicit form of O(t), when setting I(0) = I0 = O(0) and I(k∆t) = 0 for k > 0. For the continuous
case, the inverse f−1(t) of an operator f(t) is characterized by (f ∗ f−1)(t) = δ(t), hence the equation∫

dt′(f(t′)f−1(t− t′)) = δ(t) has to be solved.
22The generators are the point spread functions of a single pixel. Thus they describe, how the pixel evolves

with time and space and spreads into the neighboring pixels. The convolution with a generator at a given
pixel then weights the values of all pixels, that can be involved by causality, with the value of the point
spread function that corresponds to their relative positions. Take for example FTRF . The generator
matrix is just a column vector that contains in its time bin entries the corresponding values of the time
response function (which is the point spread function in this case): FTRF (i ·∆t) = 1i≥0

∑
n αne−ηn·i∆t.

The discrete convolution with a signal vector ~gj = (g0,j , g1,j , ..., gNtb,j) yields for the signal at a time
i: g′i,j = (~FTRF ∗ ~gj)(i) =

∑∞
i′=0 FTRF (i′ · ∆t) · gi−i′,j . The lower boundary of the sum was set

to i, since a contribution only occurs for i′ ≥ 0. The upper boundary would only be limited, if
gi−i′,j = 0 from some i′ on. The convolution says, that the signal of a pixel from i′ time bins in the
past (meaning at time i− i′ ≤ i) is weighted with the point spread function at time position i′, hence
with FTRF (i′ · ∆t). From this it also becomes clear, that if the value of a pixel has a contribution
from pixels of its future (i − i′ > i or i′ < 0), each pixel must be spread into its own past, hence,
the point spread function is not causal and has entries at negative times. The crosstalk generation
for example, that needs for the evaluation of a pixel value an average over five time bin values, of
which two are in the future, therefore requires the generator vector (which is the point spread function)
to have two non vanishing entries in the past. Let F be a generator with two additional inputs at
negative times, hence ~F = (F (−2), F (−1), F (0), F (1), ...). Convolution yields (omitting the index j):
g′(i) = (~F ∗ ~g)(i) =

∑∞
i′=−∞ F (i′) · g(i − i′) =

∑∞
i′=−∞ F (−i′) · g(i + i′) =

∑2
−∞ F (−i′) · g(i + i′),

the latter because −i′ ≥ −2. This shows, that by equally naming the pixels in the generator vector F
and the signal g (same direction of time bin increase), convolution is obtained by laying the mirrored
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Figure 5.10: Action of the non-symmetric filter chain Ã on a discrete and sampled signal
G, containing the (digital) cluster charges. Here, Ã is applied on G at position
gi,j, which yields the signal observed on pad j at time bin i. Note, that due
to the crosstalk generator, Ã acts also upon two time bins in the future. The
notation −Ã symbolizes the mirrored generator Ã, which is laid upon G at the
pixel gi,j in order to calculate the convolution by a direct multiplication of the
pixels. The shaded two time bins correspond to the entries of Ã at negative
times.
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Let T be the shift operator in time bin direction, Tk ◦ G = GTk , with gTk
ij = gi−k,j (it is

assumed, that rows with i < 0 and i ≥ Ntb as well as columns with j < 0 and j ≥ 144 of
the signal matrix are filled by 0, to prevent boundary effects). S be the shift operator in
space direction, Sk ◦G = GSk with gSk

ij = gi,j−k.
When considering only one pad, all generators are independent of time. Hence, they are

especially invariant with respect to the sampling time. The action on the input signal is
an unique function of the signal value (Fpedestal adds a constant, Fgain amplifies the signal
by a linear factor ρ but also adds a constant, Fnonlinearity maps the value to another value
in a non-linear way. For the other generators Ftail, Fcrosstalk and GPRF , the output is
proportional to the input, as they are linear operators) without explicit time dependence.
Respecting the position in the generator chain, this means that T ◦ (F ◦G′) = F ◦ (T ◦G′)
(F and T commute), if G′ denotes the signal that enters the generator F . Therefore the
whole signal generation A is invariant with respect to the sampling time and hence also
the reversed filter D is.
FTail ◦ Fcrosstalk ◦GPRF is also supposed to be pad-coordinate invariant (because each of

the generators is) and therefore would commute with S (with Fcrosstalk and GPRF including
cluster of pads in the generation process). By that, FTail, Fcrosstalk and GPRF each are
linear, time and space shift-invariant convolution operators. However, gain, pedestal and
the LUT for nonlinearity correction are pad specific and are not invariant under a space
shift and therefore also A is not.

A summary of the operator features is shown in table 5.1.

Table 5.1: Features of the signal generators as considered by the digital filters

operator linear shift invariance number of pixels convolution
time space time space

Fnonlinear -
√

- 1 1 -
Fgain -

√
- 1 1 -

Fpedestal -
√

- 1 1 -
Fcrosstalk

√ √ √
5 3

√

Ftail

√ √ √
all 1

√

GPRF

√ √ √
1 3

√

Summary of the Signal Path and Modeling

The different steps between the energy loss of an incident particle to the measured (digital)
signal have all to obey one rule: The measured signal in the end must be related to the
incident energy deposit. The easiest relation is a proportionality, which requires from each
step, that its output is proportional to its input. This is the case, if the contribution
of each signal generator step to its input signal can be described by a linear operator.

generator vector over the signal, multiplying the pixel entries, that fall together, add them up and write
them to pixel i of the output-signal matrix. Pixel 0 (that corresponds to time bin 0) of the generator
vector has to fall together with pixel i of the signal. The same applies for multidimensional generator
matrices (pads and time bins), which have to be mirrored in two coordinates.
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In this section, the different signal creation and processing steps are investigated in this
direction and as an example, a concrete model of the diffusion generator is constructed.
The generators are considered as convolution operators exclusively (the non-linearity effects
are not taken into account in this section).

• The start of the signal creation and signal processing chain is the energy deposit of
an incident particle. The primary energy deposit δE produces an electron, which, in
secondary processes of ionization, produces further electron ion pairs in the vicinity
of the primary energy deposit. In that way a first transformation from energy to
charge is performed. The electrons of this cluster drift toward the anode wire and are
subject to the effects, described in this chapter. The detector has to be created such,
that the charge of a cluster, that finally arrives at the anode wire, is proportional to
the primary energy deposit.

• The amplification of the cluster charge produces in an avalanche process a multipli-
cation of the number of charges in the cluster. The gas gain has to be chosen such,
that the charge of the avalanche is a defined multiple of the cluster charge. Note that
the signal of the avalanche is due to positive ions, whereas the input were negative
electrons.

• Next, the signal, that is mirrored on a pad (which is supposed to be a linear func-
tion of the avalanche ion charge), is detected by the electronics. Assuming that the
avalanches arrive at separated spots in time, the PASA would convert the charge into
voltage, and form a signal whose height is proportional to the voltage and which has
a width of 100ns FWHM with an additional tail. Although the avalanches arrive sep-
arated in time, the signal does not come on a spot but is broadened by longitudinal
diffusion and the slow ion movement. Including the resulting tail, the PASA output
would be the convolution of all contributions: the PASA response, the tail response,
the diffusion response. However, the signals that arrive are not separated enough in
time to assume, that they do not interfere. Especially the tail of preceding signals
overlap with the current signal. In a model of the signal, that is finally given to the
ADCs, all these contributions have to be considered.

The model presented now is based on the assumption, that the effects can be described
by generators, whose action on the signal is given by a convolution. Moreover, the
generators are supposed to be linear and shift invariant w.r.t. time and space coor-
dinates. Linearity is required already to make the outcoming and measured signal
proportional to the input signal (the charge deposits). Since convolution is commu-
tative, the order of the operators can be interchanged.

In the following, t = 0 corresponds to the time, when a charged particle enters the
detector and starts the readout. x = 0 corresponds to the boundary of the drift
chamber in direction to the beam line. x is counted positive toward the pad plane
along an axis perpendicular to the chamber. The incident particle is so fast, that all
clusters are created almost instantaneously at t = 0 and that the creation points are
an offset to the linear drift length-time correlation.

In an idealization one can assume, that the ith charge cluster was created at one
spatial spot xi. The spatial position of the signal without any additional effects
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would then be described by

Screate(x) =
N∑

i=1

qiδ(x− xi)

if there were N charge clusters in the detector. Now, drift is switched on. The space
response function fdrift(x) describes the position of a delta-shaped charge pulse and
is given by fdrift(x) = δ(x − vD · t) (vD: constant drift velocity). The signal, after
switching on drift, Sdrift(x) (including the creation and the drift), is given by the
convolution23

Sdrift(x) = Screate(x) ∗ fdrift(x)

=
∑

i

qi

∫
dx′δ(x′ − xi)δ(x− vD · t− x′)

=
∑

i

qiδ(x− vD · t− xi)

=
∑

i

qiδ(x− vD(t+ ti)).

Here it was exploited that x = 0 for t = 0 and thus that the creation position of the
ith cluster corresponds to a drift time of ti = vD

xi
. In the following, all effects that

reduce charge (e.g. recombination) are neglected. Although the charge of a cluster is
made up of a discrete number of particles, the charge is treated as if it was continuous.
Finally it is assumed, that only longitudinal diffusion is responsible for a spread in
time of the arriving cluster charge (arriving at the pad plane). Neglecting drift for a
moment, the continuous spatial distribution of the cluster charge at a time t is given
by equation (5.9). If a delta-like charge cluster qi was created at x = 0, the total
accumulated charge (that penetrates a surface) at a position x′ and at time t of this
cluster, Qi(t, x

′) (assuming that all incoming charge is detected), is given by

Qi(t, x
′) =

∫ ∞

x′
dx

qi√
4Dt

e−
(x)2

4Dt

(figure 5.11). If fdiff,qi
(t, x′) describes the diffusion response function, i.e. the charge

evolution of the cluster at position x′, then

Qi(t, x
′) =

∫ t

0

dt′fdiff,qi
(t′, x′).

Therefore

fdiff,qi
(t, x′) =

d

dt
Qi(t, x

′)

=
d

dt

∫ ∞

x′
dx

qi√
4Dt

e−
(x)2

4Dt .

23Note, that the weighting function for the convolution corresponds to the point spread function or,
equivalently, to the response function of the considered signal generator
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x=0 x’

Qi(x’,t)

vD

vD

Figure 5.11: Diffusion of a delta peak. The total charge Qi(x
′, t) measured at x′, is the

integral over the incoming portion of the Gaussian tail.

Since Qi(t, x
′) is a monotone increasing function with time for all x′, fdiff,qi

(t, x′) ≥ 0
for all t and all x′. If x′ < 0

fdiff,qi
(t, x′) =

d

dt

∫ x′

−∞
dx

qi√
4Dt

e−
(x)2

4Dt

=
d

dt

∫ ∞

|x′|
dx

qi√
4Dt

e−
(x)2

4Dt .

In that sense, the following considerations are also valid for negative coordinates. For
the following, the normalized response function to unit charge is needed,

fdiff (t, x
′) =

d

dt

∫ x′

−∞
dx

1√
4Dt

e−
(x)2

4Dt .

Again, the signal after diffusion at a position x, Sdiff (x), including creation, drift and
diffusion, is obtained by convoluting Sdrift(x) with fdiff (x):

Sdiff (x, t) = Sdrift(x) ∗ fdiff (x, t)

=
∑

i

qi

∫
dx′

d

dt

∫ ∞

x′
dx

′′ 1√
4Dt

e−
(x
′′

)2

4Dt δ(x− x′ − vD(t+ ti))

=
∑

i

qi
d

dt

∫ ∞

x−vD(t+ti)

dx
′′ 1√

4Dt
e−

(x
′′

)2

4Dt

=
∑

i

qi
d

dt

∫ ∞

0

dx
′′ 1√

4Dt
e−

(x
′′

+x−vD(t+ti))
2

4Dt .
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Now, the signal is needed on the pad plane. Let xpad be the coordinate of the pad
plane. Then one obtains for the time evolution of the cluster charge arriving at the
pad plane:

Sdiff (xpad, t) =
∑

i

qi
d

dt

∫ ∞

0

dx
′′ 1√

4Dt
e−

(x
′′

+xpad−vD(t+ti))
2

4Dt .

It was not really correct to say Sdiff (xpad, t) was the signal on the pad plane, because
the signal on the pad plane is modified by the slow movement of the ions. It is more
accurate to define Sdiff (xanode, t) as the time evolution of the signal on the anode
wire. The ion movement only affects the time evolution of the signal (adds a tail to
it). Let fion(t) be the time response function of the avalanche process upon a delta
shaped incoming signal on the anode wire. fion(t) can be described by the sum of
exponentially decaying functions, fion(t) = 1t≥0

∑N
n=1 αne

−ηnt. The actual observed
signal on the pad plane is given by

Sion(t) = Sdiff (xanode, t) ∗ fion(t)

=
∑

i

qi

N∑
n=1

αn

∫
dt′[

d

dt′
(

∫ ∞

0

dx
′′ 1√

4Dt′
e−

(x
′′

+xpad−vD(t′+ti))
2

4Dt′ ) · 1(t−t′)≥0e
−ηn(t−t′)].

Sion(t) contains creation of the clusters, drift, diffusion and tail. Usually, the tail is
the most prominent contribution. It can be described by an exponential decay of the
signal. The PASA then amplifies and shapes this signal. If the PASA contribution
is characterized by the PASA response function (almost Gaussian shaped), fPASA(t),
then the final signal SPASA(t) can be written as

SPASA(t) = Sion(t) ∗ fPASA(t).

Usually, one packs together the contribution of the amplification and the PASA,
yielding the Time Response Function (TRF):

TRF (t) = fion(t) ∗ fPASA(t).

Since the convolution is associative, SPASA(t) can be written in terms of the TRF:

SPASA(t) = Sdiff (xanode, t) ∗ TRF (t),

which means, that the final continuous signal after the PASA is given by the convo-
lution of the detector signal at the anode wire with the TRF.

Things become more complicated, if transversal diffusion is considered. Then, Sdiff (xanode, t)
is distributed in y and z:

Sdiff,trans(xanode, y, z, t) = Sdiff (xanode, t)δ(y)δ(z) ∗y fdiff,trans(y, t) ∗z fdiff,trans(z, t)

fdiff,trans(z, t) =
d

dt

∫ ∞

z

dz′
1√
4Dt

e−
(z′)2
4Dt

fdiff,trans(y, t) =
d

dt

∫ ∞

y

dy′
1√
4Dt

e−
(y′)2
4Dt
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where fdiff,trans(y, t) and fdiff,trans(z, t) are the response functions for transverse dif-
fusion, measured at the positions y (e.g. of a neighbored pad in the same pad row)
and z (e.g. of a neighbored pad in an adjacent pad row), if the initial charge is cen-
tered at y = 0 and z = 0. y = 0, z = 0 denote the pad under consideration. ∗y and
∗z symbolize, that the convolution w.r.t. to the y and z coordinate has to be calcu-
lated, respectively. Sdiff,trans(xanode, 0, 0, t) denotes the signal on the pad, including
transverse diffusion (which declines Sdiff,trans(xanode, 0, 0, t) w.r.t. Sdiff (xanode, t)).
Normally this is the step, where the TRF starts to act. However, since convolution
is commutative, one can first calculate the spread of charge due to the Pad Response
Function (PRF) (interchange the order). The PRF distributes the charge of the cur-
rent pad spatially only in y direction and on average on the two neighbored pads.
If PRF (y) is the space response function upon a charge delta-peak at y = 0, one
obtains:

SPRF (xanode, y, z, t) = Sdiff,trans(xanode, y, z, t) ∗ PRF (y).

The contribution of the TRF then yields:

STRF (xanode, y, z, t) = SPRF (xanode, y, z, t) ∗ TRF (t).

Let Wpad,y be the pad width in y direction and Wpad,z the pad length in z direction.
If one assumes, that the readout of the charge happens on the center of a pad and
(y = 0, z = 0) denotes the center of the current pad, then the TRF also has to be
applied to the charge measured on the center of a pad. The above discussions required,
that all the clusters were released at (xi, yi = 0, zi = 0) and drifted straight to the
pad (no inclination). SPRF (xanode, y, z, t) then gives the time and space evolution of
the signal of the N released clusters. Table 5.2 gives the time evolution of the signal
due to the considered clusters at the central and its neighboring pads, including the
most important effects (drift, diffusion, tail, PASA).

Table 5.2: Measured Signals. S: SPRF , Wy: Wpad,y, xa: xanode, T (t): TRF (t)

S(xa,−Wy,Wz, t) ∗ T (t) S(xa, 0,Wz, t) ∗ T (t) S(xa,Wy,Wz, t) ∗ T (t)
S(xa,−Wy, 0, t) ∗ T (t) S(xa, 0, 0, t) ∗ T (t) S(xa,Wy, 0, t) ∗ T (t)
S(xa,−Wy,−Wz, t) ∗ T (t) S(xa, 0,−Wz, t) ∗ T (t) S(xa,Wy,−Wz, t) ∗ T (t)

• The signal from the PASA is then sampled every 100ns. In the minimum ionizing
case, on average 48 primary ionizations per cm occur (this is an upper prediction),
〈Nprim,MIP 〉 = 48. As was shown, the Bethe Bloch curve, normalized to the MIP case,
f(βγ) is given by f(βγ) =

〈Nprim〉
〈Nprim,MIP 〉

. For the Fermi plateau, with f((βγ)Fermi) ≈
1.7, this yields 〈Nprim,Fermi〉 ≈ 〈Nprim,MIP 〉 · 1.7 ≈ 80. This means, that for a high
relativistic electron approximately 80 primary ionizations per cm have to be expected.
With a drift velocity of vdrift = 1.5cm/µs, this yields about 12 clusters per sampling
or time bin.

In order to assure, that the sampled signal is really proportional to the sum of charges
in the contained clusters, the FWHM of the formed signal by the PASA has to be
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5.3 Signal Processing

chosen in the order of the sampling width (100ns). At sampling time, the signal
contains tail contributions from all previous samples. However, due to the FWHM
of 100ns, it is assumed that the contributions of the clusters, that arrived within the
last 100ns, are fully counted (the decay of the signal by a cluster, that arrived 100ns
before the sampling time and which is therefore counted to the current time bin, is
supposed to be negligible, in contrast to clusters, that arrived in advance). In this way,
the height of a sampled signal is the superposition of the cluster contributions within
this time bin. Beyond that, the signal only contains the tail of all the signals from
previous time bins, which decay exponentially. If this tail contribution is subtracted
by a tail cancellation filter, the remaining signal is proportional to the sum of the
cluster charges of this time bin.

Since the charge of a cluster is spread over three pads by the PRF, a proportionality
of the measured signal to the energy deposit is only given, if one adds the sampled
signals of the three involved pads. Since the ions are supposed to drift away from the
anode wires radially without additional spread, the tail of previous clusters is added
to the same pad by the TRF. Therefore, tail cancellation has to be performed pad
wise, whereas the signals of three pads are involved, whenever the energy deposit of
the primary particle (including TR) is of importance (e.g. electron identification).

What is called "mean cluster charge", is rather a "mean time bin" charge (which is
Landau distributed, as will be shown later). Since the charge of a sample is pro-
portional to the charge of its clusters and hence to their energy content, the total
measured charge is proportional to the energy deposit of a charged particle in the
detector.

• The sampled charge, that is acquired during drift time (t ≤ tdrift), is finally digitized
by the ADCs. The PASA gain is set such, that at the known gas gain, also large
signal heights can be digitized by a 10 bit value. All the following processing (filter,
zero suppression) is based on these digital numbers.

• The digitized values are filtered, to get rid of influences, that are able to worsen the
linear dependence of the digit to the original energy deposit. One filter step is a tail
cancellation. After the filters, the digital number are supposed to be proportional to
the energy contents of the clusters, which contributed to its value.
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6 Tracklet Calculation

In this section the algorithm of tracklet preprocessing and processing is presented. Also
the corrections applied are discussed here. Details of the implementation, such as bit word
lengths, specific difficulties in the implementation, etc. will follow in the next chapter.

The TRAP chip is discussed in [Gut06] and [Gut02]. A manual of the TRAP is published
in [TRA06]. Transformation issues, concerning the preparation of the tracklet for the GTU,
can be found in [dC03].

6.1 The Principle

As in z direction the position resolution is limited by the pad length (≈ 10cm) and the z
coordinate is therefore given just by the pad row index, the track reconstruction reduces to
a two dimensional problem. In the following the local coordinate system of a sector (SM)
is used which is rotated around the z axis with respect to the ALICE global coordinate
system, such that the x axis is parallel to the chamber normal. x points in drift direction
and y in direction of the anode wires (also called rφ direction). The x coordinate and the
drift time can be identified by t = x

vdrift,x
, where vD,x is the (constant) drift velocity in x

direction.
As was already mentioned, raw data will be used for tracklet calculation. For each

channel it is stored in the event buffers, ordered according to the sampling position. By
comparing data of adjacent channels at corresponding time bins, the sub pixel pad position
can be reconstructed by exploiting charge sharing. Hence, by the way of storing it, raw
data contains information about time bin and the channel number in a pad row.

However, the tracklets are started to being calculated, once the first raw data arrives,
hence already during drift time. So the raw data for the tracklet fitting does not need to
be read from the buffers but is obtained directly time bin by time bin.

The space-time points of raw data from one pad row are not distinct in the z coordinate
(as if the hits of a track were projected onto a plane perpendicular to the z axis). The
intention is therefore to turn the space-time points into time-bin and y coordinates and fit
the data in these. This corresponds to a (linear) fit to the incident particle track inside
one detector chamber (or, to be more accurate, inside the drift volume of 30mm extent
belonging to that chamber) and is called tracklet.

A typical sample in a simulated full multiplicity PbPb event (dNch

dy
= 8000) is shown in

picture 6.1. Here, the sampled ADC counts within one pad row are shown.
Since the drift velocity in the drift volume is assumed to be constant, the time informa-

tion1 can be turned to a spatial distance from the cathode wire plane: ∆x = vdrift,x ·n ·∆t
1i.e. which time bin, assuming the range of time bins to cover the whole height of the drift volume from

the cathode wire plane to the drift electrode toward the beam line. Some difficulties related to that
idealized case will be discussed in the next chapter.
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pad number
time bin

ADC
counts

Figure 6.1: Sampled signal in a pad row of a simulated PbPb full multiplicity event. Ap-
proximately the first three or four time bins contain clusters from the amplifi-
cation region. One can clearly see the average enhancement of the ADC counts
at these time bins. Also toward later time bins, the signals of some tracks tend
to be enhanced. This points toward the Transition Radiation contribution for
electron tracks.
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6.1 The Principle

with n being the nth time bin counted from the cathode wire plane (the "upper" end of the
drift volume) and ∆t = 100ns the width of one time bin (time between two samples). The
spatial x coordinate in the drift volume, belonging to the center of a time bin, is given by
x = xcwp − vdrift,x · (n+ 1/2) ·∆t (xcwp: radial position of the cathode wire plane).

As the TRAP is intended to fit particles with high transverse momentum pt, a number
of crucial assumptions are made:

• The radius of the track in the magnetic field is so large (r = pt

eB
), that bending can

be neglected when calculating the fit to the track inside one chamber. Therefore the
model for the fit is chosen to be just a straight line, resulting in the tracklet. The
GTU will then combine the tracklets from different layers to a track. Depending on
the layer, tracklets of one track might have slightly different slopes, however it is
assumed that even on a stack scale with six layers on top of each other, the bending
will not have a great effect and thus the tracklet slopes in the first and the last layer
should not differ much.

• All the tracks are assumed to come from the primary vertex which is supposed to be
situated around the central z position of the TRD. Only for these tracks the pt can
be estimated by the deflection angle from the vertex direction. Of course this is only
an assumption. Bremsstrahlung for example may change the direction of electrons
arbitrarily. By running accidentally almost parallel to the vertex direction, a track
can pretend to have large pt. Most of the interesting high pt electrons at least, will
come from the primary vertex or from nearby, e.g. as decay product of a particle or
resonance with short decay length cτ (with the secondary vertex being close to the
primary).

• As the tracks are assumed to be stiff, the hits of a track are expected not to be
spread over more than two pad widths (and thus they induce a centroid of the charge
sharing on a maximum of two pads of one pad row during drift). Assume a track with
infinitely high transverse momentum, pt = ∞ (i.e. a straight track, not bent at all),
coming from the primary vertex and flying to the edge of a chamber in φ direction.
Due to the projective geometry of the SM, the maximum possible deflection of the
vertex direction with respect to the chamber normal in φ (all rays projected onto a
plane perpendicular to the z direction through the primary vertex) within the TRD
acceptance, amounts to 10◦ (the total SM is seen under an opening angle of ∆φ = 20◦

from the primary vertex). Looking at a chamber on the innermost layer where the
dimensions of the pad width are smallest2 (≈ 6.5mm), one finds for the maximum
deflection of the intersection point on the two outer positions of the drift region (at
x ≈ 2970mm and x ≈ 3000mm): 30mm tan 10◦ ≈ 5.3mm < 6.5mm. This means
that depending on the entry point to the drift volume relative to the pad positions, a
maximum of two pads in y are concerned. However, there is an additional deflection
angle from the primary vertex direction for particles with finite pt. Therefore the
constraint to not affect more than two pads centrally is only fulfilled for tracks with
sufficiently large pt. A sketch of the projective geometry is shown in figure 6.2.

2due to the projective geometry and the constant number of pads, their size grows with x toward the
outer layers
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y

x

10°

x = 0

x ≈ 2700mm

x ≈ 3000mm

Figure 6.2: The projective geometry of the TRD. Shown is the interaction vertex (red star)
and a track with pt = ∞ (blue arrow) passing the six layers. Pads, that are
affected by at least one cluster, are marked in red.

Under these assumptions a straight line model for the local fit of the tracks can be
applied:

yfit = ϑ · xfit + ŷ.

(x, y) is the position of a tracklet cluster3, (xfit, yfit) the fitted coordinates. For describing
the fit, x denotes in the following the time coordinate as the number of time bin and y the
pad position in units of the pad width. θ accordingly is the slope, given in pad widths per
time bin. ŷ is the offset, given for time bin 0 (hence y position on the cathode wire plane)
in units of pad width.

For high pt tracks the number of pad widths per time bin, thus the slope, is expected to
be reasonably small. Hence, fitting by a least squares model should yield quite acceptable
results for the parameters θ and ŷ. As an error measure, one can use the normalized mean
squared deviation of the straight line fit from the real points y,

χ2 =
1

σ2
y

〈(y − yfit)
2〉

=
1

σ2
y

〈(y − (ϑ · xfit + ŷ))2〉. (6.1)

3Here it has to be noted, that by "cluster", the charge measured within a time bin at sampling time
is meant. The sampled charge can be assumed to be proportional to the charge sum of the electron
clusters, that arrived within ∆t = 100ns on the anode wire. As was mentioned in the last chapter, there
are several electron clusters arriving within one time bins. Therefore "cluster" denotes the measured
signal due to them.
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σy denotes the mean error of the estimated pad position. The optimal parameters for this
fit are obtained by minimizing (6.1) with respect to ϑ and ŷ, respectively. Differentiating,
minimizing and resolving yields

ϑ =
〈xy〉 − 〈x〉 · 〈y〉
〈x2〉 − 〈x〉2

(6.2)

ŷ =
〈x2〉 · 〈y〉 − 〈x〉 · 〈xy〉

〈x2〉 − 〈x〉2
(6.3)

Inserting this into (6.1) again yields for the estimate on the fit error

σ2
yχ

2 = 〈(y − 〈y〉)2〉 − [〈(x− 〈x〉)(y − 〈y〉)〉]2

〈(x− 〈x〉)2〉
,

where σy is unknown, yet independent of the measurement.
Assuming that there are N data points, the mean in the above formulas for the param-

eters is calculated for these N values. Hence, the following sums have to be accumulated
by calculating the position of the clusters, (xn, yn):

X =
N∑

n=1

xn

Y =
N∑

n=1

yn

XY =
N∑

n=1

xnyn

X2 =
N∑

n=1

x2
n

Y 2 =
N∑

n=1

y2
n

N =
N∑

n=1

1.

Then, for example, 〈xy〉 is given by 〈xy〉 = XY
N

. Inserting these relations into (6.2) and
(6.3) yields:

ϑ =
N ·XY −X · Y
N ·X2 −X ·X

(6.4)

ŷ =
X2 · Y −X ·XY
N ·X2 −X ·X

(6.5)

and for the error measure

σ2
yχ

2 = N · Y 2 − Y · Y − (N ·XY −X · Y )2

N ·X2 −X ·X
.
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The error measure will not be investigated further. The TRAP is supposed to calculate
the parameters ϑ and ŷ. The fit time range, i.e. the time bin range, during which the
TRAP uses arriving clusters for the fit and hence for the parameter estimation, can be
adjusted to special needs. This becomes important under real conditions, where the first
data points that arrive, come from charge clusters in the amplification region. There are
several reasons, why to exclude these clusters from the fit:

• In the amplification region, charge clusters arrive on the anode wires from two sides.
This leads to an increase of the sampled charge, as if two time bins were put into
one. For the electron identification, one uses the mean cluster charge, i.e. the totally
measured charge divided by the number of clusters. Its distribution is used as a
measure to distinguish between electron and pion tracks. In order to make the mean
cluster charge a well defined measure, the amplification time bins, which sample
more charge simply for geometrical reasons, should be excluded. One should be
able to interpret a deviation from the mean charge with physical reasons (e.g. an
enhancement due to Transition Radiation). This is of special importance, if a two
dimensional likelihood method (see last chapter) is applied, where the distribution
of the time bin position with the largest charge in the fit range is used. Note, that
only in an average pulse height distribution one can approximately say, that the
amplification samples are on average about twice as high as drift samples. This is
not true for an individual sample, therefore the systematically enhanced mean cluster
charge in the amplification region cannot be corrected.

• The drift velocity increases in the amplification region toward the anode wires. This
means, that more charge arrives at the anode wires (from either side) within the
sampling time ∆t. Hence, the rate of incoming clusters and therefore the sampled
signal is increased4 (which makes the amplification peak in the mean pulse height
spectrum on average more than twice as high as early drift samples). If one identifies
a time bin with the spatial range ∆x = vdrift,x ·∆t, over which it collects its sampling
charge, this spatial range ∆x increases with the drift time. Therefore the mapping of a
time bin onto a spatial position changes. This influences also position reconstruction:
Assume for a moment that the drift velocity in the amplification region was on average
twice as high as in the drift region. If the y position due to charge sharing is calculated
for a sample from the amplification region, one takes into account charge clusters
that were spread over a larger radial distance. Charge sharing therefore gives only an
average y position for clusters within ∆xamp = 2∆x. This reduces the resolution. But
even worse, the TRAP does not distinguish between drift and amplification region but
assumes an unique drift velocity. Therefore, the calculated y position will be assigned
to a spatial width of only ∆x. This means, that the TRAP does not consider the loss
of accuracy and therefore would calculate a wrong cluster position (xn, yn). Of course,
the change in drift velocity also influences the mean cluster charge for amplification
time bins. The arguments are the same as in the previous item.

Also samples which belong to clusters from after the drift time (which may give a signal
4Because the PASA shapes all incoming charge with a FWHM of 100ns, the sampled charge for one time

bin is approximately proportional to the sum of the cluster charges that arrived at the anode wire
within the time bin window of 100ns.
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above baseline e.g. because of the inefficiency of the tail cancellation filter) should not be
considered for the fit. Hence it is urgent to have a possibility to set the fit start time and
the fit end time. This can be done by setting tFS (linear fit start time) and tFE (linear fit
end time) in the configuration (the fit time range then is [tFS, tFE[). In the following, if
nothing else is mentioned, all sums are built within the fit time range.

In order to be able to separate high pt electrons from the pion background, the TRAP
is intended to calculate an electron probability. Some details about that can be found in
the last chapter. However, any electron identification quantity that is under consideration
for the TRAP relies on the distribution of the mean charge per cluster (figure 8.1). The

Figure 6.3: Mean cluster charge distribution for electrons and pions for pt > 3GeV/c
[ALI01]

distribution of electrons and pions differ because electrons are on the Fermi plateau of
energy loss whereas pions are in the region of relativistic rise. Moreover, the Transition
Radiation clusters add additional charge at later time bins (near the entrance to the drift
volume) only for electrons, which increases the mean charge per cluster even more. To have
a measure on the mean charge per cluster on TRAP level, the additional quantity

Q

N
=

1

N

N∑
n=1

qn

is calculated. qn is the total charge of the nth cluster, meaning that additionally to the ADC
counts of the central channel for a given sample, also the counts of the two neighboring
channels at that time bin are added up (which takes charge sharing into account). If I(ρ, t)
is the signal height (in ADC counts) of channel ρ (on which the centroid of charge sharing
is placed) at time t, qn can be written as

qn = I(ρ− 1, t) + I(ρ, t) + I(ρ+ 1, t).

In the TRAP even two charge counters are foreseen. These accumulated charges Q(0) and
Q(1) can be configured to individual time bin ranges within the drift time range [tFS, tFE[:
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Q(0) : [t
(0)
start, t

(0)
end[ and Q(1) : [t

(1)
start, t

(1)
end[, in which they accumulate the cluster charge. These

time ranges may also overlap5.

Q̃(0) =

N0∑
n=1

qn

Q̃(1) =

N1∑
n=1

qn

where the sums run over all the data points in the according time bin ranges. Q̃(0,1) denotes
the non baseline subtracted accumulated charge. The final accumulated charge Q(0,1) sums
up the cluster charges without baseline. If t(0)start = tFS, t(0)end = t

(1)
start and t

(1)
end = tFE, then

N0 +N1 = N and Q(0) +Q(1) = Q.
For each of the 21 channels an individual register, containing the fit sums for this channel,

is available. The sums are updated whenever it is affected as the central channel by a cluster.
Assuming that the clusters of a tracklet are not spread over more than two pad widths in

y during the drift, for an undisturbed position measurement (no overlapping with clusters
of another track) via charge sharing another two channels (left and right neighbors of the
two centrally affected channels) are needed. Thus, each tracklet on average occupies four
channels in total during drift time. As each TRAP incorporates 18 channels from its own
PASAs and 3 channels from neighbored chips, it is possible to have proper charge sharing
(including the borrowed channels) for a maximum of five tracklets per TRAP6(figure 6.4).
This case of five tracklet candidates on one chip would however mean, that the next tracklet
candidates on the neighbored MCM channels can only occur from the third channel on
(counted from the right for the left MCM, from the left for the right MCM). These two
MCMs would then have a maximum of 4 tracklet candidates, each. So on average, not more
than four proper tracklets per MCM can occur. The process of fitting is now split into two
parts. The first one is the tracklet preprocessing. In this step, which takes place while the
clusters are still drifting, for each arriving cluster the coordinates (xn, yn) are calculated
and with this information the fit sums for the affected central channel are updated. In
the second step, the processing, the fit sums of two promising channels are merged and
the tracklet information is calculated. The tracklet signal processing steps are sketched in
figure 6.5.

6.2 Preprocessing

Here the fit sums of the channel, affected centrally by an arriving cluster, is updated.
After the drift time, due to some selection criteria, a maximum of four channel pairs,
which are promising tracklet candidates, are selected and assigned to the four CPUs for

5However it is supposed that in general t
(0)
end ≤ t

(1)
start. The data width of Q(0) is 15 bit, the width of Q(1)

16 bit. If the time bin ranges are symmetric, Q(1) will on average have larger values due to the TR of
electrons toward later time bins

6A tracklet is referred to by the left channel of a tracklet candidate pair, whose fit sums are merged. By
the way, the channel mapping is done in the course of preprocessing and processing this means, that the
left channel pair of all possible tracklet candidates belongs to one of the original channels of a TRAP.
See below for details.
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…
x

y

Figure 6.4: Tracklet candidates. The 18 original channels are drawn in blue, the 3 borrowed
channels in orange. The triangles above the channels indicate five tracklet
candidates. The channels, on which the fit sums would be mapped, are pointed
by the black arrows on top. The arrows in dark blue indicate tracks whose
clusters affect the bordered pads. This situation shows a constellation to obtain
the maximum possible number of clean tracklet candidates.
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analog signal from PASA

digitized, ADC (10MHz,10Bit) filter (12Bit, channel-wise)

preprocessing (hit detection & selection; for each time-bin) 

processing (accumulating hit-sums, coord. trafos; 4CPUs) 

sending of tracklet-word to GTU (32 Bit) 

T
R
A
P

Figure 6.5: Signal processing stages in the TRAP

further processing. The preprocessing can be subdivided into cluster selection and cluster
detection.

6.2.1 Cluster Detection

At each time bin and for any of the inner 19 ADC channels (preprocessor channels) a
number of quantities are calculated and comparisons performed. Any possible bunch of
three adjacent channels is considered a possible cluster candidate and for every channel
it is checked, whether it is the centroid of such a candidate. For the centroids of the
chosen cluster candidates, the fit sums are updated. This leads to a mapping of the 21
ADC channels to 19 preprocessor channels (figure 6.6). In detail, the following steps are
performed:

• Calculate the total charge of a cluster candidate around channel ρ at time t (time
bin):

h(ρ, t) = I(ρ− 1, t) + I(ρ, t) + I(ρ+ 1, t).

• Check, if channel ρ is the central channel of a cluster candidate:

– maximality

I(ρ, t) ≥ I(ρ− 1, t)

I(ρ, t) > I(ρ+ 1, t)
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Figure 6.6: The mapping of the 21 ADC channels. In the first step, always three chan-
nels are compared and represented by the central channel. This leads to 19
preprocessor channels.

– minimum charge
h(ρ, t) ≥ THit + 3 · Ibaseline(t)

THit is the hit charge threshold. As the signal values I contain the common
baseline, but THit is given for "naked" signal values, one has to account for
that by adding the baselines to THit (the reason for the time dependence of the
baseline was explained in the last chapter).
The comparison with THit should ensure for example, that not an accidental
fluctuation around the baseline, that fulfills maximality, is considered a cluster.
The way, the centroid of clusters is looked for implies, that of three adjacent
channels, a maximum of one can be considered a central channel7. It has to be
noted, that finding a channel to be a centroid does not mean, that all electron
clusters of track, that were included in the sample, arrived within one pad width
on the anode wire. Since there are several electron clusters arriving within
the sampling time, it just means, that most of the charge was mirrored on the
central channel. This also shows, that charge sharing can yield at best the mean
y position of all the clusters of one time bin. The resolution in y could therefore
be improved by shortening the sampling time, such that the average is taken over
less clusters. Improving the time bin granularity can therefore improve the y
resolution. On the other hand, the relative digitization errors would grow, since
the ADC signal would decrease with the number of clusters. To prevent this, the
gas gain would have to be enhanced, which would lead to further deteriorations
(see previous chapter). Still the time bin width of σx = vdrift,x∆t = 1.5mm
is considerably smaller than the pad width of around 7mm. Charge sharing
therefore yields a considerable improve and brings the y resolution well inside

7If a central channel was found, then its left neighbor cannot be declared central, because its charge is
not larger than the charge of the central channel. Also the right channel cannot be a central channel,
because its charge is not larger or equal the charge of the central channel.
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6 Tracklet Calculation

the sub-pixel regime.

Channels fulfilling these criteria are indicated on a cluster detection mask.

6.2.2 Cluster Selection

Since the neighbors of a central channel cannot be central again, it is assumed for the
implementation of the selection algorithm, that a maximum of six clusters (consisting of
three channels) per time bin can be found8(figure 6.7).

Figure 6.7: Maximum number of preprocessor clusters (containing three channels) in one
time bin

The sorting is performed in the following way. Of the channels that are indicated within
the 19 bit cluster detection mask only six are compared any further: The first three marked
channels on the left and the last three marked channels on the right are chosen. They are
sorted according to their total cluster charge h(ρ, t). Here, only the first 8 bits of the
14 bits for h(ρ, t) are considered, for performance reasons. The four channels with the
maximum charge are then chosen for fit sum updating. Mostly there will be less than four
clusters. If a case occurs, in which there are several channels, whose first 8 bit of the total
cluster charge are equal, but not all of the channels can be taken, it depends on the actual
implementation of the sorting algorithm which of those channels are finally chosen.

The cluster information of the remaining four channels, i.e. channel number ρ, total
cluster charge h(ρ, t), individual channel charge I(ρ, t) and charges of the two neighboring
channels, I(ρ ± 1, t), is processed. Especially the cluster position (xn, yn) has to be cal-
culated, where xn = t is the time bin number (5 bit value). The y coordinate yn is given
in units of a pad width and denotes the shift of the cluster position with respect to the
center of the central channel (thus −1

2
≤ yn ≤ 1

2
). This sub-pixel resolution is obtained

by exploiting charge sharing. For that it is assumed, that all clusters of the current time
bin are separated from each other on the chip by at least two pads. Finally, if the clus-
ter passes some quality criterion, the fit sums of the central channels are updated. For
the quality measure one needs the individual ADC counts (charges) of the central channel
and its neighbored channels, reduced by the common baseline, which still biases the signal
heights:

L = I(ρ− 1, t)− Ibaseline(t)

C = I(ρ, t)− Ibaseline(t)

R = I(ρ+ 1, t)− Ibaseline(t).

8It can be expected that on average not more than two tracklets per chip will show up and therefore on
average two clusters per time bin will occur. Thus, the probability that they are separated enough to
recapitulate their parameters unambiguously, is quite large
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6.2 Preprocessing

Here again, the baseline is time dependent.
The purpose of the quality measure is to not count clusters, that are spoiled by having

a contribution from several tracks (overlapping clusters). This would mean that charge
sharing as a method for position reconstruction is not applicable. In some sense, overlapping
clusters introduce a correlation among channels, such as the long tail of the TRF introduces
a correlation among time bins. Of course, also the time-bin correlation would lead to
the non-applicability of the charge sharing method, however this correlation was already
corrected for by the tail cancellation filter. The correlation among channels is accounted
for by enforcing a quality criterion and rejecting clusters, that do not fulfill this criterion.
A promising quantity for the cluster quality is

Q =
L ·R
C2

.

The distribution of this quantity for overlapping clusters is very broad and reaches up to
values near 1. This is because in case of spoiled clusters, neighboring channels can gain
signal heights similar to the ones of the central channel. However for clean clusters, the
spread of Q is restricted to much lower values which are solely driven by charge sharing.
The largest values for such clusters will be reached, when the cluster is centered near the
border of two pads (C becomes minimal, L ·R maximal) whereas Q will be minimal in case
the cluster position is in the center of a pad (figure 6.8). This means that by cutting on a
sensible value for Q, TQ, one can reject a large amount of overlapping clusters by keeping
the majority of clean clusters at the same time.

L C R L C R

8.0≈C
1.0≈= RL

12min <<=
C
LRQ

RC ≥
CL <<

12max <<=
C
LRQ

maxmin QQ ≤

Figure 6.8: Minimum and maximum cluster quality measure for clean clusters. In the left
case, the hit is situated in the center of a channel, in the right case near the
edge.
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6 Tracklet Calculation

Thus a cluster has to fulfill the following condition in order to be accepted:

L ·R
C2

< TQ

⇔ L ·R < TQ · C · C.

Next, the sub pixel position yn is calculated, exploiting charge sharing which is described
by the PRF. First, an estimated position is calculated:

yest
n =

1

2

R− L

C

which is 0 if the charge cluster is placed exactly in the middle of the central pad, positive
if it is shifted toward the right neighbor, negative in the other case. The mapping of yest

n

to the real position yn is unique because of the shape of the PRF. Due to the symmetry of
the PRF it is enough to investigate the unique mapping

|yest
n | 7→ |yn|,

which can be inversed. If y is the real position of the cluster on the central pad (here y is
restricted to positive values and is given in units of a pad width, denoting the shift w.r.t.
the center of the channel), L, R and C can be expressed by the PRF. PRF (ỹ) gives the
integrated charge over a pad width, that is measured a distance ỹ (0 ≤ ỹ ≤ 1) away from
the cluster center position at ỹ = 0. If the PRF is now peaked at y (0 ≤ y ≤ 1), the
fraction of the cluster charge seen on the central pad is PRF (−y) = PRF (y) (symmetry)
(figure 6.9), hence

C = PRF (y).

Accordingly, as the cluster position is 1 − y away from the right neighbored channel and
1 + y from the left one, the charge measured in these channels can be expressed by

L = PRF (y + 1)

R = PRF (1− y) = PRF (y − 1),

where again the symmetry of the PRF was used. This means for the estimated position as
a function of the real position:

|yest|(y) =
1

2

PRF (y − 1)− PRF (y + 1)

PRF (y)
,

which is always ≥ 0 if y ≥ 0 (|y − 1| ≤ |y + 1|) (for y < 0 the expression on the right side
of the equation would become negative). Because of the shape of the PRF, this function is
invertible, yielding the real position as a function of the estimated one (figure 6.10):

y(|yest|).

As can be seen in figure 6.10 the correction to the estimated position y(|yest|)− |yest| ≥ 0.
The LUT, that contains the positive correction values, has 128 entries of 5 bits each. To
steer that LUT the quantity 2 · |yest

n | = |R−L|
C

is built, which consists of one bit before and
seven bits after the floating point. The last seven bits are used to select the entry from
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L C R

y
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y

0

Figure 6.9: The shifted PRF in the coordinate system of the central channel

Figure 6.10: Real position as function of the estimated one for the six pad widths of the
TRD [Gut06]
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6 Tracklet Calculation

the LUT (by multiplying the seven past-comma bits by 27, one gets a value between 0 and
27 − 1 = 127). Finally the cluster position is described by

|yn| =
1

2
· 2 · |yest

n |+ LUT (2|yest
n |).

Here the factor 1
2

shifts the quantity 2 · |yest
n | such that it then has 8 bits behind the comma.

The five bits of the LUT correction are scaled by 2−8, thus they correspond to the last five
of the eight bits after the floating point. For positive values of yest

n the LUT correction is
also positive, for negative values negative due to symmetry. If yest

n = 0 then L = R and
the estimated position is exact, thus LUT (0) = 0. That’s why the overall sign of yn is
determined already by the sign of yest

n :

yn =

{
+|yn|, if R ≥ L

−|yn|, if R < L

After the cluster information has been calculated, the fit sums for the chosen channels
are updated. For information about the bit format of the data words in general, refer to
the next chapter. Here just the increment of the fit sums is given:

XN = XN−1 + xN

X2
N = X2

N−1 + (xN · xN)

YN = YN−1 + yN

Y 2
N = Y 2

N−1 + (yN · yN)

XYN = XYN−1 + (xN · yN).

Additionally the following sums are updated:

Q
(0)
N =Q

(0)
N−1 +

1

4
hN

Q
(1)
N =Q

(1)
N−1 +

1

4
hN

N = N − 1 + 1

ADR = ρ.

Here ADR denotes the address of the Fit Register File (FRF), in which the fit sums are
stored. Access to the register for updating is steered by the address, which in turn is given
by the channel number. hN = L + C + R = h(ρ, t) − 3 · Ibaseline(t) is the total, baseline
corrected cluster charge, where t is the time of the N th cluster. It should be noted that
L,C,R are treated as 12 bit integer values with the last two bits being a relict of the filter
stage (where the ADC counts were enlarged from 10 bits to 12 bits). Up to now only
dimensionless fractions of these quantities were used, thus the real position of the floating
point was not important. For the charge sum however, the last two bits have to be treated
as past-comma bits and are cut off. This explains the factor 1

4
. Note, that L, C and R are

first added up, before their last two bits are cut. By that it is considered, that the sum of
the past-comma bits can yield another pre-comma digit. 1

4
hN is then a 12 bit integer word

that does not overflow even if L,C and R are at their limits.
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6.3 Processing

6.3 Processing

After the end of drift time also preprocessing is finished. The last task of the preprocessor
for this event is then to select up to four tracklet candidates and present them to the CPUs
which will take over the further processing.

Due to the comparison of the ADC values of always three adjacent channels on prepro-
cessor level, the number of channels that are left for fitting within the preprocessor was
reduced from 21 to 19. A tracklet candidate is defined as a pair of channels, whose hit sum
counters N fulfill some conditions. Defining tracklet candidates by channel pairs accounts
for the fact, that stiff tracks will mostly be spread over two channels in y direction, when
passing the drift volume. Therefore, the merged accumulated fit sums of two channels are
used to fit a tracklet. Out of the 19 preprocessor channels 18 channel pairs of adjacent
channels can be built (figure 6.11). The tracklet candidate is referred to by its left channel.
Also the fit sums of the chosen pairs will be projected and transformed to coordinates
relative to the left channel of the pair.

Figure 6.11: Channel mapping. Processing maps the preprocessor channels back to the
original PASA channel counting [Gut06]

Like that, a remapping from the preprocessor channels to the original 18-(PASA)channel-
grid of this MCM is performed. This also explains that due to the combination of charge
sharing, where three channels are involved and due to the tracklet candidate selection with
channel pairs, three channels have to be shared with the neighboring MCM chips in order
to be able to remap to the original channel array. Sharing three channels (getting two from
the right neighbor and one from the left neighbor and giving one channel to the right chip
and two to the left chip) also ensures, that the tracklet of a track crossing the two outer
pads of an MCM can be reconstructed and will be found on this MCM. Tracklets of tracks
crossing one outer pad of one chip and one of a neighbored chip will only be reconstructed
on one of the two chips in the ideal case. So each tracklet is processed and only sent once.9

9Although assuming a track to not cross more the two pads in y, the assumption that each tracklet is only
sent once, is in some sense idealistic. Imagine a track crossing the outer left pad of MCMmiddle and
the outer right pad of its left neighbor, MCMleft. Then, because MCMmiddle borrows the outermost
right channel of MCMleft, this channel is used for charge sharing. A fraction of the total number
of clusters formed by this tracklet will be found on MCMmiddle. By applying the tracklet candidate
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6 Tracklet Calculation

The thresholds for a channel pair to be treated as tracklet candidate are characterized
by the number of hits in the left channel (Ni) and the total number of hits in the left and
the right channel, Ni +Ni+1:

Ni ≥ TN,left

Ni +Ni+1 ≥ TN,total

These conditions have to be checked for all original channels iε[0, 17], to which the merged
fit sums are transformed in case of a proper tracklet. The values for the threshold TN,total

must be adjusted to the number of time bins included in the current fit time range. In
case of 20 time bins, the thresholds are typically set to TN,left = 1 (tracklet must involve at
least the left channel; standalone tracklet of left channel is possible) and TN,total = 8 (hits
in at least 40% of the time bins, that were crossed by the track).

The tracklet candidates are then sorted according to their total number of hits. The four
candidates with the largest numbers are assigned to the four CPUs for further processing.
Alternatively, one could first sort the channel pairs according to their total number of hits
and then apply the above tracklet candidate criteria first on the channels with the most
hits, until four candidates are found. This might be faster in case of high occupancies
(fraction of detector cells (pad and time bin) with ADC values above baseline, i.e. non
noise data) with many tracklets expected. The first approach requires a given number of
comparisons. The number of found tracklet candidates that have to be sorted increases
with multiplicity. In the other case, a constant number of channel pairs has to be sorted.
Four valid tracklet candidates will then be found after a small number of comparisons. The
current implementation is based on the first method.

The CPUs treat the entries of the fit sum registers as integers, that have to be considered
at special scales. Spatial values are given in units of the pad width Wpad and time like values
in units of the time bin width ∆t (time between two samples).

thresholds, the channel pair of the two outermost left (original) channels of MCMmiddle will form a
tracklet candidate, if by chance the track was so stiff that more than 40% of all clusters during the fit
time lie on the outermost left channel of MCMmiddle. This channel then builds a standalone tracklet,
to which its right neighbor is assigned just by defintion of a tracklet candidate (although it has no hits).

MCMleft on the other hand gets the outermost two right channels from MCMmiddle. Here, in both of
the channels that were crossed by the track, charge sharing can be exploited. This time, all the tracklet
clusters in both of the channels can be used for fitting. That’s why the two affected channels, over which
the tracklet clusters are distributed, will build a tracklet candidate, belonging to MCMleft(in case the
overall number of detected clusters from this tracklet is sufficient). Therefore, MCMmiddle presents
a (standalone) tracklet, projected onto its outermost left, original channel. MCMleft will present a
tracklet, projected onto its outermost right, original channel.

As a summary one can say that on average a tracklet is found only once. However, in case of
standalone tracklets, this is no longer true. It is then possible that two tracklets are built upon the
same data points. It should be noted that in the case of standalone tracklets on MCM edges, their
submission cannot be avoided, since there is no communication between CPUs of different MCMs. This
already shows, that choosing the threshold for the total number of hits/clusters, TN,total, properly is
of crucial importance: Choosing the threshold too low will introduce a drop in the timing efficiency,
since it allows several tracklets of the same data set to be built, which all have to be processed in the
TRAP and the GTU and finally at least one of them will have to be removed. It also enhances the
chance, that a tracklet is assigned to the wrong track on GTU level. Of course a low threshold will also
increase the number of fake tracklets that get to the GTU. If TN,total is chosen too large on the other
hand, this might lead to the rejection of real tracklet candidates and thus to a decreasing efficiency in
the number of reconstructed tracks.
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Table 6.1: Quantities and their scale

quantity scale width

i channels 5
Ni hits 5
Q

(0)
i ADC counts 15

Q
(1)
i ADC counts 16

Xi ∆t 9
X2

i ∆t2 14
Yi 2−8 ·Wpad 14
XYi 2−8 ·∆t ·Wpad 21
Y 2

i 2−16 ·W 2
pad 21

In the following the tasks of the CPUs will be discussed.

6.3.1 Avoidance of Submission of Double Tracklets

The problem, that two tracklets from the same data set can be sent by two different
MCMs, if the outer channels are involved, has already been discussed. However, it is
also possible that something similar occurs within one MCM and on arbitrary pads for
tracklets distributed over two channels. If the left channel counts at least one hit and
the right channel at least 8, then these two channels build a tracklet candidate (referred
to as left tracklet candidate in the following). However the right channel also fulfills all
the conditions for a tracklet candidate and can build a standalone tracklet (together with
its right neighbor, which is not needed but assigned, because a candidate consists of a
channel pair). To avoid this, communication between the CPUs is necessary. Each CPU
has access to the channel numbers of the right channels of the pairs assigned to the other
CPUs. By comparing its own left number with the right numbers of all other CPUs, such
double tracklets can be found. The tracklet candidate with the lower number of hits is then
rejected (which in the above case will mostly result in rejecting the standalone tracklet).
Although this leads to CPUs being idle, no new tracklet candidates will be assigned to.

Since the standalone tracklet is supposed to contain only a subset of all hits of the
left tracklet candidate (in case the tracklet information is spread on two channels only),
the procedure for avoiding double tracklets can be eased. If the CPUs have identification
numbers 0 to 3 and the tracklet candidates with lower number of hits are assigned to the
CPUs with higher identification number, it is enough, if a CPU compares its left channel
number to the right channel numbers of CPUs with lower identification numbers and rejects
its candidate in case of a match. In the above example the standalone tracklet will be
assigned to a CPU with higher identification number than the left tracklet candidate. So
it will compare its left channel number with the right channel number of the left tracklet.
As there will be a match, the standalone tracklet will be rejected (figure 6.12).

123



6 Tracklet Calculation

CPU i+1

CPU i

0 3 8 0
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Figure 6.12: Avoidance of the submission of double tracklets: CPUs with higher identifi-
cation number contain the tracklet candidates with lower number of hits. It
compares the left channel number of its tracklet candidate to the right channel
numbers of CPUs with lower identification number and rejects its candidate
in case of a match.
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6.3.2 Merging of the Fit Sums of Channel Pairs

In this step the fit points of the two channels of a tracklet candidate are combined. Up
to now all the coordinates of the sums of one channel are expressed in units of the pad
width relative to the center of the corresponding pad. In order to merge the fit sums, the
coordinates of the right channel have to be transformed into a coordinate system relative
to the left channel:

(xi+1, yi+1)channel i+1 7→ (xi+1, yi+1 + 1)channel i.

yi+1 is the y coordinate of channel i+ 1, which has to shifted by one in order to transform
it from a coordinate system relative to the right channel to the system of the left one (one
pad width away). x is the common time bin number that does not need transformation.
The transformation of sums containing the y coordinate has to be performed such, as if
the sums had been built in coordinates relative to left channel from begin on. Hence, these
sums need to be transformed:

(Yi+1)channel i+1 7→ (

Ni+1∑
n=1

(yi+1,n + 1))channel i = (Yi+1 +Ni+1)channel i

(Y 2
i+1)channel i+1 7→ (

Ni+1∑
n=1

(yi+1,n + 1)2)channel i = (Y 2
i+1 + 2 · Yi+1 +Ni+1)channel i

(XYi+1)channel i+1 7→ (

Ni+1∑
n=1

(xi+1(yi+1,n + 1)))channel i = (XYi+1 +Xi+1)channel i

.

XYi+1 is the sum XY in channel i+ 1. Finally the merged quantities are given by

N = Ni +Ni+1

Q(0) = Q
(0)
i +Q

(0)
i+1

Q(1) = Q
(1)
i +Q

(1)
i+1

X = Xi +Xi+1

X2 = X2
i +X2

i+1

Y = Yi + Yi+1 +Ni+1

Y 2 = Y 2
i + Y 2

i+1 + 2 · Yi+1 +Ni+1

XY = XYi +XYi+1 +Xi+1.

It is clear that if the right hit counter is 0, Ni+1 = 0 (e.g. in case of a standalone tracklet),
merging the fit sums will not change the contents of the fit sums of the left channel, because
all the sums of the right channel are empty.

6.3.3 Calculation of Offset and Slope

From the merged fit sums and by (6.4) and (6.5), offset and slope can be calculated. In
order to have only one division, the denominator is calculated first:

Γ =
1

N ·X2 −X ·X
.
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The nominators are given by

θ = N ·XY −X · Y
Ŷ = X2 · Y −X ·XY.

The parameters slope and offset are then given by multiplications instead of divisions,
which is faster. In total one division is saved.

ϑ = θ · Γ

ŷ = Ŷ · Γ + (i+
1

2
).

i is the channel number on the TRAP, i ε [0, 17]. Thus, adding i transforms the offset
from relative to the left channel to a system relative to channel 0 on the MCM. Still the
offset is given relative to the pad center. The addition of 1

2
shifts the coordinate system to

the border of the pad. Thus in total, ŷ is given in coordinates relative to the edge of the
MCM, or more precisely, the edge of channel 0 on the MCM (channel number i refers to
the counting of the original 18 PASA channels of an MCM).10

6.3.4 Electron Probability

The electron probability Pelectron will most probably be a function of the mean charge per
cluster. As there is only one hit counter N , the mean charge per cluster can only be
calculated if Q(0) and Q(1) cover exactly the whole fit range. Then the mean charge per
cluster is given by Q̄ = Q(0)+Q(1)

N
and

Pelectron = Pelectron(Q̄).

As N is at most the number of time bins in the fit range N̂fit, N ≤ N̂fit, in order to save
the division by N it is convenient to store the N̂fit needed values of 1

N
in a LUT of the

configuration. Then Q̄ = Q(0)+Q(1)

N
turns into a multiplication: Q̄ = (Q(0) +Q(1)) · 1

N
.

Also the values for the electron probability will be stored in a LUT with 2048 entries of
8 bits each. The LUT can be steered by a quantity that is calculated from Q(0), Q(1) and
possibly other information.

On GTU level, these tracklet probabilities of each layer can be combined to an overall
probability for the corresponding track to be an electron.

Up to now a measure for the electron probability is not implemented. Some more details
on the issue of electron pion separation methods can be found in the last chapter.

10If a tracklet is spread over three channels, there might be a tracklet candidate without hits in the
first time bins (figure 6.13). Then the tracklet fit might give a line, that hits the pad plane (offset,
time bin 0) outside the two channels of the tracklet candidate. Hence Ŷ · Γ does not need to fulfill
Ŷ ·Γ ε [− 1

2 , 3
2 ]. However, if a tracklet is spread over two channels (which occurs most frequently), then

of course Ŷ · Γ ε [− 1
2 , 3

2 ] holds for the offset.
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Figure 6.13: A tracklet spread over three channels. The channels (1,2) can build a track-
let candidate with no hit in the first three time bins. Therefore, the offset
(intersection of the blue line with the y axis) in local coordinates of the left
channel (channel 1) lies at y > 1.5. The blue stars denote the centroids of the
sampling charges, the channels in red are the corresponding central channels.
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6.3.5 Preparing for GTU

Before the information about the tracklets are combined to the 32 bit integer tracklet word
that is submitted to the GTU, slope and offset have first to be scaled, transformed and
corrected:

ϑ̃ = m(ϑ) · ϑ+ c(ϑ)

˜̂y = m(ŷ) · ŷ + c(ŷ).

In the following, the contents of the four quantities m(ϑ), c(ϑ), m(ŷ) and c(ŷ) are discussed.
The definition of offset and deflection in an idealized implementation, where the offset is
defined on the readout plane, is shown in figure 6.14. The deflection will be discussed in
the text below.

Figure 6.14: Offset and deflection of a tracklet [dC03]

m(ϑ)

The factor m(ϑ) contains the scaling of the slope to a deflection length and the matching
to the GTU metric system.

The slope ϑ is given in units of pad widths per time bin. It is convenient for the GTU,
if this number is turned into a deflection between the starting point of the tracklet and its
endpoint, i.e. the total distance in y direction, gained within the fit time range with its
N̂fit time bins (figure 6.15). Thus one part of m(ϑ) consists of the factor m̃(ϑ)

fit = N̂fit ·Wpad.
Wpad is the width of the pads in the current chamber (the value of Wpad is especially layer
dependent). In the simulation, the slope is turned to a deflection in y between the entrance
and the exit of the drift chamber, replacing N̂fit by the number of time bins N̂ ≥ N̂fit,
that would cover the drift region. At a drift velocity of vdrift,x = 1.5cm/µs and a sampling
every 100ns, this results in N̂ = 20 time bins covering a drift volume of 30mm height.
Then: m̃(ϑ) = N̂ ·Wpad. The slope expressed as a deflection dy = N̂ ·Wpad · ϑ = m̃(ϑ) · ϑ is
expected by the GTU (still dy has to be corrected for two distortions, which are subsumed
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under c(ϑ)). Before the (corrected) deflection is written into the tracklet word, it is scaled to
some granularity. This granularity is determined by a maximum deflection and the needed
resolution.

For particles with transverse momentum of pt = 2.3GeV/c (corresponding to lower the
limit for the reconstructed pt value below which the tracklet is not sent to the GTU,
see below) at a magnetic field B = 0.4T , the maximum deflection angle from the vertex
direction becomes α = 6.38◦. If this angle is added to the maximum angle between vertex
direction and chamber normal of 10◦, this would lead to a maximum deflection between
the entrance and end of a drift volume of 3.00cm · tan 16.38◦ ≈ 0.881cm. This can happen
in positive and negative direction, hence dyε[−0.881cm, 0.881cm] (dy = m̃(ϑ) · ϑ). Note,
that a track from the primary vertex can only be detected by a chamber, if the angle
w.r.t. chamber normal is smaller than 10◦. This means, that defining the deflection range
by an angle of 16.38◦ leaves enough margin (figure 6.15). The resolution of the detector
limits the resolution of dy to about δdy ≈ 400µm. dy is only needed for the GTU as a
criterion for the comparison of tracklets, that have been projected onto a middle plane,
but not for reconstruction itself. A variation of α within 10% leads to a deviation from
0.881cm by 370µm. It is desirable to improve the accuracy considerably as compared to
the detector resolution, in order to make quantization errors negligible. Conceding 6 bit
for the absolute value of the scaled deflection, the resolution can be chosen [ϑ̃] = 1

140µm

(because 0.881
1.4·10−2 ≈ 62.9 < 26). One bit is used for encoding the sign by two complement

representation, thus in total 7 bits are used for the deflection. Finally

m(ϑ) =
m̃(ϑ)

[ϑ̃]
=
N̂ ·Wpad

[ϑ̃]
.

m(ŷ)

Also the offset is measured in units of the pad width.
For the discussion of the word length, similar arguments as above are applied: As the

pt resolution will depend on the accuracy of the y position, it is necessary to allow for a
high resolution. An accuracy of δy ≈ 400µm of the detector is assumed. Thus a resolution
of better than 1

200µm
would ensure, that quantization errors do not reduce the accuracy to

below 400µm. Geometrically, the y coordinate covers maximal yε[−64.32cm, 64.32cm] for
the outermost layer. The inner layers have smaller dimensions, however the same word
length is granted for the offset in all of the layers. Thus the outer layer is the restricting
one. Because 0.6432

2·10−4 = 3216 > 211, at least 12 bits are needed. To exploit the 12 bits, the
resolution can be improved to 1

160µm
( 0.6432

1.6·10−4 = 4020 < 212). Because again, another bit is
needed to encode the sign via the two-complement of the value, in total 13 bits are used
for encoding the offset, scaled to [˜̂y] = 160µm. In total:

m(ŷ) =
Wpad

[˜̂y]
.

c(ŷ)

To transform the offset to a SM system with the y-coordinate being 0 in the middle of
the pad plane, a correction c(ŷ) has to be applied. One pad row (144 pads) is covered by
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x

y

dy

… …

pad row

time bins (a)

10°

α

dy,max

(b)

primary vertex

Wpad

Figure 6.15: The deflection. (a): Definition of the deflection for a tracklet. (b) Calculation
of the maximum deflection
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6.4 Lorentz Angle Correction

8 MCMs of which each incorporates 18 pads. The pad row is distributed over two ROBs
(figure 3.7). If the MCMs of a pad row are counted from 0 to 7 in direction of increasing
φ, and the pads accordingly from 0 to 143 in the same direction, then y = 0 lies between
MCM 3 and MCM 4 and there between their outer pads 71 and 72. If the current MCM
is the nth one in this counting, then the correction is given by

c(ŷ) = ((n− 4) · 18)
Wpad

[˜̂y]
.

Here it is exploited that within this MCM, the offset has already been transformed to
coordinates relative to the border of the outermost pad with lowest channel number. Of
course the correction has to be given in the same format as the offset, thus the multiplication
by Wpad

[˜̂y]
is necessary.

c(ϑ)

The correction to the slope deflection c(ϑ) contains two contributions: The first one corrects
for the inclination of the drift direction with respect to the chamber normal due to a ho-
mogeneous magnetic field perpendicular to the electric drift field. Second, a correction due
to the tilting of pads by a small angle is performed. Because they need some explanation,
these two topics are granted the following two sections.

6.4 Lorentz Angle Correction

If a homogeneous magnetic field is superimposed on the homogeneous electric drift field, the
drift direction of the electrons is influenced and inclined w.r.t. the chamber normal. The
inclination angle ΨL (also called Lorentz angle) is connected to the magnetic field strength
| ~B| and the mean time between two collisions of a drifting electron with gas molecules τ
(which depends on the gas, pressure and electric field strength | ~E|) by

tan(ΨL) = ωτ

tan(ΨL) =
eτB

me

.

ω = vt

r
= eB

me
for electrons. For B = 0.4T as foreseen in the TRD, one obtains ΨL ≈ 7.7◦. Up

to now it was assumed that the drift was parallel to the electric field. Thus the inclination
of the real drift introduces an error on the estimation of the position of the cluster (figure
6.16). This error does not depend on the inclination of the incident track.

In an idealized implementation it is assumed that the drift velocity in the amplification
region is infinitely high (τ → 0) and hence there is no inclination (ΨL → 0). So for the
correction only the time bins in the drift volume are of importance. It is further assumed
that the linear fit time range incorporates the whole drift volume.

The coordinates of the points for the linear fit are extracted from the pad plane (pad
position via charge sharing) and from the time bin in which the signal on the pad plane
occurs. Hence, the reconstruction of a point is not sensitive to the inclination of the drift
direction and the correction must be exercised explicitly. If one assumes that the combined
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6 Tracklet Calculation

Figure 6.16: Correction for the deflection due to Lorentz drift. On the left, the cluster drift
without magnetic field is depicted, on the right the inclination by the Lorentz
angle ΨL with field is shown [dC03]

action of the magnetic and electric drift field adds a component to the drift velocity in ~E× ~B
direction orthogonal to the x direction (‖ ~E) but leaves vdrift,x approximately unchanged,
then no correction on the time coordinate will be necessary. Hence, the Lorentz drift biases
the real y position of a cluster by a value, that depends on the time bin in which the
cluster produces its signal on the pad plane. However for all tracks and a given time bin
the correction is a constant.

In the ideal implementation, the offset is given at time bin 0 which corresponds to the x
position of the cathode wire plane. Clusters starting to drift from this position will directly
enter the amplification region and hence there is no error in the offset estimation.

However, clusters from increasingly later time bins will experience an increasing de-
flection, since their drift paths grow. A cluster from the nth time bin is radially δxn =
n · 100ns · 1.5cm/µs away from the cathode wire plane. The error on the estimation of its
y position thus becomes |dLorentz,n| = δxn · | tan ΨL|.

It should be noted, that by applying a magnetic field also the drift velocity in x direction
changes slightly. In TRD case it decreases to the fraction 1

1+(tan ΨL)2
≈ 0.985. Thus, 20

time bins, whose samples are 100ns distinct, will only cover 29.55mm of the drift region.
This effect is up to now neglected when scaling the slope to a deflection length between
entrance and exit of a drift chamber.

The error in the deflection dy of the tracklet, dLorentz, is determined by the last time bin
in the drift volume and the Lorentz drift contribution to the deflection of its cluster. Thus,
the constant Lorentz correction additive for each tracklet, independent of its inclination,
becomes:

dLorentz = −dx tan ΨL ≈ −4.056mm.

dx = 30.0mm is the height of the drift volume. tan ΨL changes the sign if either the
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6.5 Tilted Pads Correction

direction of the ~B field changes or the charge sign is swapped. To the calculated deflection
dy,raw = N̂ ·Wpad · ϑ = m̃ϑ · ϑ, the Lorentz correction has to be added in order to obtain
the deflection, that is only disturbed by the tilted pads influence, d′y:

d′y = dy,raw + dLorentz.

In a more realistic scenario, the drift velocity in the amplification region is not infinite.
Moreover the linear fit time range does not cover the whole drift region, hence there is
also an error on the offset position. Some more about this can be found in the following
chapter.

6.5 Tilted Pads Correction

In order to improve the z resolution in the offline tracking (to become better than the actual
pad length), the pads of a layer are tilted by a small angle βtilt = ±2◦. Thus they are no
longer exact rectangles but rather parallelograms. The sign of the tilting angle is varied
layer by layer. In this way the z and y coordinate, as defined in the SM coordinate system,
are no longer independent (figure 6.17). By comparing the track positions in different
layers, this can be used for sub pixel estimates on the z position. In the online analysis,

Figure 6.17: The tilting of pads in subsequent layers (left). Definition of the coordinate
zrow in the middle of a pad row (right) [dC03]

tilted pads are not included in track(let) reconstruction.
However it is tried to account for the correlation of the y and z coordinates (depending

on z, the same y coordinate can belong to different pads) that are introduced by the tilting.
Let (y′, z′) be coordinates in the system of the tilted pads of a row. The row has to be

chosen such, that the origin of the tilted pads system coincides with the origin of the local
SM system. The pad coordinate system is rotated by β along the x axis w.r.t. the SM
system. The sub pixel y coordinates, that were obtained by charge sharing, are given in
the tilted pads coordinate frame, and therefore are y′ coordinates.

The transformation to coordinates (y, z) in the SM system from coordinates (y′, z′) in
the tilted pads system, is described by the inverse rotation matrix R−1:(

y
z

)
= R−1 ·

(
y′

z′

)
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6 Tracklet Calculation

where
R−1 =

(
cos β sin β

sin(−β) cos β

)
.

Thus

y = y′ cos β + z′ sin β

z = −y′ sin β + z′ cos β

This yields for y(y′, z):

y(y′, z) = y′ · cos β(1 + tan2 β) + z · tan β.

For small angles β (here in radian units β 2π
360◦

), sin β ≈ β, cos β ≈ 1, tan β = sin β
cos β

≈ β.
Neglecting all quadratic terms in β (β2 � β), this finally yields:

y ≈ y′ + z · tan β. (6.6)

Severely spoken, the transformation only holds, if (y′, z′) are coordinates in a pad row,
which is contacted by the y axis. If a different pad row is considered, the origins of both
coordinate systems have to be shifted to there. This is, because different pad rows in a layer
are independent from each other, concerning charge sharing. For the following discussion
it is assumed, that this was respected.

If d denotes the projected length of a tilted pad onto the z direction and zrow is the z
coordinate in the middle of the pad row at d

2
, the maximum error in y, (y′− y)max, relative

to zrow, amounts to (y′− y)max = ((zrow ± d
2
)− zrow) · tan βtilt = ±d

2
tan βtilt. For d ≈ 10cm

this yields (y′ − y)max ≈ 1.8mm. Of course, this is again only true, if the origins of both
systems have been shifted to zrow.

As for the transformation of a calculated y’ position (such as the offset) to a y position
additionally the z coordinate of the fit point would be needed (which is not known), an
offset correction cannot be applied.

Nevertheless the y deflection can be corrected for the influence of the tilted pads (y and
z are not independent). Because the deflection is the difference between two y positions,
also the contribution by the z coordinates is reduced to a difference ∆z. This difference
can be estimated by assuming, that the incident track came from the primary vertex.

First, the measured positions due to the tilted pads are given by means of (6.6) (if the
origins of the coordinate systems are situated on zrow):

y′ = y − (z − zrow) tan βtilt.

Thus the measured deflection d′y = y′exit−y′entrance (y′exit and y′entrance are the y’-coordinates
of the exit and the entrance to the drift volume, respectively, as obtained by charge sharing)
can be expressed as a function of the deflection in (y, z) coordinates, dy = yexit − yentrance:

d′y = y′exit − y′entrance

= (yexit − (zexit − zrow) tan βtilt)− (yentrance − (zentrance − zrow) tan βtilt)

= dy − (zexit − zentrance) tan βtilt

= dy −∆z · tan βtilt
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6.6 Sending of the Tracklet Words

Assuming now the incident track coming from the primary vertex, the particle will follow
a path that tends to bend around the magnetic field in z direction. The projection onto
the xz plane will thus have the form of a sin function, starting in the vertex. For particles
with large pt which fly into the acceptance of the TRD, assuming vt � v‖ is a good
approximation. Assuming further vx � vz, the sin in the xz plane will still be on its
rising flank (at small phases) when entering a TRD chamber, within which the influence of
bending is small. The phase shift of the sin between entrance and exit of the chamber will
be so small, that the track of the particle inside the TRD chamber in the xz plane can be
assumed to be straight (figure 6.18).

From geometry one can then deduce

dx

∆z
=≈ xlayer,exit

zexit

≈ xlayer,exit

zrow

.

Here dx = 30.0mm is the height of a drift chamber, zrow is the z coordinate of the middle of
a pad row and xlayer,exit the x coordinate of the cathode wire plane of this chamber. Since
the actual z coordinate of the intersection of the track with the pad row, zexit, is unknown,
zrow was introduced to characterize the pad row. Since it is the central z coordinate of the
pad row, it will introduce the smallest average error on the quantity x

z
. Because z � x,

the error will nevertheless be small. One finally obtains for the deflection correction:

dtilt = d′y − dy = − zrow · dx

xlayer,exit

tan βtilt = ±1.048mm · zrow

xlayer,exit

.

This correction is constant for a certain pad row in a given chamber. So it is enough to
precalculate these corrections and, together with the constant Lorentz correction, add to
the measured deflection:

dy = d′y + dtilt = dy,raw + dLorentz + dtilt.

The final value of c(ϑ) is then given by

c(ϑ) =
dLorentz + dtilt

[ϑ̃]

= −
dx · tan(ΨL) + zrow·dx

xlayer,exit
· tan(βtilt)

[ϑ̃]

6.6 Sending of the Tracklet Words

The final tracklet word combines all relevant information from the tracklet calculation into
a 32 bit word. Before the tracklet words are sent to the GTU, first a cut on their pt is
applied. This will be the topic of the next section. As the trigger is supposed to look for
particles with large transverse momenta, the cut is currently set to pt ≥ 2.3GeV/c. It is
important to note again, that this only works properly for tracks coming from the primary
vertex. However, that was one of the basic assumptions for the functionality of the tracklet
algorithm. This cut is expressed in limitations on the y deflection, again relying on the
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6 Tracklet Calculation

Figure 6.18: The projected track onto the xz-plane under the assumption, that the track
comes from the primary vertex. The track is treated as a straight line in the
xz-plane. zrow was already used for zexit (see text) [dC03]
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6.6 Sending of the Tracklet Words

slope having been transformed to a deflection between entrance and exit of the drift volume.
Thus a tracklet is only sent, if its scaled and corrected slope ϑ fulfills

Tmin
i < ϑ̃ · [ϑ̃] < Tmax

i .

Here, the comparators Tmin
i and Tmax

i are given at the granularity of pads i.
The tracklet word is then sent to the GTU via the readout tree. All the tracklets of

one half chamber are sent by one optical fiber. The GTU collects all the tracklets of one
stack, i.e. of six layers and in each layer of two half chambers. Because the tracks, that are
under consideration after the pt cut, are supposed to be stiff enough, they will in the most
cases not cross the border between two stacks. Hence, no communication or exchange of
tracklets between stacks is foreseen. By the readout tree, which defines the order in which
the tracklet words arrive at the GTU, it is intrinsically clear from which sector, stack and
layer (even half chamber) they come from.

6.6.1 Cut on the Transverse Momentum

Tracks in a magnetic field travel along a circle whose radius is a measure for the transverse
momentum. Of course the primary vertex lies on the circle. Particles of different pt travel
on trajectories of different radii and enter the detector at different positions. Particles with
large transverse momenta are characterized by a small angle deviation from the vertex
direction at the entrance point. The straight vertex direction of a tracklet at a given point
would correspond to a particle with infinitely high pt traveling to this point, since it would
not be bent inside the magnetic field ( ~B = (0, 0, Bz), pt =

√
p2

x + p2
y). In general there is a

unique mapping between the deflection angle α of the tracklet (which is a straight line fit
but in general not necessarily the tangent to the circle) w.r.t. the vertex direction and the
transverse momentum pt. A minimum pt corresponds to a maximum angle αmax, which can
be related locally to a minimal and a maximal deflection length, dy,min and dy,max. This
relation is deduced in the following.

First, the relation between the minimum transverse momentum and maximum deflection
angle is inspected. Let (xm, ym) be a representative coordinate for a tracklet, e.g. the coor-
dinate of a cluster from a central time bin in the SM system. For the following discussion
it is assumed, that the tracklet corresponds to the tangent of the circle through the touch
point (xm, ym) (which is an idealization) (figure 6.19). The distance to the vertex is then
given by

d =
√
x2

m + y2
m.

Let further the radius of the bent track of the particle in the magnetic field be r and the
imaginary center of the circleM . Then the opening angle of the triangle (M,vertex,(xm, ym))
at M is denoted by α. Because the triangle is isosceles ((xm, ym) is a point on the circle),
drawing the hight through M will cut it into two identical rectangular triangles and divide
the distance d equally. Hence the following relation is fulfilled in each of the rectangular
triangles:

r =
d
2

sinα
.
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6 Tracklet Calculation

Figure 6.19: The bending of a track in the magnetic field and the connection between the
vertex deflection angle α to geometrical quantities [dC03]
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6.6 Sending of the Tracklet Words

Note, that α defines also the angle between vertex direction and tracklet direction (tangent
to the circle in (xm, ym)). Since the particle is moving on a circle in the xy plane perpen-
dicular to ~B due to the Lorentz force, by setting the Lorentz force equal to the centripetal
power, one can express the transverse momentum as a function of the radius:

mv2
t

r
= qvtB

pt = mvt = qrB.

The bending direction depends on the charge sign. In case of electrons or pions, which are
the particles mostly detected by the TRAP, q = e.

Combining yields:

α = arcsin (

√
x2

m + y2
m · qB

2pt

).

Note, that the deflection angle of the track from the primary vertex direction depends on the

position. Using q = e = 0.30GeV/c
m·T , xm ≤ 3.6m, ym ≤ 0.65m yields

√
x2

m+y2
m·qB

2pt
= 0.22Gev/c

pt
.

For the region in which pt ≥ 1GeV/c, arcsin is therefore a monotone growing, inversely
symmetric function and it follows

αmax = arcsin (

√
x2

m + y2
meB

2 · pLTU
t,min

)

for the relation between the maximum deflection angle αmax and the minimum transverse
momentum of tracklets in the LTU, pLTU

t,min = 2.3GeV/c. This yields a maximum deflection
angle for a pad in the outermost layer on the edge of a pad plane of around 5◦.

In the next step the relation between the deflection dy (for dx = 30.0mm) and the angle α
to the vertex direction is investigated. For this, one needs the x coordinate of the entrance
to the drift volume, x0 = xlayer,enter, and the y position of the tracklet when entering the
drift volume, y0 = ylayer,enter = ˜̂y · [ŷ]− dy. Let further ϕtrack denote the angle between the
tracklet and the chamber normal and ϕvertex the angle between the vertex direction and
the chamber normal (figure 6.20).

Then the following relations are given by the geometry:

tan(ϕvertex) =
y0

x0

tan(ϕtrack) =
dy

dx

.

For the angle α it follows

α = ϕtrack − ϕvertex

= arctan(
dy

dx

)− arctan(
y0

x0

).

Using the relation between α and pt and resolving for dy, one can express the deflection as
a function of pt:

dy = dx · tan [arctan(
y0

x0

) + α]

dy = dx · tan [arctan(
y0

x0

) + arcsin (

√
x2

m + y2
m · qB

2pt

)].
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Figure 6.20: Definition of angles ϕtrack (angle of tracklet w.r.t.chamber normal), ϕvertex

(angle of vertex direction w.r.t.chamber normal) and α (angle of tracklet
w.r.t.vertex direction) [dC03]
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Now, a particle of negative charge is bent reversely. Hence α can also become negative due
to the charge sign and αmax ≥ 0 turns into αmin ≤ 0:

αmin = arcsin (

√
x2

m + y2
m(−e)B

2 · pLTU
t,min

)

= − arcsin (

√
x2

m + y2
m(e)B

2 · pLTU
t,min

)

= −αmax.

Since tan is a monotone growing, inversely symmetric function, inserting αmax yields a
maximum deflection, αmin a minimum deflection:

dy,min = dx · tan (arctan(
y0

x0

)− αmax)

dy,max = dx · tan (arctan(
y0

x0

) + αmax).

As the sign of a charged particle is not known in the TRAP, a constraint on lower and upper
deflection has to be imposed. In both cases, dy < dy,min and dy > dy,max, the tracklet would
have too small pt, i.e. its deflection angle from the vertex would be too large. Therefore
one can identify (figure 6.21)

dy,min = Tmin
i

dy,max = Tmax
i .

Four variable quantities occur: x0, y0, xm and ym. The error is small when setting
xm = x0 and ym = y0, thus

dy,min = dx · tan (arctan(
y0

x0

)− arcsin (

√
x2

0 + y2
0eB

2 · pLTU
t,min

))

dy,max = dx · tan (arctan(
y0

x0

) + arcsin (

√
x2

0 + y2
0eB

2 · pLTU
t,min

))

x0 is constant for each chamber, since it corresponds to the radial position of the entrance
to the drift volume. y0, which denoted the y position of the tracklet at x0

11, is individual
for each tracklet. However it is sufficient to provide y0 in granularities of pad widths (e.g.
center y coordinate of each pad). Hence for each chamber, 144 values for Tmin

i and Tmax
i ,

each, can be precalculated and stored in some configuration buffer. Depending on the pad
number i with the coordinate y0, the appropriate pair (Tmin

i , Tmax
i ) has to be chosen for each

tracklet to compare with its deflection. In the tracklet simulator things were eased even
a bit more by using the coordinates of the left channel of the original tracklet candidate.
Thus i denotes this channel number and y0 its (central) pad y coordinate12.
11The angle α between tracklet and primary vertex direction depends on the position. Looking at a certain

layer fixes x0. Then α is determined by the y-coordinate, at which the track enters the layer, y0.
12Of course now i counts the channels of one pad row, i ε [0, 143]. Hence the channel number on a MCM,

i′, has to be mapped to the pad row channel number. If the MCM is the nth one, counted from 0 to 7
on a row, this mapping is given by i = i′ + n · 18
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Figure 6.21: Minimum and maximum deflection of a tracklet (whose track comes from the
primary vertex), that are applied as a cut, in order to assure pt ≥ 2.3GeV/c
[dC03]

6.6.2 Structure of a Tracklet Word

As 13 bits are used by the offset, 7 by the deflection and 4 bits are used for the pad row
number (depending on the chamber, there are between 12 and 16 pad rows), 8 bits are left
to encode the electron probability into 28 values with an accuracy of 2−8 (since the LUT
provides 8 bits for each of its entries and Pelectron ≤ 1).

Table 6.2: The Tracklet Word

tracklet parameter symbol granularity range bits

pad position ˜̂y 160µm [−643.2mm, 643.2mm] 13
deflection length ϑ̃ 140µm [−8.8mm, 8.8mm] 7
pad row 1 [0, 15] 4
electron probability Pelectron 3.91 · 10−3 [0, 1] 8

First the electron probability is written (outermost left part of the 32 bit word). Then
follow the pad row, deflection length and pad position (outermost right part of the bit word).
The order of the words as given in the table thus determines the obtained sequence, when
decoding the tracklet word. All quantities are given in two complement representation.
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In this chapter some information concerning the implementation is provided as well as a
selection of results from tracklet reconstruction.

An introduction into the ROOT framework is provided by [ROO07], an overview over
AliRoot is given in [Off07]. A ROOT code documentation can be found on the ROOT
homepage [ROO], an AliRoot code documentation on the Offline Pages [Off]. For ele-
mentary C++ issues the tutorial [Dan] was addressed, for advanced topics [LL03]. An
overview about issues in information technology are summarized in [RP02]. Some ideas for
the reconstruction plots were suggested by [ALI01]. The ALICE detector performance is
presented in [ALI06].

The object oriented framework AliRoot, within which the ALICE detector and hence also
the TRD is simulated, is based on the ROOT package. ROOT provides a data analysis
platform, combined with input/output procedures and a graphical user interface. The
frameworks are based on C++.

The simulation environment provides a number of abstract classes as common interface to
all detector systems. They enclose the particle production, particle transportation through
the detectors, digitization and detector response. For particle production a number of
generators are available, which parameterize particle abundance, momentum and rapidity
distributions, flow, jets and other physical quantities as they are supposed to occur in
special event types (e.g. pp collisions, PbPb collisions,...). The particle transport steers
the transport of particles from the primary vertex and their decay products through the
detector, producing the energy losses, which are also called hits. All the mother-daughter
histories as well as information about particle identity, primary vertex position and primary
momenta, are stored in the so called kinematics tree, whose information is available through
the class AliStack. For each hit the full information about the track producing it, is kept.
During the digitization, the treatment of the effects, which were mentioned in the chapter
about Signal Creation, is included. Also noise is added on this level. Alternatively, an
intermediate stage, the summable digits, can be produced. They are of importance, if a
signal event shall be merged with a background event. Then, the digits of the signal and
the background event are produced together. The same background event can be used for
several signal events, e.g. for efficiency tests, resulting in a reduction of computing time
and storage place.

Finally raw data production takes into account the detector readout peculiarities and
electronics. At the stage of raw data, it must be possible to interchange simulated and real
data. Like that, the following reconstruction and analysis algorithms can be tested with
simulated data, before applying and comparing them to real data.

Through the class AliSimulation, the user can steer the simulation. A macro Config.C,
in which it is determined, which detector systems are involved, what generator cocktail is
chosen, what particle features (momentum ranges, rapidity intervals, decay products, angle
distributions,...) are to be used, what interaction effects between particles and detector
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matter shall be included, etc., has to be provided in addition.

7.1 Implementation Issues

The implementation of the tracklet calculation as described in the previous chapter, has
been added to the AliTRDmcmSim class. This class is intended to simulate the electronics
of the MCM chip. As the digitization is already performed by AliTRDdigitizer, the MCM
simulator starts the simulation from the filter stage on. An implementation of the pedestal
filter as well as the tail cancellation filter can be found. Moreover zero suppression mapping
is done and the preparation of the raw data is performed. The MCM simulator class can
thus be seen as the class, which transforms digits to raw data. It is instantiated and
initialized by the class AliTRDrawData.

Because tracklet calculation is performed on the MCM chip as well, for the implementa-
tion it was chosen to add this functionality to the AliTRDmcmSim class. It was intended
to simulate the electronics as close as possible. Therefore it was necessary to stick close to
the tracklet calculation algorithm as presented in the previous chapter. Also the data word
widths that are used by the digital electronics, had to be respected and simulated.

In order to make the code maintainable, all the operations related to arithmetics with
floating bit values were encapsulated in a new class, called AliTRDtrapAlu. The idea was,
to define for each bit-like value its granularity at the beginning by an initialization. The
user sets the number of bits before and after the comma and all arithmetics is done within
these limits. That means, that if one number is defined to have n bit after the comma,
another one to have m, multiplying these two numbers will result in a number with an
accuracy of 2−min(m,n). In order to speed up the calculations, not the common operator
overloading methods were used. These require to create in the function an instance of the
class, whose data members carry the result of the calculation. This instance is then returned
by the operator function and has therefore to be copied to a higher scope, such that it is
visible e.g. for the assignment operator. Instead of this procedure, a static instance of the
class is created and all operator overloading functions were written such, that they vary
the members of this static instance directly and return a reference to it. Like that the
additional copy to higher visibility scope is omitted. This makes the code much faster but
causes a compiler warning, which can be ignored.

Using this AliTRDtrapAlu class, also a new version of the tail cancellation filter was
written. This was necessary in order to treat the digitized ADC values consistently, which
are enlarged from 10 bit to 12 bit in the filter by adding two bits after the comma.

The output from the filter stage of 12 bit is then given to the tracklet calculation. From
here on, the preprocessing algorithms are run through. ADC data is only processed if it
belongs to samplings in the linear fit range.

During implementation, a number of problems have shown up, which were well hidden
and difficult to find. Therefore, they shall be mentioned shortly. One of them was, that
in the online code, the numbering of ADCs on a MCM runs reversely to the numbering of
the pads on a pad row. Therefore, in order to come to the situation of channel numbering
as assumed in the previous chapter, the data array containing the ADC values had to be
reversed, before applying the algorithms. In order to be consistent to the online numbering,
the reversing had to be inverted in the end.
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Figure 7.1: The reversed TRAP ADC channel numbering, as it is also implemented in
AliRoot [WIK]
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Another problem was, that the radial positions of the drift volumes are slightly different
in the online geometry as compared to the values in the Technical Design Report. The
values in table 7.1 for different layers were obtained by exploiting the coordinate values of
hits from the hit tree.

Table 7.1: Radial coordinates in mm of the outer drift chamber plane

layer 1 3003.0
layer 2 3129.0
layer 3 3255.0
layer 4 3381.0
layer 5 3507.0
layer 6 3633.0

For the comparison of the cluster charges to the cluster charge threshold, it is necessary to
subtract the baseline. As the baseline is subject to tail filtering, the value to be subtracted
depends on the time bin. Therefore the time response of the tail filter to the baseline had
to be precalculated and stored. This is different to the procedure described in [TRA06].

In order to do the selection of the four channels with maximum cluster charge correctly,
a sorting algorithm based on a linked list was implemented. This sorting method was also
used for the selection of a maximum of four tracklets from tracklet candidates later during
the processing.

The calculation of the fit sums for the chosen preprocessor channels requires an informa-
tion about the cluster position relative to the central pad. For this purpose charge sharing
is used. From the calibration database (access via AliTRDcalibDB), a sampling of the Pad
Response Function for pads from each layer is available. These functions were then lin-
early interpolated between the given sampling points in order to increase accuracy, before
reversing the discrete functions. From the reversed functions the entries for the position
correction LUT could be obtained in the requested granularity. In figure 7.2 the esti-
mated position as a function of the real position, |yest|(y) = 1

2
PRF (y−1)−PRF (y+1)

PRF (y)
, obtained

after linear interpolation of the PRF, is shown in (a). (b) shows the reversed function,
y(|yest|), for which |yest|(y) was linearly interpolated, too. Figure 7.3 shows the correction
y(|yest|) − |yest| to the estimated position. (a) with fine granularity, (b) discretized, as in
the position correction LUT (|yest| with a granularity of 2−7, y(|yest|) − |yest| as five bit
value). For each channel, an independent fit sum is reserved which counts the number of
hits and which is updated for each time bin during the preprocessing (if no hit was found,
the sum is left unchanged). Here, in contrast to reality, all the ADC values for each of the
time bins are already calculated and stored in a two dimensional array. The digitization
has already finished, when tracklet calculation starts. In reality, preprocessing is done in
parallel to data acquisition.

When all the time bins were processed and the fit sums are updated, the real TRAP chip
changes into processing mode (steered by an internal clock). The fit sums are merged and
tracklet candidates are sought. By means of the above mentioned sorting algorithm, they
are sorted with respect to their total number of hits. A maximum of four channels with the
largest hit sum are chosen as tracklets. For them, offset and slope is calculated, the slope is
turned into a deflection, Lorentz and tilted pads corrections are applied, the quantities are
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y

yest

(a)

yest

y

(b)

Figure 7.2: Estimated position as function of the real position (a) and the reversed function
(b)
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yest

y(yest)-yest

yest

y(yest)-yest

(a) (b)

Figure 7.3: The position correction values: (a) with fine granularity, (b) discretized for the
position LUT
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7.2 Offset Correction

turned to the GTU coordinate and metric system and a cut on pt = 2.3GeV/c is applied,
based on maximum and minimum deflection.

Finally, the 32 bit tracklet words are sorted in ascending y order (according to the offset)
and stored. The raw data class collects all tracklet words from a half chamber and writes
them one after the other in front of the HC header, as long as the header does not overflow
(maximum of 40 tracklets per HC). In a high multiplicity environment, where a buffer
overflow can occur, it depends on the sorting, which of the tracklets are sent to the GTU.

Alternatively to this "official" way of storing the tracklets, a .root output format has been
created, which stores additionally all the information down to the channel, from which the
tracklet occurs. This makes it possible to match the tracklet with the track that created it
and by this to check the resolution of deflection and offset. For such performance analysis
a voluminous macro (TrackletReader.C) has been written.

The new or changed AliRoot classes have been integrated into the framework and sub-
mitted to SVN. The code of the TrackletReader.C macro can be found on the CD, which
is part of the thesis. In total, more than 4500 lines of code have been produced.

In 7.2, some data variables used for tracklet calculation, which were generated to be of
AliTRDtrapAlu type, are listed, together with their number of pre- and past-comma bits,
the granularity, range and their meaning. It is possible to limit the range of a bit word by
indicating the scaled upper limit. Note that only positive integer or double values can be
assigned to a variable of type AliTRDtrapAlu. A sign has to be set explicitly. Therefore
only the non negative ranges are given in the table below. However, in arithmetics and
assignments to other AliTRDtrapAlu typed variables, the sign is considered.

There is another peculiarity which has to be thought of, when using the AliTRDtrapAlu
class: Let a,b and c be of type AliTRDtrapAlu. Imagine a and b to have 1 pre- and 8 past-
comma bits, which is denoted in the following way: a : (1, 8) and b : (1, 8). Let a, b < 1.
The product a · b produces a bit word, whose number of past-comma bits is limited to 8.
However, if c : (1, 16) and c = a · b, one would expect c to have 16 valid past comma bits.
But this would mean to leave the number range of a and b (with 8 past-comma bit) and
therefore c will be limited to an accuracy of 2−8 (rest of bits filled by 0). In order to solve
this, one has to declare d, e : (1, 16), which means, that d and e are treated with 16 bits
after the comma. Doing d = a and e = b and then c = d · e will produce a bit word with a
granularity of 2−16.

The unused bits listed in table 7.2 occur, because the corresponding quantities are in-
volved in a multiplication, where the result has finer granularity than the factors (see above
example for this peculiarity).

7.2 Offset Correction

In the first part of this section, a correction to the offset due to the inclination of the drifting
clusters toward the chamber normal by the Lorentz angle, is discussed. This correction
becomes necessary, as the actual implementation of the tracklet calculation includes some
peculiarities, which were not foreseen in the ideal case.

In the second part it is discussed, why the offset cannot be corrected for the influence of
the tilted pads and how this influences the offset performance.
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Table 7.2: AliTRDtrapAlu variables used for tracklet calculation

name declaration granularity range explanation

data (10,2) 2−2 full takes over filtered ADC values
filPed (10,2) 2−2 full takes over tail filtered baseline
cQTAlu (1,10) 2−10 [0, 2−4 − 2−10] cluster quality threshold (not set)
cTHAlu (12,2) 2−2 full cluster charge threshold
qsumAlu (12,2) 2−2 full charge sum
dCOGAlu (1,7) 2−7 full ([0, 1− 2−7]) center of gravity COG = R−L

C

yrawAlu (1,8) 2−8 full COG
2

yAlu (1,16) 2−8 [0, 1− 2−8] y position update; 8 bit unused
xAlu (5,8) 1 [0, 25 − 1] time bin update; 8 bit unused
xxAlu (10,0) 1 full X2 update
yyAlu (1,16) 2−16 full Y 2 update
xyAlu (6,8) 2−8 full ([26 − 2−8]) XY update
XAlu (9,0) 1 full fit sum: X
XXAlu (14,0) 1 full fit sum: X2

YAlu (5,8) 2−8 full fit sum: Y ; without sign bit
YYAlu (5,16) 2−16 full fit sum: XY
XYAlu (8,8) 2−8 full fit sum: XY ; without sign bit
QT0Alu (15,0) 1 full accumulated charge
QT1Alu (16,0) 1 full accumulated charge
inverseNAlu (1,8) 2−8 full samples 1

N

TotalChargeAlu (17,8) 2−8 full (Q(0) +Q(1)) 1
N

MeanChargeAlu (8,0) 1 full mean cluster charge in 8 bit
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7.2 Offset Correction

7.2.1 Offset Lorentz Correction

The tracklets are a linear fit to the track between [tFS, tFE]ε[tdrift,S, tdrift,E], where tdrift,S

is the time bin corresponding to the boundary of the drift volume at larger radii and tdrift,E

to its boundary at smaller radii. With a drift velocity of vdrift,x = 1.5cm/µs and a sampling
frequency of 10MHz, [tdrift,S, tdrift,E] covers 20 time bins. In the ideal implementation it
is assumed that [tFS, tFE] = [tdrift,S, tdrift,E] and that the pad plane adjoins directly upon
the position of tFS. Therefore all clusters drift to the pad plane in this picture. The offset,
which is given as a function of the fit sums, corresponds to the y-position at tFS. That
means that a cluster produced at tFS does not need to drift and that therefore the offset
does not need any Lorentz correction. This situation is sketched in figure 7.4.

pad plane

dx
= 

3c
m

x

y

ψ

offset y

real track
reconstructed tracklet, 
w/o Lorentz correction
of the deflection

tFS

tFE

Ideal Implementation

Figure 7.4: Ideal implementation, with no offset Lorentz correction needed.

However in the current settings of the simulation, there are 24 time bins which cover
together the amplification and the drift region and additionally some time bins after drift.
Since the drift velocity is not constant but increases significantly when approaching the
anode wire, it is not possible any more to assign a position to a time bin. Even worse,
the drift path depends on the z-position of a cluster, which determines the distance to the
next anode wire. The total drift time then depends on the actual drift path, showing that
vdrift,x(t) = f(~xinit) is time dependent and a function of the initial position of a cluster.
For this reason, also the number of time bins, that sample clusters from the amplification
region (in the following referred to as amplification time bins), may vary.
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From an average pulse height spectrum, one can approximately determine the number
of amplification time bins, since there the measured charge exceeds the cluster charge of
drift time bins for two reasons: First, the drift velocity is larger and therefore more charge
reaches the anode wire between two samplings. This corresponds to a larger spatial distance
corresponding to an amplification time bin compared to a drift time bin. Second, charge
from both sides (3.5mm from cathode wire plane to anode wire plane, 3.5mm from anode
wire plane to pad plane) of the anode wire is amplified and measured within the same time
bin. One can think of the amplification time bins being mirrored at the anode wire and
doubled in size.

It shows up, that between two and three time bins belong to the amplification region,
where one time bin will acquire charge clusters from both, the amplification and the drift
region. In case of a constant drift velocity in the amplification region of vamp

drift,x ≈ 3.5cm/µs,
the whole charge of the amplification region would even be absorbed within one time bin.
Additionally to the mentioned complications, a small offset t0 can be added (fraction of
a time bin) to arbitrarily shift the spectrum. However, this offset can be neglected for
the offset correction. In order to be save, one should assume three amplification time bins
(also accounting for a possible inefficiency of the tail filter, since the amplification clusters
produce large tails).

Now the linear fit start time, tFS, can be chosen arbitrarily, as long as tFS ≥ tdrift,S.
Therefore also the offset position varies. Note that the deflection obtained from the linear
fit is always (never mind the fit range) scaled to a deflection length for a drift chamber
height of 30.0mm (20 time bins), before it is written into the tracklet word. For the offset,
such a scaling (e.g. projection to a position at the pad plane) is not possible, because the
radial position of time bin tFS, at which the offset is defined, is not known (because drift
velocities vary from case to case).

In a simplified picture (sketched in figure 7.51), it is assumed, that the drift velocity in
the amplification region increases so much, that the Lorentz inclination angle of the drifting
clusters can be neglected there (vamp

drift,x ∝ 1
1+(tan Ψ)2

). In the drift region, the drift velocity
vdrift,x is constant. Then, the error on the offset due to the Lorentz drift only depends on
tFS − tdrift,S:

(δy)err,Lor = vdrift,x · (tFS − tdrift,s) · tan ΨL.

This introduces a constant shift with constant sign, independent of the charge sign (and
thus the bending direction) of the particle track. The only unknown quantity is tdrift,S, the
first time bin that accumulates clusters from the drift region. However, by estimating the
number of amplification time bins to be less or equal to three, tdrift,S ≤ 3, and by setting
tFS = 5 for example, one is left with tFS − tdrift,S ≥ 2. Therefore such a correction of the
offset fulfills

(δy)corr,Lor = vdrift,x · 2 · tan ΨL ≤ (δy)err,Lor

and can reduce the shift, if it is subtracted from the offset:

ycorr,Lor = y − (δy)corr,Lor.

A correction to the offset value has been implemented in the tracklet simulator.
1Note that the "reconstructed tracklet" shown here, is not corrected for the Lorentz deflection. Applying

this correction would make the tracklet parallel to the track but not change the offset position. The
reconstructed tracklet and the real track coincide at tdrift,S .
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Figure 7.5: Why a offset Lorentz correction is needed.
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If the Lorentz angle is supposed to be the only source for a shift of the offset performance
distribution (offset performance: δy = ytracklet − yMC), from the measured shift (δy)err,Lor,
one can deduce the first drift time bin, tdrift,S:

tdrift,S = tFS −
(δy)err,Lor

vdrift,x · tan ΨL

.

From early runs without applied offset Lorentz correction, the measured average mean of
the offset performance distributions was around 0.49mm: 〈δy〉 ≈ 0.49mm. Assuming that
this mean is due to the offset shift 〈δy〉 ≈ (δy)err,Lor, one obtains for tFS − tdrift,S:

tFS − tdrift,S ≈
0.049cm

1.5cm/µs · tan(7.7◦)
≈ 0.24µs.

This corresponds to 2.4 time bins and justifies the assumption tFS−tdrift,S ≥ 2, used above.
Here it should also be noted, that the choice of tFE depends on the estimate ∆test of

the number of drift time bins, that occurred before tFS, ∆test ≤ tFS − tdrift,S. Because the
drift time incorporates 20 time bins, one must take care to choose tFE such, that it lies
within the fit range, tFE ≤ tdrift,E, hence tFE ≤ tFS + 20−∆test. On the other hand, tFE

should be chosen close to tdrift,E, in order to make sure, that Transition Radiation clusters
are accounted for. Otherwise this would cut on the electron-pion separation power.

7.2.2 Offset Tilted Pads Correction

In the following, the notation from chapter 6, section 6.5 is used.
Unlike the deflection, the offset cannot be corrected for the influence of the tilted pads.

The measured y coordinate of the offset, which is obtained from charge sharing, is measured
in the oblique coordinate system of the pads, hence it is a y′ coordinate. In order to correct
the error, the offset coordinate must be transformed to the local SM system. For that
purpose, the z coordinate of the offset would have to be known (either in the pad system
or the local SM system, which would not make a large difference), which is not the case.
However, one can estimate the influence of the error. For this, the position of the y axis
plays a crucial role. It is important to know, at which height the y axis contacts the pad
row. When calculating the correction to the deflection, it was enough to assume, that the
y axis contacts the pad row in its middle, hence zrow was the z coordinate of the middle of
a pad row and the origins of the coordinate systems were situated there. Since the fraction
zrow

xlayer
was considered, and xlayer � zrow, the exact position of zrow would not influence the

correction much.
Since the number of pad rows in a chamber is even (12 or 16), also the number of pad

rows in one layer of a SM is even. Therefore the y axis in the local SM system runs between
two pad rows, only touching their borders (see figure 7.6). It is therefore not correct, to
shift the origin of the two coordinate systems to the middle z coordinate of a pad row, to
estimate the errors. Note, that the different tilted pad rows of a layer (same tilting angle)
are independent of each other. If zrow denotes the z position of the pad row borders in the
SM system, zrow = n · d, nεZ (d is the projected length of a pad onto the z-axis; d grows
toward outer layers), the origin of the SM system and the tilted pads system has to be
shifted to z = zrow, in order to be able to transform coordinates (y′, z′) into coordinates
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Figure 7.6: Tilted pad rows for two successive layers. The y axis passes between two rows.

(y, z) by a rotation. All the errors on the offset coordinate in one layer have then the same
sign. The sign of the error changes layer by layer, since the tilting angle sign alternates.
Note, that the error in the offset coordinate can take both signs, if zrow is chosen to be the
z coordinate in the middle of a pad row. Therefore also the range of the error is different.
While the error for zrow = d

2
+ n · d, nεZ is in the range [−d

2
| tan βtilt|, d

2
| tan βtilt|], this

becomes
|(δy)err,tilt|ε[0, d · | tan βtilt|]

in reality, where zrow = n ·d, nεZ. With d ≈ 100mm and βtilt = 2◦, one obtains a maximum
error of |(δy)err,tilt,max| ≈ 0.35mm. The actual error depends on the z′ position of the offset.

When measuring the offset resolution yoffset− yMC (yMC is the corresponding y position
of the Monte Carlo track), one compares in fact y′ coordinates of the tracklet offset with
y coordinates (given in the local SM system) of the track offset. In order to have enough
statistics, different layers were included. Due to the large errors by the non correctable
tilted pads influence, the distributions will be broadened. As different layers are taken into
account, the errors occur with both signs, hence the distributions are broadened in both
directions relative to the maximum. Additionally, a constant shift should be seen in case
of a non Lorentz corrected offset (a smaller one for a Lorentz corrected offset).

7.3 Results

In this section, some results from tracklet simulation shall be presented. The strategy was
to simulate three sets of 200 signal events each. Additionally, three background events at
different multiplicities were simulated. The signals of each set of signal events were merged
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with one of the background events on sdigits level. Like that, the raw data and tracklet
calculation were done for both, the signal and the background event. However, since only
particles of the signal events are on the stack, only for them Monte Carlo information (such
as track label and particle ID) is available and therefore the background events were used to
be able to study the performance of the tracklet algorithms under different detector loads.

Each simulated event consists of 200 e+ and 200 e−, which were created by the generator
"AliGenBox" with a flat pt distribution between 3.0GeV/c ≤ pt ≤ 5.0GeV/c (figure 7.7).
They were shot into the TRD acceptance in θ, 45◦ ≤ θ ≤ 135◦. The inner barrel detectors

Figure 7.7: Transverse momentum distribution of the primaries from the signal events

(ITS and TPC) were activated. The tracklets were simulated with the cut on pt ≥ 2.3GeV/c
enabled.

The background events were produced by "AliGenHIJINGpara", simulating the detector
load at PbPb collisions. The multiplicity can be steered explicitly by setting the number
of charged particles. The three chosen multiplicities were: dNch

dy
= 200, dNch

dy
= 2200

and dNch

dy
= 8000. The pt distribution of the primaries from the background event with

dNch

dy
= 8000 is shown in figure 7.8.

From figure 7.9 it can be seen, that the occupancy (fraction of pad and time bin detector
pixels with signal) increases to almost 35% in case of full multiplicity.

For the comparison of tracklets with the original tracks, the macro "TrackletReader.C"
was written. The general strategy to obtain and exploit the corresponding Monte Carlo
information for a given tracklet, is as follows:

1. Try to reconstruct the track label of the track, that created the tracklet. By using the
non-official output format, the MCM and channel number of the tracklet is known.
Each raw data digit (i.e. for all channels and time bins) contains three dictionary
entries, in which the track labels of particles are stored, which contributed to the signal
(e.g. directly, charge sharing, tail). Up to one entry comes from the background
signal, however these track labels cannot be exploited since they are not on the
stack. The dictionary entries are used to reconstruct the track label of the track,
that most probably caused the tracklet. If a track label cannot be reconstructed
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Figure 7.8: Transverse momentum distribution of the primaries from the background event
at full multiplicity

Figure 7.9: Detector occupancy increase with multiplicity
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(which is seldom), then the tracklet is not considered any further and the next one
is investigated.

2. Only tracklets are considered, that were caused by a primary particle whose transverse
momentum at the primary vertex fulfills pt ≥ 1.0GeV/c. Moreover it is required, that
the track lost less than 10% of its transverse momentum before the TRD and less than
10% inside: ( δpt

pt
)before < 0.1 and ( δpt

pt
)inside < 0.1. Since ITS and TPC are switched

on, this is needed in order to make sure, that the tracks did not change much their
original direction before creating the tracklet. Only for those tracks, for which it can
be assumed that they come from the primary vertex, the cut on pt ≥ 2.3GeV/c, based
on maximum/minimum deflection, works. To obtain the track pt at the entrance and
the exit of the TRD, so called track references are used. By this macro-cut, which
is much more efficient than the pt ≥ 2.3GeV/c tracklet cut, because Monte Carlo
information is used (this cut cannot be tricked), a clean tracklet sample is chosen.

3. Try to reconstruct the Monte Carlo information from the track label. Here, hits
are used to obtain position information of the original track, to reconstruct offset,
deflection, angles, etc. .

4. For each quantity presented, an own algorithm had to be invented and implemented
into the TrackletReader, that extracts desired from available information.

In the following first some general results are shown before performance and efficiencies
are discussed.

7.3.1 General Results

Dependence of α on pt

It was shown, that the track angle α with respect to the vertex direction decreases as a
function of pt. The vertex direction corresponds to pt = ∞. In figure 7.11, the calculated
angles α = arctan dy

dx
− arctan yoffset

xoffset
(dy: deflection; dx = 30.0mm: height of drift volume;

(yoffset, xoffset): coordinate of the offset in local SM system) from tracklets of all charge
signs and from all positions are plotted against their transverse momenta pt. The two
branches belong to the two possible values of the angle for a given pt and a given vertex
direction, depending on the charge sign. The branches are symmetric w.r.t. α = 0. Since
the vertex direction depends on the tracklet position, also the angle α of the tracklet
to the vertex direction shows a dependence on the tracklet position, even for the same
momenta. This is explained by the fact that tracks, that are shot from the primary vertex
into different directions toward a TRD chamber, have to travel different distances (the
TRD chambers are flat). Therefore, even for the same radius of the circle (same pt), the
phase shift of the circle (and thus its bow length) between vertex and entrance point to
the TRD chamber, varies (figure 7.10). Since the magnetic field is parallel to the z-axis,
only the different possible x and y coordinates of the entry points are relevant. The width
of the projected distribution (onto the angle axis) at a given pt thus is a measure for the
ranges of different vertex positions, that can occur within the TRD (all layers are included
in the distribution). If the distributions were recorded in a layer sensitive manner, one
should observe an increased width toward outer layers, since the width of the pad rows
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Figure 7.10: Different angles α for the same pt but different primary vertex directions
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increases (together with larger radii, this leads to larger variations of the vertex distance).
If a tracklet is thought to be approximately the tangent to the track’s circle trajectory
with (xm, ym) the touch point to the circle in a chamber (characterizing also the primary

vertex direction), then one obtains α = arcsin(

√
x2

m+y2
m·eB

2pt
). For small arguments of arcsin

(which is the case for the TRD geometry), the angle α increases with the distance to the
vertex. Since all layers are included in the plot, one can observe the following of α for
pt = 2.3GeV/c: The maximum angle belongs to the outer layer (x ≈ 3.6m) at the chamber
edge (y ≈ 0.65m). This yields |αmax(pt = 2.3GeV/c)| ≈ 5.5◦. The smallest possible value
for α is obtained for the innermost layer (x ≈ 3m) and centrally on a chamber (y = 0).
Then |αmin(pt = 2.3GeV/c)| ≈ 4.5◦. Note, that due to the momentum distribution of the
primaries, the choice of the tracklets and the pt ≥ 2.3GeV/c cut (which is efficient for
the chosen primary vertex tracklets), the number of entries in the distribution levels off at
around pt ≈ 2.2GeV/c.

Figure 7.11: Decrease of the angle α with increasing transverse momentum. For multiplicity
2200.

Cluster Quality Measure

The result presented here (figures 7.12 and 7.13) is obtained from a simulation as above,
however with the tracklet cut pt ≥ 2.3GeV/c switched off, in order to have more statistics
(even though only 100 events are taken into account for each multiplicity). The cluster
quality measure is described by L·R

C2 . Here, the distribution of this measure is shown. Note,
that the ADC counts were not baseline corrected 2 and that the distributions are not
normalized. However, the general trend is clearly visible: The quantity of the measure
in case of clean clusters (which have only contributions from one track) is concentrated

2Let b be the baseline. The measure shown is then approximately (neglecting the time dependence of the
baseline correction): (L+b)(R+b)

(C+b)2 = LR+(L+R+b)b
C2+(2C+b)b . Assuming L,R,C, b � C2, the denominator can be

simplified: 1
C2+(2C+b)b ≈

1
C2 − (2C+b)b

C4 . Thus: (L+b)(R+b)
(C+b)2 ≈ LR

C2 (1− (2C+b)b
C2 )+ (R+L+b)b

C2 (1− (2C+b)b
C2 ) ≈

LR
C2 . This holds the better, the larger C is.
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at small values, whereas for spoiled clusters the value is distributed over the whole range
[0, 1]. In order to have enough spoiled clusters, the background event with dNch

dy
= 8000 was

chosen.

Figure 7.12: Cluster Quality for clean clusters. Multiplicity 8000.

Figure 7.13: Cluster Quality for overlapping clusters. Multiplicity 8000.

Theta Efficiency

Here again, a result from a simulation without a tracklet pt cut is presented for statistics
reasons, figure 7.14. It is evaluated, how many tracks can be reconstructed as a function
of the angle θ w.r.t. to the z axis. Since only primary tracks are taken into account
which fulfill condition 2 of the macro strategy, it is supposed that their θ has not changed
significantly. Note that the magnetic field ( ~B = (0, 0, Bz)) only bends the track in φ, yet
not in θ. The z positions at the entrance and the exit of the TRD are independent of the
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magnetic field. A track is called reconstructible, if at least four of its tracklets could be
found. There is no restriction on the layer (i.e. a track would be called reconstructible in
this sense, even if four tracklets in only three layers were found. This is not what is called
a reconstructible track in the GTU sense, where the tracklets have to come from different
layers). From the figure it can be seen, that there are dips at θ = 60◦ and θ = 80◦ and less

Figure 7.14: Found number of reconstructible tracks (see text) as function of angle

pronounced ones at θ = 100◦ and θ = 120◦. Otherwise the efficiency is almost uniformly
distributed. The dips belong to the inner boundaries of the five stacks of a SM, which
are situated at these angles (in all layers, due to the projective geometry of the TRD).
Therefore also at θ = 100◦ and θ = 120◦ deep dips are expected. The dips should be more
pronounced for the two intermediate angles, as for these tracks the distance to the TRD
is smallest and the probability, that the track is not deflected and flies through the dead
region, where no tracklets are reconstructed, is largest. This could explain the deeper dip
at θ = 80◦ as compared to the one at θ = 60◦. It should be noted, that the depth of the
dips is also limited by the fact, that always 3◦ are packed into one bin. However, the fact
that the dips at the both large angles are almost missing completely, hints, that even under
the severe cuts of strategy condition 2, the tracks can still undergo significant deflections,
which bring them out of the dead zone. Some tracks in the vicinity of the dead zones might
still lose a tracklet there, however mostly there are at least four other tracklets left. Of
course this does not explain the asymmetry of the plot.

The asymmetry could be explained by geometrical distortions. For example, if for θ >
90◦, there is additional material between primary vertex and TRD as compared to θ ≤ 90◦.
Then, tracks coming from the primary vertex with θ = 100◦ or θ = 120◦ are likely to be
scattered off their direction. Due to the projective geometry (dead zones only at discrete
angles), there would be hardly any tracks having less than 4 tracklets. Almost all tracks
would be reconstructible in the above sense and the dip would be missing. However, as
will be shown in the next section, the dips at large angles occur, if tracks are considered,
that cross pad rows. This hints, that the missing dips in the theta efficiency plot are not
due to geometry.
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Tracks Crossing Pad Rows

For each track generating at least one tracklet, it is checked, whether this track changes a
pad row within the linear fit range. The number of those tracks is evaluated for different
angles θ. A tracklet that occurs from a track crossing a pad row within the linear fit range,
might have been built with only a fraction of all possible hits. Hence its total cluster
charge will be over- or underestimated, depending on the part of the fit range, to which
the tracklet belongs. For further information consult the next chapter.

It shows up (figures 7.15 and 7.16), that tracks with oblique incidence (small and large
angle θ w.r.t. the z axis) tend to cross pad rows more frequently than tracks with almost
normal incidence (arriving at the central stack). The dips are clearly visible here at all

Figure 7.15: Number of tracks with at least one tracklet, crossing a pad row within the
linear fit time range, as function of theta

Figure 7.16: Number of tracks with at least one tracklet, that do not cross a pad row within
the linear fit time range, as function of theta
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four angles. They occur for the tracks that cross pad rows as well as for those, which do
not. This suggests, that at these angles no tracklets are found, for whose tracks the pad
row crossing could be investigated. Hence it is likely, that the missing dips in the theta
efficiency are not a geometry problem.

Mean Cluster Charge

Finally, also for the background event at dNch

dy
= 8000 alone, the tracklets were calculated,

once with pt ≥ 2.3GeV/c cut, once without. In a magnetic field of B = 0.4T and a distance
from the primary vertex to the TRD of d ≈ 3m, according to pt = e · B · r, a track needs
pt ≥ 0.2GeV/c to reach the TRD instead of being curled up, if no intermediate processes
would happen (in the limit, the track would describe a half-circle between primary vertex
and the touch-point with the TRD, with a radius of r ≈ 1.5m). As it can be seen from figure
7.8, the bulk of all primaries is released at transverse momenta of pt ≤ 2GeV/c. Therefore,
a significant number of primaries do not even reach the TRD. Among the primary tracks,
there were 471585 electrons and 89410 pions. Looking at the number of found tracklets,
the numbers are almost equilibrated: 42434 electron tracklets and 41540 pion tracklets
were found. This suggests, that many of the entries at low pt in the distribution are due
to electrons, that do not reach the TRD.

From the run without cut, the mean cluster charge distributions for electrons and pions
were recorded for all of their found tracklets (there were no requirements by the macro,
concerning track-pt or momentum changes). Applying the pt ≥ 2.3GeV/c cut here would
leave the good tracklets in the sample, which emerged from tracks with pt ≥ 2.3GeV/c,
for which the primary vertex assumption holds. But also tracklets, whose incident angle
is per accident such, that they pretend to have pt ≥ 2.3GeV/c, would not be rejected.
Therefore, even with the cut, one would not get a clean sample of high pt tracklets, thus
the cut was omitted for the distribution record of the mean cluster charge. Of course,
the distinction between the electron and the pion mean cluster charge distributions then
decreases, as electrons with pt ≤ 20MeV/c are no longer on the Fermi plateau of the energy
loss and therefore assimilate the electron distribution to the pion distribution. Also, not
all of the electrons produce TR (e.g. Bremsstrahlungs electrons produced inside the drift
volume, or low energetic δ electrons), making the mean cluster charge of these electron
tracklets even more similar to the one of an intermediate-pt pion tracklet. Moreover, a
clear distinction between the distributions of electron mean cluster charge and pion mean
cluster charge could only be expected, if tracklets with transverse momenta within a small
range were considered. This can be seen in 7.17 and 7.18, where the difference between
the two particle species is hardly visible. The mean of the charge distribution for electrons
(q̄ = 43.3) is slightly shifted to a higher value than for pions (q̄ = 40.42). Since the number
of entries is rather large, it can be assumed that this is not a statistical effect. The charge
accumulators of the tracklets were set such, that the total charge Q deposited during the
fit time is accumulated. The total charge is then scaled by the number of hits q = Q

N
and

discretized in a 8 bit value. The large entry at bin 255 is due to overflows and subsumes
all entries at q ≥ 255. However, it shows up that even for electrons, less than 200 entries
out of more than 42000 (less than 0.5%) were found with mean cluster charge larger than
255. Similar for pions. This justifies to quantize the mean charge with a 8 bit value.

Here it should be mentioned, that also other charged and energetic particles, especially
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Figure 7.17: Mean cluster charge distribution for electrons for the full multiplicity back-
ground event

Figure 7.18: Mean cluster charge distribution for pions for the full multiplicity background
event
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protons, kaons and muons, form tracklets as well. If they are identified as pion tracklets
and treated the same way, this poses no problem. A problem only occurs, if there is a
significant probability of misidentifying these tracklets as electrons, since then the trigger
might urge the event to be read out, although it does not contain enough interesting high-
pt electrons in reality. In the following table 7.3, the amount of tracklets, not belonging
to an electron or pion track, is listed, as found in the full multiplicity background event.
As can be seen, the fraction is not negligible. By only applying the cut pt ≥ 2.3GeV/c,

Table 7.3: Tracklet identities

particle nr. of tracks nr. of tracklets without cut nr. of tracklets with cut

total 960749 (100.0%) 104800 (100.0%) 13110 (100.0%)
electron 471585 (49.1%) 42434 (40.5%) 6459 (49.2%)

pion 89410 (9.3%) 41540 (39.6%) 4440 (33.9%)
other 399754 (41.6%) 20826 (19.9%) 2211 (16.9%)

the absolute tracklet abundance drops significantly and the fraction of electron tracklets is
increased, mostly on cost of pion tracklets.

7.3.2 Performance Results

In this section, some results concerning the performance of the tracklet calculation shall
be presented. Here, all results are obtained from event merging with applying the pt ≥
2.3GeV/c cut.

Deflection Performance

The performance of the deflection was evaluated by looking at the difference between
tracklet deflection and the track deflection, that was obtained by Monte Carlo information:
δ(dy) = (dy)tracklet−(dy)MC . The deflection was offset and tilted pads corrected. The result
for an event multiplicity of dNch

dy
= 2200 and for tracks having at the primary vertex a value

of ptε[3.3GeV/c, 3.7GeV/c] is shown in figure 7.19.
Only negatively charged particles were taken into account. The Gaussian shape occurs,

because the reasons, why the deflection is not reconstructed accurately, are manifold. Here,
digitization issues enter as well as, for example, cluster spread due to diffusion (but sampling
only on the point) or inefficiencies in reconstructing the positions due to charge sharing.
Hence, the error δdy on the reconstruction is a sum of many independent, small effects,
and the distribution of δdyapproaches a normal distribution, according to the central limit
theorem. However, since no obvious significant additional broadening of the distribution
beyond the detector resolution of δdy ≈ 400µm or shifting is visible, it can be assumed,
that the sources of the main distortions (tilted pads, Lorentz drift) are known and corrected
for in a satisfactory manner.

The distribution has Gaussian shape, however with a tail, suggesting that the deflection
is sometimes overestimated by the tracklets. Possibly this can be explained by the applied
pt cut: It will happen frequently, that a track, that does not come from the primary vertex
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Figure 7.19: Deflection performance for 3.5 GeV/c tracklets at moderate multiplicity

and only pretends to have high pt, is left in the sample. On the other hand, a track, which
in fact has large pt but is scattered off the primary vertex direction too much, such that
its reconstructed pt is too small, is removed from the sample. This means, that the tail
probably corresponds to an overestimation of the transverse momenta of the tracklets in
the sample3. Imagine a coordinate system, whose positive z axis points vertically into the
plane of your paper (in direction of your view) and whose positive x axis runs along the
paper plane toward the upper edge of the paper. The positive y axis then points to the
right side of the paper. Now a magnetic field shall be applied, pointing in direction of the
positive z axis. A negatively charged particle moving perpendicular to the magnetic field
direction along the the positive x axis, will experience a Lorentz force in positive y direction.
The trajectory will be a circle on your paper, opened to the right. Now imagine two lines
parallel to the y axis, drawn on the paper. If a particle’s pt is large enough, it will intersect
the two lines. The difference in the y coordinate of the upper line with respect to the lower
one is the deflection: dy = y(xup) − y(xlow), xup > xlow. As pt increases (pt =

√
p2

x + p2
y),

the deflection decreases (the particle moves closer to the vertex direction, counter clock
wise. The vertex is situated in the origin). An overestimation of the track’s pt would thus
correspond to a negative value of δ(dy). The trajectory circle of a positively charged particle
on the other hand would be opened to the left. Increasing pt urges the track to move closer
to the vertex direction clock wise. Hence, its deflection increases. Overestimated pt leads
to a positive value of δ(dy). Because one observes the tail for positive values of δ(dy) and
only negative charged tracks were selected, the magnetic field must be orientated in reverse,
pointing into negative z. This is of course only true, if one believes the tail to be due to
generally overestimated pt.

From the previous discussion it also follows, that the tail should appear at negative values
of δ(dy), if positively charged particles were taken under consideration.

3Tracks, whose pt is underestimated significantly, are likely to be removed from the sample by the pt ≥
2.3GeV/c cut. Tracks, whose pt is largely overestimated however, are left in the sample.
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Angle Performance

Here, the performance of the angle α of the tracklet w.r.t. the vertex direction is considered.
The quantity (δα) = αtracklet−αMC versus pt is entered into a scatter plot (7.20). The cuts
at pt ≤ 2GeV/c and pt ≥ 5GeV/c are due to the rapidly decreasing number of electrons
in these momentum ranges (compare with the distribution in figure 7.7; note, that only
primaries with small loss of pt are taken into account). The projection onto the α axis for
three bins of pt (1 bin corresponds to ∆pt = 0.1GeV/c) for two different pt is shown in
figures 7.21 and 7.22. Everything for a multiplicity of dNch

dy
= 2200.

Figure 7.20: Performance of the tracklet angle w.r.t. vertex direction, plotted against trans-
verse momentum

Figure 7.21: Performance of the tracklet angle w.r.t. vertex direction at a transverse mo-
mentum of 3.5GeV/c
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Figure 7.22: Performance of the tracklet angle w.r.t. vertex direction at a transverse mo-
mentum of 4.0GeV/c

Offset Performance

Here, the offset performance is presented (figure 7.26). The investigated quantity is (δy) =
ytracklet− yMC . Only negatively charged particles are taken into account. There are several
effects, leading to odd distributions:

• Uncertainty of the Lorentz drift correction. This was already explained above. As
it is not known exactly, how many of the time bins before linear fit start time tFS

belong to the drift region, this number had to be guessed and the offset Lorentz
correction only can improve the shift in y, but not totally correct for it. Therefore,
the distributions still show a slight shift.

• No tilted pads correction. Since the z coordinates of the tracklets are not known, the
influence of the tilted pads cannot be corrected for. Therefore the offset coordinates
are actually given in the tilted pads coordinate system (see above). It can be seen
from the broad distributions, that the number of counts level off at around ±3.5mm.
As tracklets from all six layers were taken into account, this is in correspondence
with the assumption, that the y coordinate runs between the border of two pad rows
instead of running through one of them.

• Parallel projection of the tracklet offset (figure 7.23). Since the tracklet offset is given
at some height x corresponding to the tFS time bin, it is projected onto the plane
(perpendicular to x), where the MC offset is given. This plane varies from case to
case but can, in the granularity of the time bin resolution of δx = ∆tsample · vdrift,x =
0.1µs · 1.5cm/µs = 1.5mm, be identified with the cathode wire plane. Since the
deflection is corrected for all known irregularities (Lorentz angle, tilted pads), one
can assume the tracklet to be parallel to the original track. Hence, a projection of
the offset along the tracklet direction does not change (δy). However, since the exact
x position of the offset is not known, also its distance to the cathode wire plane is
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only an estimation. Depending on the error in x, the distance of the tracklet offset to
the MC offset is additionally enlarged by this constant, yet unknown x component.

x

anode wire
cathode wire

pad plane

offset line

dy

dx=30mm

y

Δy

Δy

drift

ampl.

Figure 7.23: Parallel projection of the tracklet offset to the cathode wire plane. Red: The
MC track. Green: The reconstructed tracklet, before the Lorentz drift and
tilted pads corrections were applied to the deflection. Blue: The reconstructed
tracklet after the corrections on the deflections but without Lorentz correction
on the offset.

• Tracklets under different conditions are taken into account for one distribution: dif-
ferent θ, different layers, relatively broad pt intervals (width of 0.4GeV/c). Although
the effect was not clearly visible in case of the deflection performance, one can only
expect a clear Gaussian distribution if tracklets under (almost) the same conditions
are regarded. It can be compared to a probability experiment: the performance of
each tracklet serves as probe. A clean Gaussian distribution only occurs, if the ex-
periment is repeated under exactly the same conditions. Probably the assumption
"same conditions" was not fulfilled.

• As was mentioned in the previous chapter, the tracklet fit itself introduces deviations.
First, it is a linear fit to the track. The error introduced by this assumption is small
due to the large radius of the tracks under consideration (maximum deflection between
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linear fit and circle: 25µm for pt = 2.3GeV/c)4.
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Figure 7.24: The deflection introduced by a linear fit to a circle

Next, each time bin sample incorporates a number of electron clusters, which are
spread over a certain distance on the anode wire. The avalanche charge is mirrored
onto the pad plane. The y position is obtained by exploiting charge sharing, includ-
ing the centroid channel and its two neighbors. Since at best the superposition of
the mirrored charges from the electron clusters can be measured (with also a slight
dependence on the actual arrival time of the individual electron clusters), also the re-
constructed y position is at best an average over the positions of the electron clusters
within ∆t = 100ns (corresponding to σx = vdrift,x ·∆t = 1.5cm/µs ·0.1µs = 1.5mm of
drift length or 5% of the drift volume). The coarseness of the time bin reduces the res-
olution in y. Therefore, independent of the fit quality, each fit point is afflicted with an
error, which translates into an uncertainty of the offset. To get a lower estimate on the

4The maximum deflection between linear fit and circle for a pt = 2.3GeV/c particle is obtained by
assuming, that the tracklet is the tangent to the track trajectory (circle) at the entrance point (x0, y0)
to the drift volume of a chamber. The maximum length of the tracklet within the drift volume (height
dx = 3.0cm) is obtained by the maximum incident angle ϕinc w.r.t.the chamber normal. For x0 = 3.6m,
y0 = 0.65m on obtains ϕvertex ≈ 10◦, α ≈ 5◦ and thus ϕinc ≈ 15◦. The length of the tracklet is given
by l = dx

cos ϕinc
≈ 0.031m. The track radius r is given by r = pt

eB ≈ 19.2m. The maximum distance
between tracklet and circle is then given by δdist = r −

√
r2 − l2 ≈ 25µm (see figure 7.24). However,

the offset deflection δoffset (δoffset ≥ δdist) between tracklet and circle is needed, which, in the ideal
implementation, is given as the deflection at the radial height of the drift chamber exit. For large radii
r � l and small ϕ (1− cos ϕ � 1, 1− cos 15◦ ≈ 0.034), one can assume δoffset ≈ δdist.
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offset uncertainty, only an error of the fit points in x direction of σx is assumed (figure
7.25). For σy1 one obtains: σy1

dy−σy1
= σx/2

dx+σx/2
and therefore σy1 = σx

2(dx+σx)
dy ≈ 0.021 ·dy.

For σy2:
σy2

dy+σy2
= σx/2

dx−σx/2
and therefore σy2 = σx

2(dx−σx)
dy ≈ 0.026 · dy. Hence, the lower

estimate for the error is about 3% of the deflection dy. With a maximum deflection
of 30mm · tan 15◦ ≈ 8.04mm (for a pt = 2.3GeV/c tracklet: 10◦ maximum angle
between vertex direction and chamber normal, 5◦ maximum angle between tracklet
direction and vertex direction), the maximum of this error estimate corresponds to
σy ≤ 240µm and is small compared to the error introduced by the tilted pads.

dx

dy

σx

σy1 σy2

y

x

Figure 7.25: Error on the offset introduced by the finite sampling time

• Digitization and granularity restrictions also can lead to deviations of the calculated
tracklet offset. During the whole tracklet preprocessing and processing, all data was
treated as bit words of limited length. This can easily lead to digitization errors, for
which unfortunately no estimation can be given. On the other hand one can assume,
that digitization errors together with the scaling of the offset in preparation for the
GTU (division by 160µm) will not reduce the resolution below the detector limit
of δy ≈ 400µm. The best possible resolution that is allowed by the offset scaling
amounts to 160µm. Therefore one can assume, that the digitization and granularity
errors are both overwhelmed by the limited detector resolution5.

5The limited detector resolution can be explained by many effects: Transverse diffusion of the charge
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• At large multiplicities, nearby background tracks can spoil clusters, that are used for
charge sharing and position reconstruction. This also leads to errors in the offset
determination.

These effects lead to a shift and broadening of the distributions. By disentangling tracklets
of different conditions (chamber, layer, momentum...), especially the Gaussian shape of
the offset performance distribution could have been improved. However, this would have
required to simulate runs with large statistics and evaluate the performance. The time for
doing so was not available.

Figure 7.26: Offset performance. 3.8GeV/c < Pt < 4.2GeV/c. Multiplicity 2200.

If the distributions are fitted by a Gaussian (despite their odd shape) and the mean
values of the error (δy) for the same pt intervals at different multiplicities are inserted
into a histogram and plotted against multiplicity, one gets a notion for the decrease of
the offset performance with multiplicity. Since at higher multiplicities, clusters of different
tracks begin to overlap frequently, charge sharing yields no longer the right position of a
cluster. Additionally, wrong clusters may be assigned to a track, deteriorating the position
measurement further. In figure 7.27, such a fitted distribution for ptε[3.3GeV/c, 3.7GeV/c]
(given as the primary vertex pt of the track; remember that the track must fulfill condition 2
of the macro’s strategy) at dNch

dy
= 2200 is pictured. The multiplicity dependence of the

offset performance for this momentum range is shown in figure 7.28.
The position performance in z direction is practically independent of multiplicity since

the z position is only known on pad row granularity on tracklet basis (tilted pads are not
exploited). The anode wires have a distance of 0.5mm from each other in z direction, hence
the signal of several anode wires is induced on one pad plane. Since it is not known from
which anode wire a signal occurs and no charge sharing between pad rows is applied, the
z resolution cannot be improved.

One can also evaluate the offset performance as a function of the incident angle α (angle
w.r.t. the chamber normal). Here again, the same arguments apply for explaining the
odd shape of the distributions. In addition now, there has been no distinction between

clusters, δ-electrons, inhomogeneous drift field, space charge, etc.
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Figure 7.27: Offset performance. 3.3GeV/c < Pt < 3.7GeV/c. Multiplicity 2200.

Figure 7.28: Offset performance with multiplicity for 3.3GeV/c < Pt < 3.7GeV/c.
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different pt ranges. First, the (δy) distributions for different incident angles are recorded.
Then, they are fitted by a Gaussian (figure 7.29) and their mean is plotted against the
corresponding incident angle (figure 7.30). Although, data for smaller angles is missing
due to very limited statistics, one can see that the y performance substantially improves, if
the incident angle approaches −7◦. This angle corresponds to the Lorentz angle ΨL. The
clusters of tracks entering a chamber under this angle will drift toward one spot on the anode
wire. Therefore, there should be no ambiguity about position and deflection of the tracklet.
This means, that charge sharing yields the same value of the cluster positions for almost
all clusters. The offset y′ position in tilted pads coordinates is therefore obtained without
ambiguity and the broadening of the distribution only occurs, because the transformation
to y coordinates in the local SM system depends on z and is not performed. Yet, the mean
of the (δy) distribution for α = ΨL is centered around 0. For tracks entering under different
angles, charge is spread over a larger region on the anode wire, resulting in a deteriorated
position reconstruction already in tilted pads coordinates. With increasing width of the y
position range over which the clusters are spread on the wire (at given incident angle, this
width is influenced by the Lorentz drift angle), also the mean of the (δy) distribution is
shifted. Of course, the shift introduced by incomplete offset Lorentz correction, remains in
any case.

A plot of the mean offset performance 〈δy(pt)〉 against pt would show a worsening of
the performance with decreasing pt. The position reconstruction performance for a given
pt (the mean of a distribution like in figure 7.27) can be derived from the dependence on
the incident angle. Since particles of different transverse momenta enter a chamber under
different average incident angles, this influences the position reconstruction accuracy and
therefore the mean of the distribution. The lower the momentum of a particle is, the larger
is its curvature and therefore its incident angle, such that its charge is spread over a larger
region on the wire, resulting in a deteriorated offset performance. It also follows, that the
dependence of the offset resolution on the incident angle should follow the same curve,
regardless of track momentum.

Figure 7.29: Offset performance for all Pt at incident angle of -2◦
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Figure 7.30: Offset performance for all Pt as function of the incident angle

Note that in the previous discussion only the incident angle within the xy-plane was
considered. Since the anode wires run in y direction, but are staggered in z with a pitch
of 0.5mm, the clusters will drift to the nearest anode wire in z. However, the distribution
of the charge on the wire, which is responsible for the offset resolution, is, in ideal case,
only a function of the incident angle in the xy-plane (also the Lorentz angle is given in
the xy-plane). Therefore the incident angle in the xz-plane was not considered (on tracklet
basis, z is unknown nevertheless).

At a height of x ≈ 3.5m and a maximum y coordinate of y ≈ ±0.6m, it follows for the
maximum angle of the primary vertex direction w.r.t. the chamber normal, ϕ: tanϕmax ≈
0.6
3.5

and hence ϕmax ≈ ±10◦. Since the tracklets involved in the considerations occur
from negatively charged tracks with a transverse momentum at the primary vertex of
pt ≥ 1GeV/c and a momentum loss of less than 10% of their pt before and inside the TRD,
respectively, the statistics at incident angles lower than ψL = −7.7◦ is limited.

7.3.3 Efficiency Results

In order to check the efficiency of the tracklet algorithm, several approaches were chosen.
Generally, the number of tracks were evaluated, for which a given number of tracklets are
found. In order to not spoil this number by the macro inefficiency (e.g., non-reconstructible
track parameters), the efficiency was evaluated, after a track label could be reconstructed
(necessary in order to assign a tracklet to a track) but before the MC information is
obtained. The reconstruction of a track label is almost always successful and adds hardly
no inefficiency.

Efficiency Strategies

These strategies were followed:

• One first approach was to look at primaries of the signal event, that fulfilled the con-
dition mentioned in point 2 of the macro strategy (pt ≥ 1GeV/c, δpt

pt
< 0.1 before and
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inside TRD). The tracklets that survive these conditions are called "good" tracklets
in the following, as they can be assumed to come from the primary vertex. Since the
tracks were chosen to have momenta in the range 3GeV ≤ pt ≤ 5GeV/c, the good
tracklets should not be subject to the pt ≥ 2.3GeV/c tracklet cut. In this way, by
checking two event samples, one with and one without tracklet cut, one can receive
an impression of the inefficiency of the tracklet cut (how many of the good tracklets
are rejected). This approach was done for three different background multiplicities.

• A second approach was to modify the macro and take into account only tracks, for
which δpt

pt
> 0.1. Still, most of the tracks have large momenta (due to the shape of

the pt distribution for the signal primaries, figure 7.7, there would be hardly statistics
at pt < 2.3GeV/c). Hence, this probes the efficiency of the tracklet cut in case of
high pt particles coming not from the primary vertex. This approach was applied for
a background multiplicity of dNch

dy
= 2200.

• In a third approach, the full multiplicity dNch

dy
= 8000 background event was investi-

gated. Here again, the total efficiencies with and without tracklet cut were checked.
Additionally, for each case, the efficiencies for tracks with pt < 2.3GeV/c and tracks
with pt > 2.3GeV/c were investigated separately. Here it is assumed, that a track
with large pt at the primary vertex is likely to keep its pt until the TRD. Then, by
comparing the efficiencies with and without tracklet cut at the different pt ranges,
one can estimate how many high pt tracklets are removed by the cut6. Since only
one background event was taken into account, the statistics for pt > 2.3GeV/c is very
limited, as can already be seen from the pt distribution of the primary background
tracks, figure 7.8.

First Approach: Good Signal Tracklets

• Without Tracklet Cut. In table 7.4 the efficiencies for events without tracklet cut
and for different multiplicities are given. Here, only 100 events were evaluated. At all

Table 7.4: Tracklet efficiencies. The fraction of tracks with a given number (nr.) of found
tracklets is listed. No tracklet cut. Different multiplicities. The fraction of tracks
with a number of tracklets is given in %.

multiplicity nr. 0 1 2 3 4 5 6 7 8 9 10 11 sum for ≥ 4

200 0 0 0 0 0 3 77 18 2 0 0 0 100
2200 0 0 0 0 0 4 73 20 3 0 0 0 100
8000 0 0 0 0 1 10 61 23 4 1 0 0 100

multiplicities, the majority of the tracks have six tracklets. Seven tracklets can occur
for example from tracks that cross pad rows. Since the minimum number of hits for
a tracklet is set to 8 and the number of time bins in the fit range amounts to 15,

6If the cut was 100% efficient, meaning that tracks from the primary vertex were taken out of the sample,
if their pt was exactly smaller than 2.3GeV/c, then this approach would be a measure for the number
of tracks, that are scattered off significantly their original direction
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building a tracklet in each of the row requires, that the track crosses the rows "just in
time". I.e., in one time bin the track produces two hits in two different rows, which is
rather improbable. Also low pt tracks, that get curled up in the magnetic field, might
produce more than six tracklets, however such tracklets will hardly be part of the
clean sample under consideration. A third possibility, which is more likely to happen,
takes into account the tracks, that cross the border between two MCMs. They can
produce two tracklets in one layer (one of them a standalone tracklet; discussed in the
previous chapter), because the double track avoidance mechanism only works within
one MCM. At larger multiplicity, together with nearby background tracks, further
channels for multiple tracklet production in one layer open, as will be discussed on
an example below. Clearly, the fraction of tracks with more than six tracklets should
decrease, when applying the tracklet cut.

One can see a clear decrease in the fraction of tracks with 6 tracklets at increasing
multiplicity. This comes hand in hand with an increase for 5 and for 7 tracklets.

Reasons, Why a Track Loses a Tracklet at Increasing Multiplicity There are
several reasons, why a track may lose a tracklet (hence, why the fraction of tracks
with 5 found tracklets increases), if multiplicity is increased:

– There is a close track from the background event which spoils the clusters of
another track. The centroids of clusters from the signal track might be smeared
(by charge sharing) and not found. Therefore, in the end, not enough hits could
have been reconstructed in order to form a signal tracklet. Maybe a tracklet
of the background track can be built but it will not be assigned a signal track
label by the macro (except, the signal track and the background track overlap
and produce dictionary entries at exactly the same digits). Note, that of three
adjacent channels only one can be a central hit channel.

– The avoidance of double tracklets, which is supposed to avoid sending the same
tracklet from one track inside one TRAP twice, works only in a low multiplicity
environment and for tracklets that are spread over two channels at maximum. In
a high multiplicity environment, the mechanism could reject a signal tracklet.
Such a situation, respecting that in the current simulation the linear fit time
range encloses 15 time bins, is shown in figure 7.31. Here, the signal track, that
might have crossed a pad row and enters the current row only in time bin 7,
produces three hits in channel 4 and five hits in channel 3. This would be enough
to build a tracklet. Due to the large momenta of the signal tracks, this tracklet
is spread over two channels only. However, a near background track with large
incident angle is spread over three pads. Together with the signal track, three
tracklets will be built: Tracklet (3,4) with 9 hits, tracklet (2,3) with 13 hits
and tracklet (1,2) with 14 hits. In order to avoid double tracklets, tracklet (3,4)
(with lowest hit sum) compares its left channel number (3) with the right channel
number of tracklet (2,3). Since they are equal, tracklet (3,4) is rejected, because
it has the lower number of hits. Consequently tracklet (2,3) compares its left
channel number with the right channel number of tracklet (1,2) and is rejected.
In the end, only tracklet (1,2) is left, containing no dictionary entries of the
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Figure 7.31: Possible constellation for how a tracklet can get lost due to double track avoid-
ance. For channels of one pad row. Blue stars: Hits of the background track
in the four channels within the fit range. Red stars: Hits of the signal track.

Rejecting the signal tracklet would not have worked, if the background track
was spread over channels 2 and 3 only, e.g. with 8 hits in channel 2 and one in
channel 3. The reason is some inefficiency of the macro at high multiplicities:
Roughly, the macro counts the number of dictionary entries of a track in the
central and its neighbor channels and chooses the most probable one to be the
track label to which the tracklet is assigned. However, since the tracklet cannot
be assigned to a background track (as it is not found in the stack, no particle
ID), it will be assigned to a signal track whenever possible. Since in channel 3
the macro will find 8 dictionary entries (3 created by charge sharing) from the
signal track, tracklet (3,4) would be assigned to it.
If the background tracklet had 10 hits in channel 3, only one tracklet (3,4) would
occur. Since the background track labels are not considered by the macro, such
a tracklet would have been assigned to the signal track as well.

– In a high multiplicity environment, it can happen, that more than four tracklets
are found within one MCM. Then some of them will not be sent. Note, that
more than four tracklets in one MCM means, that there are probably overlapping
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clusters.
– Not more than 40 tracklets from a half chamber are read out. If more occur,

they are omitted. This item is not important for the current simulation, as in the
used tracklet output tree all tracks, that come out of the MCMs, are considered.

Reasons, Why a Track Gains a Tracklet at Increasing Multiplicity Here some
reasons are listed, concerning why a track could gain a tracklet (especially, why the
fraction of tracks with seven tracklets increases with increasing multiplicity).

– If a track crosses a pad row, it could build a tracklet in the row containing the
later time bins, but in the other it might not have enough hits to produce a
tracklet. There, some clusters at later time bins but corresponding channels
from a nearby background track might be picked up. In the end, the number of
clusters might be sufficient for a tracklet. Due to the TRF, signal clusters from
the earlier time bins create dictionary entries at later time bins, where hits were
created by the background track. Since enough dictionary entries stem from the
signal track, the tracklet is assigned to it by the macro. Hence, two tracklets in
one layer from two pad rows are assigned to one signal track.

– Another reason, why two tracklets in the same pad row are assigned to the same
signal track, is again the macro inefficiency: Imagine a situation as shown in
figure 7.32. Three tracklets can be built: tracklet (1,2), which contains purely
signal hits, tracklet (2,3), which is a mixed tracklet and tracklet (3,4), which is
purely background. Avoiding double tracklets, tracklet (2,3) compares its left
channel number to the right channel number of tracklet (1,2) and is rejected
due to its lower hit sum. Tracklet (1,2) and tracklet (3,4) are left. The macro
assigns tracklet (1,2) correctly to the signal track. As it finds in channel 3 eight
dictionary entries of the signal track and it cannot assign tracklet (3,4) to the
background track, again the tracklet will be identified with the signal track. In
that way there are two tracklets in one pad row for the same track.
Here it should be noted that these macro inefficiencies also have an impact on the
worsening of offset, angle and deflection performance at increasing multiplicity.
There, the shown situations might occur frequently due to a large abundance of
background tracks. The tracklet quantities are then compared to the wrong MC
tracks. However, the macro inefficiency accounts only for a fraction of the effi-
ciency increase of tracks with 5 or 7 tracklets. Since these increases are in the low
per cent range themselves, the overall deterioration of the tracklet performance
due to the macro inefficiency will be small. Moreover, the situations shown in
figures 7.31 and 7.32 only work, if the channels between the centroids of the
two tracks (signal and background), that are used for charge sharing and which
contain overlapping clusters, do not prevent the creation of the shown centroids7

The position reconstruction, however, and by that the offset determination, are
spoiled in these cases nevertheless.

7This is the case, e.g. if the background and the signal track have similar ADC counts. On the channels
between the centroids, charge from charge sharing from both sides is accumulated, which makes up
around 13% of the centroid charges, respectively (if the hits of the centroid channels are situated in the
center of the channels).
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Figure 7.32: Possible constellation for how a tracklet can be gained due to the macro ineffi-
ciency. For channels of one pad row. Blue stars: Hits of the background track
in the four channels within the fit range. Red stars: Hits of the signal track.

181



7 Implementation and Results

By rejecting also ambiguous background tracklets (which might be assigned to
signal tracks), the efficiency increase of tracks with 7 tracklets on cost of the
efficiency of tracks with 6 tracklets, could probably have been weakened.

• With Cut. Now, the tracklet cut is applied. 200 events have been simulated (160 for
dNch

dy
= 8000), since the cut requires to have more tracklets. The efficiency results are

given in table 7.5. By comparing these numbers with the case where no tracklet

Table 7.5: Tracklet efficiencies. The fraction of tracks with a given number (nr.) of found
tracklets is listed. With tracklet cut. Different multiplicities. The fraction of
tracks with a number of tracklets is given in %.

multiplicity nr.: 0 1 2 3 4 5 6 7 8 9 10 11 sum for ≥ 4

200 0 0 1 4 13 32 45 4 1 0 0 0 95
2200 0 1 3 10 23 34 27 2 0 0 0 0 86
8000 1 5 15 26 29 18 6 0 0 0 0 0 53

Figure 7.33: Efficiency for signal tracks with (last row) and without (first row) tracklet cut.
Multiplicity 2200.

cut was applied (see figure 7.33 for a comparison at dNch

dy
= 2200), it shows up, that

the cut removes a substantial number of good tracklets. Compared to the non-cut
case, the efficiency distribution is broadened toward lower number of tracklets and
the maximum is shifted by one tracklet to a lower number (from six to five). Thus,
on average, more than one tracklet per track is removed, when switching the cut on.
There are hardly any tracks with more than seven tracklets, since in the case without
cut, hardly any track had more than eight tracklets. Tracks with seven tracklets
previously (before the cut) probably had eight tracklets. In the clean sample used,
the tracklet cut will be able to remove tracks, whose pt <

2.3GeV/c
0.9·0.9

= 2.84GeV/c (this
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is the limit, if the track loses exactly 10% before and 10% inside the TRD and is
thus still accepted by the macro). Tracks in the sample with pt > 2.84GeV/c at the
primary vertex, which were not subject to significant scattering on their way to the
TRD, will survive the tracklet cut. Looking at figure 7.7, tracks with pt < 2.84Gev/c
already make up a substantial amount of all created signal-event tracks. Therefore it
can be understood, that the tracklet cut removes about 14% of the tracks with ≥ 4
tracklets from a good sample at dNch

dy
= 2200, compared to the case without cut.

The decrease in efficiency for five and six tracklets at increasing multiplicity, leading to
an efficiency increase for four or less tracklets, might again be explained by an overload
of MCMs with more than four tracklets. Some tracklets are then simply not sent.
For others, due to overlapping clusters, the individual cluster position reconstruction
is spoiled in a way, that the calculated deflection does not pass the deflection cuts
any more (although the tracklets are taken from the good track sample).

Assuming that the tracklets left after the cut are stiff enough and fulfill the conditions
to reconstruct a track with them inside the GTU, this goes on cost of the number of
tracks with four or more tracklets. For the track reconstruction inside the GTU, at
least four tracklets from different layers are required. Assuming no further diminution
of the number of tracks with sufficient number of tracklets for reconstruction (hence
assuming, that of the left tracklets at least four are found in different layers), one
observes a fast degradation of the maximal possible, overall (tracklet and GTU)
reconstruction efficiency with multiplicity (assuming a GTU reconstruction efficiency
of 100%). While 95% of all tracks can be reconstructed at a multiplicity of dNch

dy
= 200

and 86% at dNch

dy
= 2200, this number decreases to 53% at dNch

dy
= 8000. Hence, just

half of the tracks, that were originally in a sample of good tracks, will be reconstructed
at large multiplicities. This means, that for about 50% of the high-pt primary vertex
tracks, the tracklet cut will remove at least two tracklets from the sample.

At increasing multiplicity, also the majority of the tracks no longer has six tracklets.
The number of tracklets, that occurs most frequently, decreases. This shows, that
within the sample of tracklets chosen by the cut, the discussed mechanisms of gaining
a tracklet are not efficient any more compared to the effects, that lead to loss of
tracklets. Probably a large fraction of the background tracklets are removed, such that
the effective abundance of tracklets is reduced and by that also the macro inefficiency
(it becomes more unlikely, that constellations as shown in figure 7.32, leading to
tracklet gain, are found). This also shows, that a gain in efficiency for tracks with
more than six tracklets at increasing multiplicity, would mostly be based on the macro
inefficiency. For the tracklet loss mechanisms, this is not the case.

Second Approach: Bad Signal Tracklets

Here, shortly the results of applying a tracklet cut on a sample of high pt tracklets, which
are likely to not come from the primary vertex, are presented (table 7.6). A background
multiplicity of dNch

dy
= 2200 was chosen.

In case no cut is applied, the majority of tracks produces six or more tracklets, suggesting
that in any layer a tracklet occurs. The distribution is broadened with a maximum at 4
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Table 7.6: Tracklet efficiencies of a bad tracklet sample. The fraction of tracks with a given
number (nr.) of found tracklets is listed. Multiplicity 2200. The fraction of
tracks with a number of tracklets is given in %.
state nr.: 0 1 2 3 4 5 6 7 8 9 10 11

without cut 0 0 1 0 3 8 60 23 4 1 0 0
with cut 7 9 12 16 20 21 14 1 0 0 0 0

and 5 tracklets, if a cut is applied. This equilibration is much more pronounced than in
the sample with good tracklets.

Third Approach: Full Multiplicity Background Event

In the following, one dNch

dy
= 8000 background event is considered. Here, the number of

tracks having no tracklets is so large, that it is not contained in efficiency calculation.
In table 7.7 the results without tracklet cut are shown, in table 7.8 the results with cut.

Table 7.7: Tracklet efficiencies of the full background event. No tracklet cut. The fraction
of tracks with a number (nr.) of tracklets is given in %.

state nr.: 1 2 3 4 5 6 7 8 9 10 11 sum ≥ 4

total 30 18 13 11 10 8 5 3 1 1 0 39
pt < 2.3GeV/c 30 19 13 11 10 7 5 3 1 1 0 38
pt ≥ 2.3GeV/c 5 5 8 13 24 29 11 4 1 0 0 82

Table 7.8: Tracklet efficiencies of the full background event. With tracklet cut. The fraction
of tracks with a number (nr.) of tracklets is given in %.

state nr.: 1 2 3 4 5 6 7 8 9 10 11 sum ≥ 4

total 75 18 5 2 0 0 0 0 0 0 0 2
pt < 2.3GeV/c 77 18 4 1 0 0 0 0 0 0 0 1
pt ≥ 2.3GeV/c 20 20 30 20 8 2 0 0 0 0 0 30

Since the majority of tracks has pt < 2.3GeV/c, the distributions of all tracks and those
with transverse momentum at the primary vertex pt < 2.3GeV/c look almost identical, even
when applying a cut. One observes that tracks with pt ≥ 2.3GeV/c produce on average
more tracklets. This hints, that many tracks in case of pt < 2.3GeV/c, produce only a low
number of tracklets, which may also occur by accident, e.g. by assigning wrong clusters
in the high multiplicity environment. Applying a cut throws away a substantial number
of tracklets. In case of pt < 2.3GeV/c tracks, the overwhelming majority is left with a
maximum of two tracklets.

In case of pt ≥ 2.3GeV/c, the situation is less dramatic (see figure 7.34). Although
the distribution is shifted toward smaller number of tracklets, the weights are distributed
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Figure 7.34: Efficiency for background tracks with (last row) and without (first row) tracklet
cut. Multiplicity 8000. Pt>2.3GeV/c.

almost equivalently over the range from 1 to 4 tracklets. Still for around 30% of the tracks
with pt > 2.3GeV/c, four or more tracklets are found. This suggests, that a significant
amount of large pt tracks arrive at the TRD with almost vertex direction. Comparing the
result to the case of the good signal sample, where at a multiplicity of dNch

dy
= 8000 only

about 50% of the tracks are left with four or more tracklets, a yield of 30% of high pt

tracks, which could be reconstructed by the GTU, is quite astonishing. This means that
the additional restriction of δpt

pt
< 0.1 before and inside the TRD, respectively, increases

the yield by just 20%, as compared to just restricting the sample to pt > 2GeV/c tracks.
Note that in both cases, in the simulation of the background and the signal, ITS and TPC
were activated. Almost none of the pt < 2.3GeV/c tracks could be reconstructed by the
GTU.

The tracklet cut therefore relieves the matching for the GTU by taking out tracklets from
the sample, which probably could not be merged to a track (tracklets from spoiled clusters,
tracklets from curled up tracks (several tracklets in one layer), etc.). On the other hand
also promising tracklets are removed, which can lead to the impossibility of reconstructing
good tracks or result in a reconstruction of less quality, since less than six tracklets are
available.
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8 Electron Probability Measure and
Pion Rejection Capability

In this chapter, the way to a possible electron identification measure in the TRAP is
described. The method is based on the distribution of the mean charge per cluster. After
a short introduction into the likelihood method, a simple implementation is proposed.

The particle identification procedure on tracklet basis will only be able to distinguish be-
tween two particle species, electrons and pions. Therefore it has to be assumed throughout
this chapter, that there are but electron and pion tracklets in the event samples. Other-
wise, if a third particle specie was involved, it would be identified as electron or pion and
spoil the performance of the pion rejection capability, except its charge distribution had the
same shape as that of electrons or pions. But of course, also other charged and energetic
particles, e.g. muons, protons or kaons, can form tracklets. Since the trigger is supposed
to find promising high pt electrons, it is of importance, that these tracklets are treated like
pions and are not misidentified as electrons.

More about the electron pion separation methods offline, especially a description of a
neural network approach, can be found in [Wil04]. Detector performance results, concerning
the electron identification, are given in [ALI01], [Ene03] and [Spa04]. An introduction into
Stochastic is provided in [Naw94]. Probability issues, concerning the energy loss of particles,
are contained in [Kol].

8.1 Electron Probability and Likelihood

Because a measure for the electron probability in the TRAP will have to exploit the de-
posited charge of the incident particle in some way, the distribution of the mean cluster
charge is the foundation of the following discussion. The main purpose of the TRAP is to
separate high pt electrons from the large pion background. Therefore the electron proba-
bility measures are aimed to provide a good efficiency in electron detection with a large
suppression of the ion background. In order to exploit a large fraction of promising events
and to not spoil the chosen samples too much by background pions, a pion rejection factor
of greater than 100 is necessary at 90% electron efficiency. That means that on average
90% of all interesting (high pt) electron tracks have to be found and that less than 1% of
these tracksmay be misidentified as pions.

8.1.1 1D Likelihood Approach for TRAP

In the following, all discussions are specified for tracklets. The goal is to calculate a measure
for the probability, that a given tracklet has been produced by an electron track. In the
GTU, when tracklets are combined to tracks, the probability information of the tracklets
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are combined to an overall probability for the track to be an electron. Also the mean cluster
charge distributions are supposed to be recorded on tracklet basis. The mean charge per
cluster is then given as the total charge Q = Q(1) + Q(2) deposited by a tracklet, divided
by the number of clusters, N : q = Q

N
= 1

N

∑N
i=1(Li + Ci + Ri). The total charge of a

cluster is given as the sum over the charges of the central channel and its two neighbors.
The accumulated charges Q(1) and Q(2) and thus as the total charge of all clusters, Q, are
given without baseline. Since N counts the number of detected clusters in the linear fit
range, it is necessary that Q(1) and Q(2) cover together exactly the whole fit range without
overlapping or gaps, in order to get a proper mean cluster charge1.

If the distributions are normalized by their total number of entries, they can be inter-
preted as the conditional probability to measure the charge q given the knowledge of the
particle specie: Pe(q) = P (q|e) for electrons, Pπ(q) = P (q|π) for pions. Note that the dis-
tributions considered here are supposed to only contain the charge of tracklets with applied
tracklet cut, i.e., whose pt was found to be larger than 2.3GeV/c. This is of course only
true if the particles are assumed to come from the primary vertex.

The typical shape of mean cluster charge distributions for electrons and pions is shown
in figure 8.1.

Figure 8.1: Mean cluster charge distributions for electrons and pions [ALI01]

The distribution of electrons is shifted toward larger values of q. This has two reasons.
First, high pt electrons have a large value of βγ and are already at the Fermi plateau of
energy loss. Pions at these momenta on the other hand are still on the relativistic rise.

1Since one can assume, that a tracklet has a cluster in almost every time bin, the charge accumulation
can be set to cover the drift region, whereas the linear fit range can be set to cover the amplification
region in addition. This is possible, because the fit range and the charge accumulation range can
be set independently. Then, the normalization factor for the mean charge per cluster is given by
N − Namplification = N − (tdrift,S − 1) (in every amplification time bin a cluster can be expected),
if N is the total number of detected clusters. This is of course only true, as long as a track does not
cross pad rows and all the amplification time bins are included in N . To be save, in the following, the
fit range and the charge accumulation range are expected to be set equally. Then, the normalization
factor is just given by N .
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Second, their is additional charge, produced by TR clusters in case of electrons, yet not
in case of pions. Therefore, the mean value and the most probable value (MPV) of the
distribution are larger for electrons than for pions.

The quantity one would like to extract is the conditional probability, that a measured
charge q was created by an electron: P (e|q). Let P (e) be the unconditioned probability
that the incident particle was an electron (that the current tracklet was created by an
electron track) and P (q) the unconditioned probability to measure the mean charge per
cluster q. Clearly, P (e) and P (q) depend on the fraction of electrons and pions in the
TRD event (simplifying to the assumption that the event is made up only by electrons
and pions, P (e) + P (π) = 1). Hence, the knowledge of P (e) and P (q) is a global event
information, which is not available on MCM level. In the following, A denotes the event,
that the tracklet was caused by an electron track and B the event, that the mean cluster
charge q is created, P (e) = P (A) and P (q) = P (B). Including global information and
using P (A|B) = P (A∩B)

P (B)
, one can write for P (e|q):

P (e|q) = P (A|B) = P (B|A) · P (A)

P (B)
.

P (q) can be turned into

P (q) = P (B) = P ((A ∩B) ∪ (Ā ∩B)).

A ∩B and Ā ∩B are disjunct events, hence

P (B) = P (A ∩B) + P (Ā ∩B).

Because P (A ∩B) = P (B) · P (A|B) = P (A) · P (B|A), it follows

P (B) = P (A) · P (B|A) + P (Ā) · P (B|Ā).

Therefore
P (A|B) =

P (B|A) · P (A)

P (A) · P (B|A) + P (Ā) · P (B|Ā)

or in terms of P (e) and P (q)

P (e|q) =
Pe(q) · P (e)

P (e) · Pe(q) + P (π) · Pπ(q)
. (8.1)

This is the probability that an electron produces the mean cluster charge q.
As no global probabilities are available, one reduces equation (8.1) to its local compo-

nents:
Le(q) =

Pe(q)

Pe(q) + Pπ(q)
=

1

1 + Pπ(q)
Pe(q)

,

with 0 ≤ Le(q) ≤ 1. The quantity Le is called electron Likelihood and is a function of q. It
is used as a measure for the probability, that the charge q was deposited by an electron. It
is based only on the charge distributions and can be applied if no information beyond the
charge deposition is available.
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The following considerations are restricted to tracklets, i.e. to the charge deposit in one
layer. By Li

e(q) the tracklet electron likelihoods are denoted (based on the mean charge
q). Given the distributions of P i

e(q) and P i
π(q), for each q the likelihood Li

e(q) can be
calculated. If, in case of an incident electron, these likelihood values Li

e(q) are weighted by
the corresponding value of P i

e(q) at charge q and if these weights are filled into a likelihood
histogram at the bin of the likelihood value Li

e(q), one obtains the distribution of the
electron likelihood for incident electrons, Li

e→e
2. The distribution can of course also be

obtained by measuring a second time for a large sample of incoming electrons under the
same conditions, for which the Pe(q) distributions were recorded, the mean cluster charge
q and by increasing the corresponding likelihood bin Li

e→e(q). For incoming pions, the
likelihood distribution Li

π→e can be obtained analogously. The Li
e→e distribution can be

considered as the distribution of the fraction of electrons, that are inferred as electrons.
Accordingly Li

π→e denotes the fraction of pions, that are misidentified as electrons. Note,
that each charge q is connected to a likelihood value Le(q). Just the distribution of the
likelihood values depends on the incident particle type (electron or pion). Typical electron
likelihood distributions for incoming electrons and pions are shown in figure 8.2.

Figure 8.2: Electron likelihood distributions for incoming electrons and pions [ALI01]

The Li
e→e distribution shows a strong increase of entries at likelihood values approaching

1. These likelihood values occur for large q, where the mean charge distribution of electrons
still shows a considerable fraction of entries, whereas only a very small number of pions
deposits that much charge (the number of entries in Li

π→e decreases for increasing q). On
the other hand, the fraction of electrons producing little charges q is small as compared to
the fraction of pions depositing this charge. Therefore the number of entries in the Li

e→e

distribution decreases toward smaller q, while the number of entries increases in the Li
π→e

distribution3.
2q and hence Li

e(q) are discretized
3For the likelihood to be a pion (which is not used here), Li

π(q), it follows Li
π(q) = P i

π(q)
P i

e(q)+P i
π(q) = 1−Li

e(q).
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From the measured mean charge per cluster q, the TRAP is supposed to provide the
corresponding likelihood value Li

e(q), based on the distributions of P i
e(q) and P i

π(q).
When combining the PID information of the tracklets from different layers, that were

merged to one track, the GTU has to make a final decision of whether this track is treated
as an electron or a pion track. Assuming that C tracklets are merged to one track, the
likelihoods could be merged by building their mean:

Le =
1

C
·
∑

i

Li
e(qi),

where the sum runs over the the contributing tracklets. qi denotes the measured mean
cluster charge of tracklet i, Le the average electron likelihood of a track.

Based on the assumption, that the mean charge per cluster distributions and hence
the electron likelihood distributions look the same in every layer (for incident electrons and
pions; P i

e(q) = Pe(q), P i
π(q) = Pπ(q) ∀i)4, one can now apply a cut on the average likelihood

Le, Le,cut. Particles with Le ≥ Le,cut are considered electrons and are kept, particles with
Le < Le,cut are treated as pions and are rejected. The value of the cut is chosen such,
that the number of entries in the electron likelihood distribution for an incident electron
make up 90% of all entries. If f(Le→e) (f(Lπ→e)) denotes the functional description of the
average electron likelihood distribution for an incident electron (pion)5, the cut fulfills the
following condition: ∫ 1

Le,cut

f(Le→e)dLe→e = 0.9.

Under this cut about 2% of the entries in the electron likelihood distributions for incident
pions are kept: ∫ 1

Le,cut

f(Lπ→e)dLπ→e = επ.

This means that applying this cut will on average keep 90% of the good electrons6(electron
efficiency εe) and will keep around 2% of the high pt pions, which are then treated as
electrons (misidentified pions, pion efficiency επ). A pion efficiency επ hence means a pion
rejection of 1

επ
(in the example with επ = 0.02, only every 50th pion is misidentified and a

factor 50 pion rejection is achieved).

Therefore the distributions of the pion likelihood for incoming electrons or pions are the mirrored
distributions of the respective electron likelihoods (mirrored at L = 1

2 ).
4Due to this assumption, the average electron likelihood distribution for the tracks can be expected to

have the same shape as the likelihood distributions for the individual tracklets (depending on whether
incident electrons or pions are considered). If an electron tracklet produces the fraction b of all entries
in the Le→e-distribution in a likelihood range [Le,min, Le,max], this will also apply for the average
distribution. This also makes the average electron likelihood Le independent of the actual layers i, that
are taken into account and additionally independent of the number C of tracklets, which were used to
reconstruct the track.

5The average electron likelihood distributions for incoming e and π are obtained by inserting the values
of Le for many merged tracks into a likelihood histogram. Due to the assumption P i

e(q) = Pe(q) and
P i

π(q) = Pπ(q), alternatively it could be assumed, that the average likelihood distributions look the
same as the distributions on tracklet basis, f(Le→e) = f(Li

e→e) and f(Lπ→e) = f(Li
π→e). Then, the

cut values could be obtained by using the tracklet likelihood distributions.
6electrons with high pt (on the Fermi plateau and producing TR), that go into the distributions
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8 Electron Probability Measure and Pion Rejection Capability

The approach in the offline reconstruction is different. In order to prevent confusion, the
electron identification method used there is shortly presented.

8.1.2 1D Likelihood Approach Offline

The crucial difference in the offline reconstruction is, that the likelihoods are not calculated
for each layer. Instead, for each layer the probabilities for measuring the mean charge q
under the assumption of an incident electron and of an incident pion are calculated and
both given as information to the track reconstruction unit. If the probabilities P i

e(q) and
P i

π(q) are the same for all layers, P i
e(q) = Pe(q) and P i

π(q) = Pπ(q) and the amount of
charge created in a layer is independent of the charge in any other layer (independent
energy losses), one obtains for the probability, that an electron creates the mean charge
sequence ~q = (qi)iε{1,..,6}, P tot

e (~q):

P tot
e (~q) = (P 1 × P 2 × ...× P 6)(q1 in layer 1 ∩ q2 in layer 2 ∩ ... ∩ q6 in layer 6 |e)

=
6∏

i=1

P i
e(qi) =

6∏
i=1

Pe(qi).

For pions, the total probability for this charge sequence ~q is calculated in the same way:

P tot
π (~q) =

6∏
i=1

P i
π(qi) =

6∏
i=1

Pπ(qi).

The final electron likelihood for a track is now constructed with these probabilities:

Le =
P tot

e (~q)

P tot
e (~q) + P tot

π (~q)

=

∏6
i=1 Pe(qi)∏6

i=1 Pe(qi) +
∏6

i=1 Pπ(qi)
.

Therefore, the likelihood distribution has to be recorded for the total probabilities. If less
than six layers are used, the products of the total probabilities are modified and therefore
also the electron likelihood definition. Under the assumption, that the likelihood distri-
bution only depends on the total number, not on the specific identity of the participating
layers, for each possible number of involved layers, an individual distribution has to be
recorded. If less than six layers are available for measurements, the pion efficiency results
from less than six layers (e.g. measurements for one, two,..., five involved layers) can be
extrapolated to six layers.

The decision of whether a track is considered an electron or a pion is again chosen by a
cut, allowing for 90% electron efficiency.

The reason, why this approach is not feasible for tracklets, is rather technical. For the
measure of the electron probability of a tracklet, only 8 bits are available. The offline
approach would require to send to the GTU the values P i

e(qi) and P i
π(qi). Having only 8

bit available for both values would restrict the accuracy of the final likelihood estimation
very much. Therefore the approach of calculating the likelihood locally for each tracklet in
the TRAP, will probably be the more accurate method.
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It would however be possible, that for each tracklet the mean cluster charge q, encoded
in 8 bit7, is written into the electron probability part of the tracklet word and sent to
the GTU. Then all the probabilities would be calculated within the GTU and the offline
likelihood method just described could be applied. This would mean, that the electron
charge distribution, the pion charge distribution as well as the likelihood distribution would
have to be stored in LUTs of the GTU. Moreover the GTU would be confronted with
additional bunches of calculations8, although timing is already very tough. Additionally,
since on GTU level the actual MCM, from which a tracklet comes from, is not known
(only the half chamber is known), the mean cluster charge of a tracklet q, would have
to be tracklet length corrected (see below) on LTU level before transmission to the GTU
nevertheless (otherwise the tracklet length correction could only be done with have-chamber
accuracy, incorporating between 24 and 32 MCMs). As it is not clear technically if the
GTU approach would be possible, it is not followed any further here.

8.1.3 2D Likelihood Approach Offline

Up to now only one information about the deposited charge was used for electron pion
separation, namely the mean cluster charge. Because of TR in case of electrons, which
arrives preferentially toward later time bins and forms large charge clusters, an additional
information can be exploited by recording also the arrival time of the largest detected
charge cluster. The distribution is sketched in figure 8.3. The time distribution of the

Figure 8.3: Time bin distribution of the largest cluster for electron and pion tracks [Wil04]

7Already by restricting q to 8 bit, throws away a significant part of the electron charge distribution
(overflow for values ≥ 28, projected to the 28 − 1 bin of the distribution). Taking the first 8 bit of the
n bit value q instead of the last ones on the other hand, restricts the resolution to 2n−8. Smaller values
are projected to this bin of the distribution.

810 multiplications for the electron and pion charge probabilities, one addition and one division compared
to 5 additions and one multiplication by a constant 1

C in case of the method described in the previous
section
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8 Electron Probability Measure and Pion Rejection Capability

largest charge is almost uniform for pions. For electrons, the probability for the largest
charge to arrive at small times is lower than for pions, however the probability is strongly
increasing toward later time bins because of the additional TR clusters.

Let Ti be the time of the maximum charge of a cluster in layer i and let P̃ i
e(Ti) =

P̃ i(Ti|e) the probability for arrival time Ti in case of an electron (P̃ i
π(Ti) = P̃ i(Ti|π) for a

pion). Again the distributions are assumed to not differ in different layers, P̃ i
e(T ) = P̃e(T )

(P̃ i
π(T ) = P̃π(T )). Then, as the mean charge q and the time position T of the largest cluster

are independent, one obtains for the probability for electrons:

P tot
e (~q, ~T ) = (P 1

e × ...× P 6
e × P̃ 1

e × ...× P̃ 6
e )((q1 ∩ T1) ∩ ... ∩ (q6 ∩ T6))

=
6∏

i=1

Pe(qi) ·
6∏

i=1

P̃e(Ti).

For pions:

P tot
π (~q, ~T ) =

6∏
i=1

Pπ(qi) ·
6∏

i=1

P̃π(Ti).

Similarly to the likelihood method for the charge q, one can define an electron likelihood
for the position of the largest cluster by

L̃e(~T ) =
P̃e(~T )

P̃e(~T ) + P̃π(~T )

=

∏6
i=1 P̃e(Ti)∏6

i=1 P̃e(Ti) +
∏6

i=1 P̃π(Ti)

If less than six layers are included, the according products just run over the involved layers.
Also for the total probability measure, an electron likelihood can be defined. Since this
likelihood depends on two measures, ~T and ~q, it is also called 2D likelihood.

Ltot
e (~q, ~T ) =

P tot
e (~q, ~T )

P tot
e (~q, ~T ) + P tot

π (~q, ~T )

=

∏6
i=1 Pe(qi) ·

∏6
i=1 P̃e(Ti)∏6

i=1 Pe(qi) ·
∏6

i=1 P̃e(Ti) +
∏6

i=1 Pπ(qi) ·
∏6

i=1 P̃π(Ti)
.

Applying the 2D likelihood method for incident electrons and pions, the pion rejection
factor at 90% electron efficiency can be significantly increased. Unfortunately, from the
TRAP no information about the time position of the largest cluster of a tracklet is available
and therefore a 2D likelihood approach is not considered any further.

Another method, a neural network approach, tries to use the full information for electron
pion separation, namely which charge was deposited when. However, a description of this
method would lead too far.

8.2 The Energy Loss Distribution

In this section different aspects, that influence the mean cluster charge distributions, are
shortly discussed. It is assumed that the total energy loss of a track within the fit range of
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a layer is proportional to the mean cluster charge of the corresponding tracklet. Moreover,
it is assumed that the shapes of both, the energy loss distribution and the mean cluster
charge distribution are Landau like. A justification is given in the next section.

Because the probability for a mean cluster charge q = Q
N

is calculated from the corre-
sponding distributions, one has first to define the conditions, under which the detector will
be run, before recording the reference distributions. These conditions determine the values
of q, that can occur and to which a probability has to be assigned. Moreover it should
be noted, that the mean cluster charges for tracklets are considered, that have already
passed a cut on the momentum of the tracklets at pt = 2.3Gev/c. So it is assumed, that
mostly stiff tracklets from the primary vertex are in the sample ( Q

N
is obtained from such

clusters). The mean cluster charge distributions, used for the electron probability in the
TRAP, should be recorded under this condition.

8.2.1 Average Pulse Height Spectrum and Electron Pion
Separation Power

The course of the averaged (over many measurements) signal height with time for electrons
and pions is shown in figure 8.4. The time range considered also covers the amplification
region. As a measure for the electron pion separation power, the fraction of the average
signal of electrons and pions at a defined time t can be used:

Re,π =
average signal of electrons at time t

average signal of pions at time t
.

Figure 8.4: Average pulse height spectrum as function of the drift time [Pos04]

The first peak in the pulse height spectrum, which is on average twice as high as the
height of the plateau, is due to charge clusters from the amplification region, which arrive
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8 Electron Probability Measure and Pion Rejection Capability

from below and above at the anode wire within the same time bin9.
With the arrival of clusters from the drift volume, the average pulse height decreases

considerably and only slightly increases with drift time. This increase comes from overlap-
pings of the long tails due to the slow ion drift of preceding avalanches. If a tail filter is
applied, this slight increase could be used as a measure of its efficiency.

After drift time the average signal decreases exponentially, which again is due to the
gradual decay of the long tails from the last clusters.

In case of electrons, the average height of the plateau is larger than in the pion pulse
height spectrum, because electrons are already at the Fermi plateau of ionization while
pions are at the relativistic rise. Moreover the contribution of TR clusters (which are pref-
erentially absorbed at the entrance of the drift volume) makes the plateau values increase
considerably toward the end of drift time. Therefore it is sensible to choose for Re,π a time
t toward the end of the drift.

If electrons and pions are not separated and both are used for the average pulse height
spectrum, the increase due to TR clusters is hardly visible, since the average effect suffers
from the large ion background.

8.2.2 Some Features Influencing the Mean Cluster Charge
Distributions

• δ-rays. They mostly influence the tail of the distribution. It is hence important to
decide, how δ-rays are treated: Whether they are tracked and their energy loss is
added to the energy loss of the tracklet or if one does not account for δ-electrons (low
energetic ones might get curled up in the magnetic field) and hence only the energy
deposit of the tracklet is considered. To characterize the mean charge per cluster
distribution, it is of advantage to take the MPV instead of the mean, since the MPV
is less affected by the tail.

• Tracks that are crossing pad rows. As there is no communication between pad rows
on TRAP level, tracklets of such tracks have biased mean cluster charge. If a tracklet
is produced of clusters from early time bins, the contribution of TR for electrons is
missing and hence the mean cluster charge is too small and closer to the values for
pions. This decreases the electron pion separation capability. If, on the other hand,
an electron tracklet is formed of clusters from later time bins only, due to the overes-
timated TR contribution its mean cluster charge becomes too large, hence increasing
the separation capability10. Because stiff tracks are considered (small deflection from

9Due to the higher drift velocity and the low drift distance of these clusters, the time shape of the
individual signal caused by them is hardly influenced by transverse diffusion but is almost exclusively
given by the PASA shaping and the time response of the amplification (slow ion drift away from anode
wire). Hence the individual signal of an amplification cluster approaches the shape of the time response
function (time response to a delta shape like charge cluster at the anode wire)

10Due to the shape of the individual energy release spectrum (δE ∝ 1
(δE)2 ), there will be only few electron

clusters with large energy content produced by one track (and hence only few detected clusters with
large charge; a detected cluster is composed of the signal of several electron clusters). If a track with
such a large detected cluster crosses a pad row, its mean cluster charge will be underestimated in
one row and overestimated in the other. Underestimated mean cluster charge of electrons as well as
overestimated mean cluster charge of pions will also reduce the separation capability.
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8.2 The Energy Loss Distribution

the vertex direction), tracks that cross pad rows are mainly an issue at large angles
between the vertex direction and the chamber normal in the xz-plane, e.g. at the
outer stacks of a sector. While in the central stack rows are only crossed, if the
stiff track enters close to a pad row boundary (happening only for a small angular re-
gion), in the outer stacks, due to the larger inclination of the tracks w.r.t.the chamber
normal, the angular region, permitting row-crossing, becomes broad. For a sample
of tracks from the primary vertex with no preferred direction, this means, that the
probability for pad row crossing increases with the longitudinal z-distance from the
vertex. Because a SM is seen at an opening angle of 90◦ from the primary vertex,
the maximum deflection of vertex direction to chamber normal is 45◦. Crossing a
pad row means, that on the flight through the drift volume (linear fit range), where
clusters are created, the boundary between pad rows is crossed. Because the maxi-
mum deflection in z, ∆z = tan 45◦ · 3.0cm = 3.0cm, is considerably smaller than the
pad lengths (7cm to 10cm), a maximum of one pad row is crossed per layer. The
number of pad rows covered by the opening angle, is the same for all of the layers
(the pad length is increased layer by layer to cover the larger area, figure 8.5), hence
the probability to cross a pad row should not be layer dependent.

.
z

x

pad rows

θ

Δz=dxtanθ

dx

pad length

Figure 8.5: Projective geometry of the TRD in the xz-plane. Stack with 16 pad rows.

• Momentum. Since pions are on the relativistic rise of energy loss and electrons are
on the Fermi plateau, the mean charge per cluster will increase with momentum for
pions, yet not for electrons. Therefore the electron pion separation (pion rejection
at 90% electron efficiency) decreases with momentum. At large momenta, for the
separation the contribution of TR is crucial.

As a measure for the separation of e from π one could use the truncated mean of
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8 Electron Probability Measure and Pion Rejection Capability

the mean cluster charge distribution (by not counting entries in the distributions at
charges above a threshold; also used for discriminating particles with no TR con-
tribution) or the MPV, which is less affected by the tail and therefore more stable.
However, to determine the MPV requires to fit the measured energy loss by a con-
volution of a Gaussian with a Landau distribution and derive the MPV from that.
The Gaussian describes the limited detector energy resolution, leading to a smearing
of the actual energy losses. The smeared energy loss is then weighted by a Landau
distribution. Thus the convolution of the two effects yields the observed distributions.

Assuming that the energy transfer spectrum remains unchanged (δE ∝ 1
(δE)2

), a larger
energy loss of pions at larger momenta is induced by a greater number of primary
inelastic collisions (the mean of the Poisson distribution, N̄ , grows). The effect on
the mean cluster charge distribution is then comparable to what happens, if the
path length through the detector is enlarged. This means for the distribution of the
tracklet energy deposit ∆E =

∑N
i=1 δEi, that the MPV grows. Also the tail becomes

less pronounced, because the probability for large energy losses or the production of
δ-rays does not increase proportional to the number of energy losses. Moreover the
FWHM, normalized to the MPV, FWHM

MPV
, decreases. More entries in the sum (entries

all distributed according to δE ∝ 1
(δE)2

) allow for an easier balance of the sum’s
value and thus makes it more stable with less fluctuations. Hence the FWHM of
the distribution, normalized to N̄ or MPV, decreases. By increasing N̄ , the Landau
distributions should then gradually approach a normal distribution.

For electrons, no momentum effects on the energy loss by ionization should be visible.
However, the mean energy loss for electrons is composed by two parts: the energy
loss due to ionizations and the loss because of Bremsstrahlung:

(
dE

dx
) = (

dE

dx
)ion + (

dE

dx
)brems.

While (dE
dx

)ion is almost independent of the energy E (electrons are at Fermi Plateau
at the considered momentum scale), (dE

dx
)brems increases proportional to E. As the

energy loss spectrum for Bremsstrahlung is rather broad with a different mean value
as compared to the energy loss due to ionization, its increasing contribution at growing
momentum would add fluctuations to (dE

dx
) and might enlarge the FWHM of the total

energy loss distribution (with Bremsstrahlung included).

• Effective detector thickness. If the incident angle of the track w.r.t. the chamber
normal is different from 0◦, also the effective path length through the radiator and
the detector increases. This increases again N̄ and has to be taken into account when
using a recorded energy loss distribution, by applying a corresponding normalization.

• Detector constants. The energy loss depends on features like the gas composition,
pressure, electric field strengths, drift velocity ... Therefore one has to define the
environment under which the detector will be run, before recording the reference
energy loss distributions.

• Space charge. The average pulse height increases exponentially with gas gain. How-
ever, at large gas gains, space charge reduces the gain especially for later time bins.
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8.2 The Energy Loss Distribution

For the amplification region, as there are no preceding avalanches, space charge has no
influence. For later times the plateau of the average pulse height spectrum becomes
attenuated. The strength of this effect however depends on the incident angle of the
track (becomes more marked toward normal incidence, since all charge becomes con-
centrated on a small area). Moreover the effect of space charge is more pronounced
for electrons than for pions due to their larger signal (more drifting positive ions after
the avalanche). Hence also the electron pion rejection power Re,π decreases toward
normal incidence.

Because space charge is a local effect, it varies the gas gain locally. Therefore it would
be of advantage to reduce space charge as much as possible. As already mentioned,
space charge is reduced at larger incident angles. However the increase in Re,π for
larger angles is also positively influenced by the thicker effective radiator and detector,
which leads to more TR and more energy loss. Another way to reduce space charge
is to reduce the gas gain (by reduction of anode voltage), resulting in a ion cloud of
less density.

• Linear fit range. This issue was already mentioned in the previous chapter. If the
linear fit end time tFE is not chosen close enough to the real drift end time, tdrift,E, the
Transition Radiation clusters are not properly taken into account. This influences the
mean cluster charge distribution of electrons and reduces the electron-pion separation
capability.

• Multiplicity (e.q. pp run, PbPb run). In an environment with very many tracks,
there are a number of effects which influence the mean cluster charge distribution:

– Clusters not found. Because the probability for finding several very close tracks
is large in a high multiplicity event, it can easily happen that position recon-
struction of a cluster due to charge sharing is influenced by nearby clusters.
Then the reconstruction algorithm might no longer be able to assign the cluster
to the right track or even might not find some clusters and as a consequence
some tracks could end up with too low mean cluster charge assigned to them.

– Assigning wrong clusters to a track could either reduce or enlarge the cluster
charge, assigned to the track

– Cluster pick up. Also for stiff tracklets (distributed only over 2 or 3 pads) it is
very common, that a track picks up clusters from other tracks. An overlapping
cluster for example cannot be disentangled before it is assigned to a track. In
this way, one track picks up clusters, which were built by several tracks, resulting
in an exaggerated mean charge per cluster. Since the mean of the charge dis-
tributions grow with multiplicity, cluster pick up seems to be the overwhelming
effect.
That also means, that the values of the pulse height spectrum increase. However,
this effect is more pronounced for pions than for electrons, because for pions the
value of dE

dx
is smaller and TR is missing. Therefore cluster pick up reduces the

electron pion separation power Re,π and thus the pion rejection at given electron
efficiency.
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A possibility to reduce the influence of high multiplicity on the mean cluster charge
distribution and on Re,π, could be the usage of the cluster quality measure. Only if a
cluster is considered clean, it is counted as a fit point and the charge counter Q and
the hit counter N are increased. Of course, if the measure is used in the run, also for
the reference distributions it must be applied.

In a high multiplicity environment, where almost 30% of all detector pixels (pad and
time bins) are occupied, using the quality measure could lead to a substantial decrease
of counted clusters. This could either reduce the number of tracklets (because not
enough clusters are available to build a tracklet) or to a wrong charge measure. A
usual track is supposed to produce clusters in almost every time bin it traverses in
the fit range. However, the quality measure could take out clusters from time bins
arbitrarily, in which clusters are found to occur from crossing tracks (overlapping
clusters). If nevertheless a tracklet is built (tracklet with holes), it could happen that
its clusters are concentrated around some time bins and a collection of holes is found
around other time bins (where tracks have crossed). Like that, the mean charge of the
tracklet can easily be under- or overestimated (by excluding TR or excluding ranges
without TR). Because there is no time bin information on the participating clusters,
there is no way to find out, whether one can rely on the mean charge measurement of
a tracklet or how often the mean charge of tracklets is determined considerably false.

8.3 Proposal for the Implementation of a Likelihood
Measure into the TRAP

In this section a possible implementation of an electron probability measure for the TRAP
is presented, respecting the technical conditions.

8.3.1 Technical Conditions

The final electron identification measure of a tracklet, which, as was discussed in the first
section, will be a likelihood, will be stored as part of the tracklet word, encoded as 8 bit,
with a granularity of 2−8. To store the likelihood values for different mean cluster charges
q, a LUT with place for 2047 entries of 8 bit each is available on the TRAP. The LUT
is steered by a 11 bit word, which contains the address of the entry in the LUT, that is
chosen as electron probability.

8.3.2 The Reference Distribution

In the following, all quantities that are related to the reference distribution will be marked
by the index 0 or are given as a function of the reference tracklet length in the fit range, l0
(specified later). l0 is assumed to correspond to the Nfit time bins of the fit range (and is
determined by the incident angle of the track).

The first observation is, that a minimum ionizing particle (MIP) produces on average
(Poisson mean) around 50 hits per cm track length. In the whole drift volume of 3.0cm, on
average 150 hits can be expected and this amounts to around 7 hits per time bin (20 time
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bins in drift volume). Thus, the signal that is observed at sampling time, can be made up
from the contributions of several hits.

Let a tracklet be made up of N clusters, where it is assumed that N almost is given by
the number of time bins from the fit range, N ≤ Nfit, which are usually chosen to be all
situated in the drift volume of one chamber (if the tracklet is not spread over several pad
rows). The assumption is, that the track produces a cluster in almost every time bin it flies
through, which is justified by the fact, that a cluster is made up from the contribution of
several hits. The mean cluster charge can be written

q(l0) =
Q(l0)

N
=

1

N

N∑
j=1

qj(l0).

By qj(l0) = Lj + Cj + Rj, the cluster charge of the jth counted cluster (with subtracted
baseline) is denoted (the charge is spread over neighbored pad due to charge sharing). l0
is the tracklet length.

Now it can be further assumed, that the detected cluster charge is proportional to the
energy content ε of the cluster,

qj(l0) = m · εj(l0) + c.

c = 0 because εj(l0) = 0 ⇔ qj(l0) = 0. m is given by the gas gain amplification and the
PASA contribution. That’s why the following considerations will be based on energy.

In a simplified picture, where the spatial distances between the hits contributing to a
cluster as well as the distance of the PASA-shaped signal maximum from the sampling
time is neglected, it can be assumed, that the detected cluster signal at sampling time is
directly proportional to the sum of the energy deposits as stored in the hits. In terms of
the energy signal, this means:

εj(l0) =

Mj∑
i=1

δEi

qj(l0) = m

Mj∑
i=1

δEi.

Mj is the number of hits contributing to the jth cluster and δEi is an individual energy
transfer. Since the number of hits per cluster, Mj, is Poisson distributed with mean M̄j(ltb),
depending on the effective length of a time bin, ltb (and hence on the tracklet length
by ltb = l0

Nfit
), and the energy transfer δEi is approximately distributed as 1

δE2
i
, εj(l0) is

the energy transfer in a thin detector (effective thickness of a time bin) and is Landau
distributed. Also the effective length of all fit time bins corresponds to a thin detector and
hence the total energy loss in the fit time range,

N∑
j=1

Mj∑
i=1

δEi,
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should also be Landau distributed. This can be seen by rewriting

N∑
j=1

Mj∑
i=1

δEi =

Mtot,l0
=M1+M2+...+MN∑

k=1

δEk.

Again, δEk is 1
δE2

k
distributed. Since the sum of Poisson distributed variables is again

Poisson distributed (see Appendix), Mtot,l0 is Poisson distributed. Because the individual
mean values for an effective time bin length ltb (depending on the incident angle), M̄j(ltb),
are the same for each time bin j, M̄j(ltb) = M̄(ltb), one obtains for the mean of Mtot,l0 :

M̄tot,l0 = N · M̄(ltb).

M̄tot,l0 corresponds to a larger effective path length N · ltb, however not necessarily to
l0 = Nfit · ltb, since N ≤ Nfit, therefore M̄tot,l0 ≤ M̄(l0) (M̄(l0) = Nfit · M̄(ltb)).

Because of the above considerations for the distribution of the mean cluster charge q
(which is the charge distribution normalized by N), a Landau shape can be expected.

8.3.3 Tracklet Length Correction

Because it is not possible to record reference distributions for all geometrical positions
of MCMs, the reference mean cluster charge distribution is instead adjusted to different
lengths of the tracklets inside the fit range due to the different geometrical positions. The
tracklet length depends for example on the position of the MCM (direction to primary
vertex) and the momentum of the tracklet (together yielding the deflection dy). In this
section it shall be first inferred, how the reference distribution can be adjusted to a different
effective tracklet length, before the various contributions to the path length are discussed.

Adjustment of the Reference Distribution to Different Tracklet Lengths

Let the fit range [tFS, tFE] be totally covered by the drift region. It is assumed, that the
reference distribution was recorded for an effective tracklet length l0 inside the fit range and
that an adjustment to the actual tracklet length l shall be performed. The number of fit
time bins, Nfit, is supposed to be the same. The question is, how the reference distribution
can still be used in case of different effective path lengths. Or, in other words: If a tracklet,
that travels the distance l, produces the mean cluster charge q(l), is there a scaling to
obtain the charge q(l0) in the reference distribution for the case, the tracklet had traveled
the distance l0? In both cases one can assume that the number of clusters N is equal and
approximately equal to the number of fit time bins, N ≈ Nfit (N ≤ Nfit).

In the following it is again assumed, that the distribution of the individual energy trans-
fers remains unchanged. The difference in the mean cluster charge for different tracklet
lengths is then due to a changing number of energy transfers. The mean cluster energy can
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be expressed by

ε(l0) =
1

N

Mtot,l0∑
k=1

δEk

ε(l) =
1

N

Mtot,l∑
k=1

δEk.

If the distance l0 is split into G0 � 1 basic parts of length δl = l0
G0

, the number of hits
produced on this basic length M(δl) is Poisson distributed with mean M̄(δl) (possibly the
mean is ≤ 1). Then, due to the fact that the sum of Poisson distributed variables are again
Poisson distributed, one obtains

M̄tot,l0 = G0 ·M(δl)

M̄tot,l =
l

δl
·M(δl)

= M̄tot,l0

l

l0
.

Hence, M̄tot,l ∝ l with the proportionality constant M̄tot,l0

l0
.

As an assumption, one can expect the average value of the energy transfer to an individual
hit not to change with increasing tracklet length:

1

Mtot,l

Mtot,l∑
k=1

δEk ≈
1

Mtot,l0

Mtot,l0∑
k=1

δEk.

Then
Mtot,l∑
k=1

δEk ≈
Mtot,l

Mtot,l0

Mtot,l0∑
k=1

δEk.

Now, it can be assumed that M̄tot,l � 1 and M̄tot,l0 � 1, since they are the mean values of
the number of energy transfers for the whole tracklet. Assuming further that there is a large
probability that Mtot,l does not deviate much from M̄tot,l, one can write Mtot,l = M̄tot,l + x
with x� M̄tot,l, and correspondingly Mtot,l0 = M̄tot,l0 + y with y � M̄tot,l0 . Then

Mtot,l

Mtot,l0

=
M̄tot,l + x

M̄tot,l0 + y

=
M̄tot,l + x

M̄tot,l0(1 + y
M̄tot,l0

)

≈ M̄tot,l + x

M̄tot,l0

(1− y

M̄tot,l0

)

≈ M̄tot,l

M̄tot,l0

.
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8 Electron Probability Measure and Pion Rejection Capability

Therefore
Mtot,l∑
k=1

δEk ≈
l

l0

Mtot,l0∑
k=1

δEk

and

ε(l) ≈ l

l0
ε(l0)

=> q(l) ≈ l

l0
q(l0).

This means, the mean cluster charge is proportional to the tracklet length. The normal-
ized mean cluster charge distribution for tracklet length l is obtained from the reference
distribution by:

P (q|l) = P (
l0
l
· q|l0), (8.2)

where q is the measured charge for tracklet length l and l0
l
· q the corresponding charge

from the reference distribution in case of tracklet length l0.

Tracklet Length Ingredients

The tracklet length is directly given by the incident angle with respect to the chamber
normal (which is determined by the direction to the primary vertex and the finite value of
pt), where the inclination in y and in z direction have to be considered. The angle depends
on the geometrical position of the track and on its transverse momentum pt. There are
several assumptions:

• The track comes from the primary vertex.

• The track does not change pad rows.

• The charge sign is not known on TRAP level.

• Each MCM knows its coordinates.

• For each momentum a specific reference distribution is recorded. Of course, this is
idealistic but its implications will be exploited.

As the mean cluster charge distributions are stored in each MCM, each one must be con-
figured individually. The geometry impact of the z coordinate to the tracklet length can
only be given on pad row granularity. The quantity dy, which is known for each tracklet
and which denotes the deflection length, contains the combined influence of geometry and
momentum. A first difficulty is visible immediately: As the charge sign is not known,
the sign of the angle between tracklet direction and vertex direction in the xy-plane is
unknown. Since the deflection dy for a specific track angle is asymmetric w.r.t. the charge
sign (figure 8.6), for each momentum two distributions have to be stored, each normalized
by the appropriate tracklet length, corresponding to the two different charge signs.

The contributions of the individual coordinates to the tracklet length are as follows:
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dy1

dy2

α

α

y

x

dx

Figure 8.6: The asymmetric dy ranges for different charge signs

• x coordinate. In x direction the tracklet length is restricted by the number of fit time
bins. If ν is the sampling frequency, one obtains:

lx = (tFE − tFS)
vdrift,x

ν
.

• y coordinate. In y direction the deflection is directly given by dy (given as a number
with dimension), which contains the geometrical input as well as the momentum
contribution:

ly = dy.

Note that the part of the deflection, that occurs due to momentum, dy,pt
11, depends

on the charge sign. Due to the inclined vertex direction (relative to chamber normal),
these two values of deflection dy,pt are asymmetric with respect to the vertex direction
pt = ∞ (dy,pt=∞ = 0). For the lowest value of pt that should occur according to the
applied cut, pt,min = 2.3Gev, together with a maximum vertex direction of φvertex =
12◦ in the xy-plane (corresponding to x = 3m, y = 0.65m), one obtains the two
values of deflection (geometry and momentum), dy,min ≈ 4.0mm and dy,max ≈ 8.9mm.
Therefore two distributions have to be stored for each momentum (range), one for
each charge sign.

11dy,pt
= ± arcsin(

√
x2

m+y2
meB

2·pt
) and dy(pt) = dx · (tan(arctan( ym

xm
) + dy,pt

))
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• z coordinate. The tracklet length in z direction depends on the path length in x
direction, lx. Let ϑ be the angle in the xz-plane between track direction and chamber
normal, then (figure 8.7)

lz = lx · tanϑ.
Let now zm denote the z coordinate in the middle of the pad row on which the MCM

z

x

zm

xm

lx

lz

ϑ

Figure 8.7: The dependence of lz on lx

is situated and xm the height of the corresponding pad plane. Using this yields

tanϑ =
zm

xm

=> lz = lx ·
zm

xm

.

Combining yields

l =
√
l2x + l2y + l2z

=

√
l2x(1 +

z2
m

x2
m

) + d2
y.

For dy, the following expressions were obtained:

dy,min(pt) = dx · tan (arctan(
ym

xm

)− arcsin (

√
x2

m + y2
meB

2 · pt

))

dy,max(pt) = dx · tan (arctan(
ym

xm

) + arcsin (

√
x2

m + y2
meB

2 · pt

))
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For a given pt, dy,min is obtained for one charge sign, dy,max for the other. Here, a new
problem occurs. Since all distributions are in the configuration of one MCM, also the cor-
rection factor for the tracklet length has to be precalculated. As there is not enough space
to store distributions that are corrected on pad granularity, the only way is to calculate
the correction factor in granularity of MCMs. Therefore ym denotes the central y position
of the 18 pads belonging to one MCM. xm is specific for a layer. If it is clear for what
pt ranges the reference distributions are recorded, also the corresponding dy and hence l
can be calculated for each MCM. Because all arguments of the trigonometric functions are
small, one can approximately write for dy (error in the low % range and smaller than the
error introduced by restricting the granularity to MCMs):

dy,min(pt) ≈ dx · ((
ym

xm

)− (

√
x2

m + y2
meB

2 · pt

))

dy,max(pt) = dx · ((
ym

xm

) + (

√
x2

m + y2
meB

2 · pt

))

Specifying now the conditions for the reference distribution means to choose the MCMs,
for which the mean cluster charge distributions for tracklets within a given pt range are
recorded. This defines the geometrical quantities needed to calculate l0 in MCM granulari-
ties. Here, the chamber in the lowest layer 1 and middle stack 2 is chosen. There, the four
central MCMs are picked (number of pad rows is even and number of pads in a row

18
= 144

18
= 8

is also an even number, figure 8.8). For those MCMs one can approximately set ym ≈ 0,

y

z

pad rows

MCM

Figure 8.8: The four chosen central MCMs in a chamber with 12 pad rows
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zm ≈ 0. Then,

l0,max ≈

√
l2x + d2

x

x2
m,layer 1e

2B2

4p2
t

l0,min ≈

√
l2x − d2

x

x2
m,layer 1e

2B2

4p2
t

.

pt can be given as the central momentum of recorded pt range. Of course, using only
4 MCMs will result in a very long time needed to record the distributions with enough
statistics. Using instead more than 4 MCMs (e.g. combining different layers or a complete
pad row) will on the other hand reduce the resolution of l0 and thus the correction factor
from MCM granularity to pad row or stack granularity. In this sense, achieving higher
statistics will reduce accuracy. In the following however, it is assumed that the tracklet
length is given in MCM granularity and that one gains enough statistics nevertheless.

For the correction factor l0
l

according to (8.2), one obtains:

l0
l

= l0 ·
1

lx

√
1 + z2

m

x2
m

√
1

1 + δ

δ =
d2

y

l2x(1 + z2
m

x2
m

)
.

Now, as it has already been shown, dy,max ≤ 8.9mm. With lx ≤ 30.0mm, approximately
d2

y � l2x and hence d2
y � l2x(1 + z2

m

x2
m

) holds. Thus√
1

1 + δ
≈ 1− 1

2
δ.

Denoting lxz =
√
l2x + l2z = lx

√
1 + z2

m

x2
m

, for l0
l

this finally yields:

l0
l

=
l0
lxz

(1− 1

2

d2
y

l2xz

). (8.3)

For a given pt (central value of the pt range, the distributions were recorded for), two
distributions are needed, one for each charge sign. According to a measured dy it must be
possible to decide, which distribution (for which charge sign) has to be chosen to look up
the probability corresponding to the measured mean cluster charge q. Since there is no
time left to calculated the quantity l0

l
· q(dy) for each tracklet, the distributions have to

be precalculated and stored. To obtain the two tracklet length-normalized distributions,
one could record two reference distributions, one for each charge sign. These distributions
then have to be normalized by the appropriate factors: l0,min

lxz
(1 − 1

2

d2
y,min

l2xz
) or l0,max

lxz
(1 −

1
2

d2
y,max

l2xz
). Instead, it would be enough to record one reference distribution for one charge

sign. To obtain the two normalized distributions, that will be stored in the MCM, one
has then to normalize the reference distribution by two different tracklet lengths: l0

lxz
(1 −
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1
2

d2
y,min

l2xz
) and l0

lxz
(1− 1

2

d2
y,max

l2xz
). l0 = l0,min or l0 = l0,max, depending on whether the reference

distribution was recorded for positively or negatively charged particles. Recording the
reference distribution for one charge sign requires of course, that the energy loss mechanisms
are independent of the charge sign. As long as the energy loss is determined by ionization,
this is fulfilled. However, for simplification, for the rest of this chapter the approach of
recording two reference distributions for each pt is followed. But of course one can easily
switch to the other approach.

The correction factor has to be precalculated for each MCM and each distribution indi-
vidually. To obtain the entry for the mean cluster charge q in the distribution that will be
stored in a MCM, the entry at the charge l0

l
q (expressed in the granularity of q) from the

reference distribution has to be taken. Since l0
l
≤ 1 for a reference distribution under the

mentioned conditions (shortest possible value of l0), it can happen, that different entries in
the distribution of this MCM come from one entry of the reference distribution. Typical
values for l0

l
are between 0.95 and 1.

8.3.4 Implementation

Before discussing quantization issues, a possible way for implementation shall be presented.
In the first place, all distributions have to recorded and corrected for each MCM. Then

the likelihood has to be calculated from the distribution for each value of q. Looking at
the range of ADC values occurring for q = Q

N
in the distribution, it can be seen, that

7 bit are not enough to cover the whole dynamical range. At least 8 bit are needed to
sufficiently represent the values showing up with some probability and hence having entries
in a record with high statistics (in order to make the range fit into 8 bit, q and not Q is
chosen as measure)12. However, even 8 bit are only enough, if the overall amplification
factor (gas gain, PASA amplification) is chosen sufficiently small. The LUT with 2047
entries (available in each MCM) will be used to store the likelihoods13. However, it will
also be used to return for a given dy the address of the corresponding bunch of likelihoods
(not the probabilities) (obtained from the correct tracklet length adjusted distribution,
according to pt and charge sign, inferred from dy). For each q-distribution at least 8 bit are
necessary and therefore also 8 bit are needed to store the likelihoods from this distribution
(Le = Le(q) is a function of q). Hence, since 211−1

28−1
= 8, a maximum of three momentum

ranges can be chosen. Note, that for each momentum there are two distributions. Then
(211 − 1) − 6 · (28 − 1) = 517 entries can be used to find out the address of a likelihood
bunch from dy. Therefore all 7 bit of dy can be encoded in the LUT. If there was a one
to one relation between dy and pt (which is not the case, as will be described in the next
section), in order to be able to assign the right distribution to dy, the central pt values, for
which the reference distributions were recorded, should be distinct enough, such that dy

changes by at least 1 bit.
Once all likelihoods are calculated and stored for each MCM and the problem of assigning

to dy the right distribution (and thus the right likelihood bunch) is solved, the following

12If the overall gain (gas gain and PASA) was increased too much, also Q and q = Q
N would increase. 8

bit are therefore only enough, if the gain is sufficiently low.
13Since each stored likelihood distribution occupies 255 entries of the LUT (since the LUT is steered by

the 8 bit mean cluster charge q), it is not possible to store a distribution for every of the possible 18
tracklet channels of one TRAP. The same distributions have to be used by all of the TRAP channels.
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8 Electron Probability Measure and Pion Rejection Capability

strategy of steering the LUT could be chosen. First, dy is given to the LUT. As dy shall be
stored at the end of the LUT, the corresponding 11 bit LUT steer word (giving the position
in the LUT) would look like 1111&dy, meaning, that the largest four bits are filled by 1.
The corresponding 8 bit entry in the LUT is only filled with a 3 bit number, denoting the
address of the corresponding likelihood bunch. These 3 bit are subsequently written onto
the first three bit of the LUT steer word. The last 8 bit are filled with the value of q, where
q has been cut at a value of 28 − 1. Hence, the following words will be formed:

000&q, 001&q

010&q, 011&q

100&q, 101&q.

The largest address number in the LUT occupied by the likelihoods will thus be 210 +
28 + (28 − 1) = 1535. It should be again emphasized, that the LUT is steered by two
quantities in this approach: q and dy. At the corresponding LUT address, the 8 bit value
of the electron likelihood is stored, which can immediately be used to fill the 8 bit electron
probability part of the 32 bit tracklet word.

8.3.5 Assigning Momentum to Deflection

Since it is necessary to assign to dy a momentum in order to choose a distribution, this
issue shall be discussed in an own section.

If a deflection dy is measured for a tracklet, this is done on pad granularity (x coordinate
of the drift chamber entrance, y coordinate of the pad, on which the tracklet was found).
That means, that the direction to the primary vertex of this tracklet was given with pad
width resolution. As the assignment of dy to pt happens on MCM basis14, tracklets with 18
different vertex directions occur. For a given value of pt, there are 18 different deflections dy

on one MCM for each charge sign. Since the the tracklet word does not carry information
about the angle or deflection of the primary vertex direction, without an additional offset
information a one to one representation of dy to pt is not possible any more. As was
mentioned in the last section, 517 entries in the LUT (9 bit) are available for dy and
possibly another quantity, being suitable to define a tracklet’s vertex direction. However,
since the pad width in the outermost layer amounts to 0.8cm, a MCM, incorporating 18 pad
widths, ranges over 18·0.8cm = 14.4cm. Because 144mm

0.16mm
= 900 (160µm: offset granularity),

this means, that only to obtain the pad information from the offset, at least 10 bit of the
13 bit offset word would be needed. For each MCM, one would have to determine, which
10 out of the 13 bit are necessary. However, since only 9 bit in total are available in the
LUT, this approach of using offset information is not followed here.

Imagine all tracklets in one MCM that have a common value pt,1. Their deflections span
a range in the dy,min and dy,max values:

[dmin
y,max(pt,1), d

max
y,max(pt,1)]

[dmin
y,min(pt,1), d

max
y,min(pt,1)].

The dy,min range is due to tracks of the opposite charge sign than those producing the dy,max

range. The same holds of course for tracklets of pt,2 and pt,3. dmin
y,min(pt,1) and dmin

y,max(pt,1)

14because each MCM has only got one LUT to store the distributions
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Figure 8.9: Ranges of possible tracklet deflections within one MCM
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are the deflections of primary vertex tracklets on one edge of the MCM, dmax
y,min(pt,1) and

dmax
y,max(pt,1) on the other edge. The linear fits to the corresponding tracks through the

MCM edges, surround the vertex direction at these positions. As pt increases, the tracks
will increasingly nestle to the vertex direction, resulting in a decrease of dmin

y,max(pt) and
dmax

y,max(pt) and an increase of dmin
y,min(pt) and dmax

y,min(pt). Note that at pt = ∞ the track lines
will be identical to the vertex direction.

From these observations it can be shown, that dy,min and dy,max ranges do not overlap,
even for different pt. This means, that it is always possible to decide for a given dy, to which
class of range it belongs (corresponding to a charge sign). If also a pt could be inferred from
dy, finally a distribution could be assigned to dy. To show that dy,min and dy,max ranges do
not overlap for three chosen pt values pt,1 < pt,2 < pt,3, because of the above observations
it is enough to show, that still at pt,3

dmin
y,max(pt,3) ≥ dmax

y,min(pt,3) (8.4)

holds. Using now again the approximated expressions for dy and evaluating
√
x2 + y2 ≈

x · (1 + fracy22x2) since y2 � x2, and inserting for y the coordinates of the MCM edges
(ym: y coordinate of MCM center, ∆y = 9 · pad width: half of MCM width), one obtains:

dmin
y,max(pt,3) ≈ dx(

ym −∆y

xm

+
1

2pt,3

eBxm(1 +
(ym −∆y)2

2x2
m

))

dmax
y,min(pt,3) ≈ dx(

ym + ∆y

xm

− 1

2pt,3

eBxm(1 +
(ym + ∆y)2

2x2
m

)).

Resolving (8.4) for pt,3, yields:

pt,3 ≤
eB(2x2

m + y2
m + ∆y2)

4∆y
.

The condition, that dy,min and dy,max ranges are separate, is fulfilled for all MCMs if pt,3 ≤
9GeV/c is chosen. Hence,

[dmin
y,min(pt,1), d

max
y,min(pt,3)] ∩ [dmin

y,max(pt,3), d
max
y,max(pt,1)] = ∅.

The strategy is now as follows: First choose the three values of pt, e.g. pt,1 = 2.5Gev/c,
pt,2 = 4.0Gev/c, pt,3 = 6.0Gev/c. Determine for each MCM in a pad row the range
of dy,min and dy,max values for each individual pt (MCMs at according y yet different z
can be treated equally for this discussion). There will be overlapping parts of the ranges
[dmin

y,max(pt), d
max
y,max(pt)] for the different pt (also for the dy,min ranges). It can be achieved

that only ranges belonging to the neighbored pt values are overlapping (hence, dy ranges
belonging to pt,1 do not overlap with those belonging to pt,3), by requiring

dmin
y,max(pt,1) ≥ dmax

y,max(pt,3)

dmin
y,min(pt,3) ≥ dmax

y,min(pt,1).

The first condition yields

pt,3 ≥
pt,1eB(2x2

m + (ym + ∆y)2)

eB(2x2
m + (ym −∆y)2)− 8∆ypt,1
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for

pt,1 ≤
eB

8∆y
(2x2

m + (y0 −∆y)2).

which is fulfilled for all MCMs, if pt,1 ≤ 4.5GeV/c is chosen. Accordingly, the second
condition yields

pt,3 ≥
pt,1eB(2x2

m + (ym −∆y)2)

eB(2x2
m + (ym + ∆y)2)− 8∆ypt,1

for

pt,1 ≤
eB

8∆y
(2x2

m + (y0 + ∆y)2).

which again is globally fulfilled for pt,1 ≤ 4.5GeV/c.
Evaluating these two conditions for all MCMs, it shows up that for pt,1 = 2.5GeV/c one

has to choose pt,3 ≥ 5.7GeV/c. That’s why pt,3 = 6GeV/c was proposed.
In total, the ranges look like:

[dmin
y,min, d

max
y,min] pt,1 [dmin

y,max, d
max
y,max]

[dmin
y,min, d

max
y,min] pt,2 [dmin

y,max, d
max
y,max]

[dmin
y,min, d

max
y,min] pt,3 [dmin

y,max, d
max
y,max]

In case of overlapping ranges for two adjacent values of pt, this means that there are a
number of values of dy for which the assignment to a pt is not unique. For these, a definite
strategy has to be developed, that assigns these dy to one of the pt’s (there is no preferred
pt). For example, half of the overlapping range could be assigned to one pt, the other half
to the other pt. Or the assignment could be done such, that all pt values incorporate a
possibly similar number of the 255 dy values.

In case there is a gap between the ranges of two values of pt, this means there are a
number of dy values, which are not assigned to any pt. For these an unique assignment to
one pt value has to be chosen, similarly to the strategy in case of overlapping ranges.

Still there might be unused dy, e.g. dy ≤ dmin
y,min(pt,1), dy ≥ dmax

y,max(pt,1) or dmax
y,min(pt,3) ≤

dy ≤ dmin
y,max(pt,3) (as the dy,min and dy,max ranges are disjunct). For dy ≤ dmin

y,min(pt,1) and
dy ≥ dmax

y,max(pt,1), dy should be assigned to pt,1. If dmax
y,min(pt,3) ≤ dy ≤ dmin

y,max(pt,3), dy should
be assigned to pt,3. Because of this it could be of advantage to assign a large part of
overlapping dy or gap dy to pt,2.

In the end, inside each MCM each of the 255 dy values is assigned to one of the six
distributions, which means, dy has been assigned to the dy,min or the dy,max range and to
one out of the three pt values. Therefore, tracklets inside a MCM of same pt yet different
directions to the primary vertex, can be assigned to different distributions. However, in
any case, tracklets are correctly assigned to one of the three distributions that correspond
to their charge sign (which is unknown in the TRAP but expresses itself by different dy

ranges).
The effect, that this assignment strategy might lead to different relative statistics of the

reference distributions recorded in a small sample of MCMs, is not further investigated.
Although it would be more sensible to record for each MCM its own reference distributions,
this is technically impossible.
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8.3.6 Mean Cluster Charge Distributions and Likelihood
Distributions in view of the Quantization Issue

The topic to be discussed in this section concerns the likelihood calculation from the
recorded reference q = Q

N
distributions. It is assumed, that the range of q with signifi-

cant statistics can be sufficiently covered by a 8 bit value. Moreover it is expected that
the shape of the distributions resemble that of a Landau distribution, which, beyond the
position of the MPV (q > qMPV ), gradually approaches 0 with a long tail. For q < qMPV

the distribution is supposed to be monotonely increasing, for q > qMPV monotonely falling.
Under all conditions it is assumed, that the normalized distributions for electrons and pions
have exactly one point of intersection. For q smaller than the intersection point, pπ > pe

and for larger values of q, pe > pπ. These assumptions are the foundation of the model,
that is used in the following.

Mean Cluster Charge Distributions

The first step is to collect entries for the reference distributions under the conditions, which
will govern the later run. Since 3 pt ranges are governed, six distributions are recorded,
2 for each pt. The reason for that has been explained in previous sections. In short, this
is related to the two possible charge signs of a track, resulting in two different deflections
for the same pt. Hence, also the tracklet length depends on the charge sign. The pt values
are chosen such, that all possible deflections that can occur within the TRD due to one
charge sign, are separated from the deflections, that can occur for the other charge sign.
Therefore, depending on their dy, which is a direct measure of their charge sign (although
the actual sign cannot be inferred, unless the orientation of the magnetic field is known),
the tracklets can immediately be assigned to one of the two categories.

Of course, although this was not explicitly mentioned above, mean cluster charge distri-
butions have to be recorded for electrons and pions under the given conditions. Therefore
in total one has 12 reference distributions for the implementation proposed in this chapter.
Recording the distributions requires knowledge about the particle identity (up to the sign;
it is enough to know whether it is a π+,− or a e+,−). Hence, either recording is done in
simulation with real events where one gets the Monte Carlo information of each particle
or with a real detector. Then the sample of particles, that is used, has to be known (e.g.
one can use a beam of purely electrons or purely pions). From the e and π distributions,
finally the likelihood is calculated (which is the topic of this section). This likelihood is
stored within the LUTs in the different MCMs. These likelihoods, being the result of two
distributions, were sometimes referred to as "likelihood bunches" or as "distributions".

A tracklet with mean cluster charge q makes an entry in its distribution at the corre-
sponding bin. For the record, the bin range should cover values beyond 28 − 1 = 255, e.g.
from 0 to 300 (none of the entries should be rejected; the bin range might also depend on
the chosen conditions, e.g. pt, multiplicity (cluster pick-up), gain...). Later, the likelihoods
are calculated for bin 0 to 255. Roughly, the total number of entries should be chosen such,
that the relative abundance of each bin (also those with only few entries) does not change
much any more, when acquiring more statistics.

After filling of the histogram, it must at some point be normalized by the total number
of entries, to obtain the probabilities Pπ(q) and Pe(q). However, normalizing immediately
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means to discretize the distribution (even representing the result of the division with a float
is a discretization). In the following, some issues, that should be respected when choosing
the discretization granularity, are mentioned.

Likelihood Distributions

The quantity needed in the following, is the electron likelihood. It is most convenient to
express it as

0 ≤ Le(q) =
Pe(q)

Pe(q) + Pπ(q)
≤ 1. (8.5)

Hence the likelihood is based on the discretized probability values. The first observation is,
that in order to be consistent, the granularity for representing the probabilities should not
be worse than 2−8, since the likelihood values, that are calculated from them, will be given
in this resolution as well (8 valid bit after the floating point). To reduce errors on the 8th

likelihood bit after floating point, it would be of advantage, if the probabilities could even
be given at a granularity of 2−9.

When discretizing with a given granularity, the likelihood values that are obtained, do
not necessarily govern the whole possible range [0, 1 − 2−8]. Here again, one can see an
argument for covering the mean cluster charge range by at least a 8 bit counter. Otherwise
it would not even be possible to obtain all of the 256 possible likelihood values (for each
q, possibly a different likelihood value occurs). From (8.5) it can be seen, that a value of 0
can only occur, if Pe(q) = 0, Pπ(q) 6= 0. The value 1 on the other hand occurs, if Pπ(q) = 0,
yet Pe(q) 6= 0. Due to the shape of the distributions, this hints, that Le(q) will approach 0
most likely for small q and 1 for large q.

Values of q, which have no entry, neither for the electron distribution nor for the pion
distribution, are expected to show up only on the very first bins (and possibly the last
bins) but not somewhere in between, as enough statistics is supposed to be accumulated.
Because for these bins the likelihood calculation would result in 0

0
, one has to assign to

these bins a likelihood manually. If empty bins occur for low q, they are assigned Le = 0, in
case q is large, Le = 1 can be assigned. This will not influence the likelihood distributions
Le→e and Lπ→e, since empty bins in the mean cluster charge distributions contribute no
entries to the likelihood distributions. Remember that the electron likelihood distribution
for incoming electrons can be obtained by calculating for each bin of q the likelihood Le(q)
and add the bin content in q to the content of bin Le→e(q) in the likelihood distribution
histogram. For incoming pions, the electron likelihood distribution can be obtained by
adding to the Lπ→e(q)-bin the number of entries in bin q of the pion mean cluster charge
distribution.

As it can be assumed, that there are empty early bins in the mean cluster charge dis-
tributions of electrons15, the likelihood value Le(q) = 0 appears, however with perhaps no
entries in the Le→e distribution.

Since the likelihood distribution Le→e(q) should contain most of its entries for Le → 1, it
would be appropriate to ensure, that the discretization is chosen such, that for some q also
Le(q) = 1 appears. Because Le → 1 for large q, especially the last bins have to be taken

15or bins, whose normalized probability value becomes 0, because the granularity of the chosen discretiza-
tion is not fine enough; especially the case if much statistics was accumulated
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8 Electron Probability Measure and Pion Rejection Capability

into account for choosing the granularity. The more entries have been accumulated, the
more stable the probabilities become due to the statistical law of large numbers. Therefore
the distribution should follow the course of a smooth Landau distribution in this case and
be almost monotone falling for q > qMPV (of course this is highly idealistic). Moreover,
Pπ(q) < Pe(q) in this regime. Then, if the discretization is chosen such, that Le(q = 255) =
1, this is true also for all bins q > 255 (Le(q ≥ 255) = 1). As these bins probably have a
significant number of entries, cutting on q = 255 without overflow would cut on the Le = 1
entries in the likelihood distribution.

Therefore here it is proposed to use the original (not overflowed) number of entries in bin
q = 255 to determine the quantization granularity (such, that Le(q = 255) = 1). Then, in
order to determine the likelihood distribution, the bin entries from q > 255 are projected
into the bin q = 255 (overflow bin). Thus it is ensured to not lose statistics for Le = 1 in
the Le→e likelihood distribution, which otherwise would deteriorate the determination of
the separating likelihood value (cut), above which 90% of all entries are found. This again
shows that it is necessary, to take into account more than 255 bins for q, when accumulating
the reference distributions, especially if one wants to extract the corresponding likelihood
distributions from the mean cluster charge distributions at the same time.

However, on GTU level, when tracklets are combined to tracks, it is no longer known from
which distributions the likelihood values of the individual tracklets were obtained (tracklets
of the same track in different layers may be assigned to different pt’s, according to their
dy). Nevertheless the tracklet likelihoods are averaged, Le,track = 1

C

∑
i Li and upon the

resulting value it is judged, whether the track was an electron or a pion (Le,track > Le,cut:
electron, Le,track ≤ Le,cut: pion). To obtain Le,cut one could think of many strategies.
The easiest and fastest would be to calculate Le,cut for each of the electron likelihood
distributions for incident electrons, as obtained from the reference mean cluster charge
distributions for electrons. This yields Lk

e,cut. Taking the average, regardless of momentum
and charge sign (since for the tracklets on GTU level it is not known, which pt- and charge
sign-distributions led to their likelihood values): Le,cut = 1

K

∑K
k=1 L

k
e,cut (K: total number

of considered likelihood distributions)16. Since dy is part of the tracklet word, the GTU
could find out, to which category of charge sign a tracklet belongs. Then the cut value
Le,cut could be obtained by averaging only over those cut values of a layer, which belong
to the category of the corresponding tracklet (this would require to precalculate the cut
values due to all possible combinations and store them in a LUT. To steer the LUT, a 42
bit word would be needed, containing the up to six dy values of tracklets, that are merged
to a track). If on average the number of tracklets assigned to the different distributions,
according to their dy, is equally distributed, then averaging the individual cut values could
be a feasible method.

Alternatively one could build the distribution of Le→e,track, where the likelihoods are
given by Le,track (the averaged likelihoods of those tracklets, that are merged to the track)
and the corresponding histogram entries are only filled, if the incident track-particle was
an electron (known by Monte Carlo). The cut is chosen such, that 90% of all Le→e,track

histogram entries are kept on its application.17.
16In the proposed implementation, each layer incorporates six reference distributions for electrons. There-

fore K = 36 for all layers.
17It should be noted that building the likelihood distributions from the mean cluster charge distributions

directly, could result in not every likelihood bin having an entry. Because there are only 255 values of
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8.3 Proposal for the Implementation of a Likelihood Measure into the TRAP

As another way to determine a cut, it would also be possible to accumulate in a test
run, where the individual tracklet particle identity is known, again a mean cluster charge
distribution for electrons and pions with possibly higher accuracy than a 8 bit integer range
in q. Here, all tracklets contribute with their accumulated charge, distinctless of their pt

or other conditions. From these mean cluster charge distributions, the electron likelihood
values could be calculated in a similar way as described above and in case of an incident
electron, it is inserted into a electron likelihood distribution histogram Le→e. Finally, after
having filled this likelihood distribution Le→e, the cut value is obtained (likelihood value for
incident electrons, such that 90% of all entries lie above). By building the Lπ→e distribution
also for incident pions, one can immediately infer the corresponding pion rejection capability
at the chosen cut18.

To obtain a confident measure for the actual electron efficiency on tracklet basis, one
should compare the number of electrons in the tracklet sample to the number of electron
tracklets, that were detected as electrons, according to the likelihood assignment in the
MCM and the cut Le,cut,j. Accordingly the corresponding pion rejection capability can be
obtained (by looking at pion tracklets, that were identified as electrons in the MCM). This
could be done in simulation or in an experiment, where the particle identities are known.

To obtain an overall estimate of the electron probability procedure, the electron and

q, a maximum of 255 likelihood values Le(q) can occur (probably less, because the same value of Le(q)
can come up for different q; bins q ≤ 255 were chosen to have Le = 1), corresponding to the maximum
number allowed by the granularity of 2−8. Hence, there might be empty bins in the Le→e likelihood
distribution. If there are several adjacent empty bins which would all be valid values for the likelihood
cut Le,cut (90% of all entries above these values), then the largest of those bins should be chosen as
the cut. Then it is assured, that the less possible entries in the Lπ→e distribution for incident pions
are considered for Le ≥ Le,cut, which might improve the pion rejection. To obtain the theoretical pion
rejection capability at 90% electron efficiency, first the electron likelihood distribution for incident pions
is built from the mean cluster charge distribution for pions. Then the fraction of entries in Lπ→e at
Le ≥ Le,cut w.r.t. the total number of entries is obtained. Note that the Lπ→e distribution does not
necessarily have entries for Le = 0 (although pions accumulate there), as this is not required in the
quantization scheme (where the incident electrons were in the focus)

18In a very simplified approach, the decision, of whether a track has been released by an electron or a
pion, could already be performed for each tracklet individually. This approach might be an option, if
the GTU needs to be relieved. The electron likelihood cut values Lk

e,cut, as obtained from the reference
likelihood distributions (hence on tracklet basis), could be stored in addition to the corresponding
likelihood bunches within the LUTs of each MCM. After the likelihood has been looked up and written
into the 8 bit electron probability word, the lookup address of the LUT steer word would be changed
to the position of the likelihood cut, belonging to the used likelihood bunch. The 8 bit likelihood value
in the electron probability word is compared to the cut value. In case, the decision is "pion", the 8
bit word is overwritten by 0, in case of "electron" by 1. This decision Di (Diε{0, 1}) is sent to the
GTU. The GTU then only has to decide upon a maximum of 6 binary values D0, ..., D5 of the merged
tracklets, whether the track is to be considered as electron or as pion. E.g., if C tracklets are involved,
then the decision "electron track" could be made, if more than dC

2 e tracklets are found with 1, hence
if

∑C
i=1 Di ≥ dC

2 e.
If the electron likelihood distributions for incoming electrons are built for each of the reference mean

cluster charge distributions, for each of those the electron likelihood cut value Lk
e,cut can be deduced.

The next consequent step would then be, to not store the likelihood values in the LUTs of the MCMs,
but directly 0 or 1 (0, if Lk

e < Lk
e,cut, 1 if Lk

e ≥ Lk
e,cut) instead. Then, by looking up the entry, that

belongs to the tracklet parameters dy and q (by which the LUT is steered), the decision "electron
tracklet" or "pion tracklet" can be obtained without the additional comparison of the likelihood value
with the likelihood cut. In this way, one comparison can be saved for each tracklet.
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8 Electron Probability Measure and Pion Rejection Capability

pion efficiencies should be obtained on track basis. Then, the detected particle identity of
the reconstructed track is compared to the real particle identity. Here, the inefficiencies of
the MCM likelihood assignment, of the GTU combination of the individual likelihoods, of
the likelihood cut estimate as well as the inefficiency of the track reconstruction enter (if
a track is combined of wrong tracklets, a confident decision of the particle identity cannot
be expected; also the corresponding Monte Carlo track might not be found then).

Quantization

Finally, the quantization shall be discussed more quantitavely. As it was mentioned above,
the granularity should be 2−8 or better. Here, only bin q = 255 is considered and it is
assumed, that at least for the electron mean cluster charge distribution, there is an entry.
If not, then, according to the model, upon which these discussions are based, also the pion
mean cluster charge distribution has no entry at q = 255 (Pπ(q = 255) < Pe(q = 255)) and
Le(q = 255) = 1 is assigned "manually". Otherwise the quantization is chosen such, that
due to the quantized probabilities, Le(q = 255) = 1. It is convenient to use the following
form for the likelihood:

0 ≤ Le(q) =
1

1 + Pπ(q)
Pe(q)

≤ 1.

By "relative weight" (r.w.) of bin q = 255, the float value of

r.w. =
number of entries in bin q=255

total number of entries in the histogram

will be denoted. Thus, r.w. tries to approach a non discretized version of the probability
P (q) (exploiting, that the granularity of a float is much better than 2−8). Then, according
to the value of r.w., the following cases can occur:

1. r.w.(π) < 2−b ∧ r.w.(e) ≥ 2−b for b ≥ 8.
Then choose the granularity 2−b for the maximum value of b, for which the conditions
can be fulfilled. It follows: Pπ(q = 255) = 0, Pe(q = 255) 6= 0 and therefore
Le(q = 255) = 1.

2. 2−(b+1) ≤ r.w.(π) < r.w.(e) < 2−b for a b ≥ 8.
Then r.w.(e) − r.w.(π) = δ < 2−(b+1). Choose a r > b + 1 ≥ 9 with 2−r < δ. Then
a smallest M exists, for which r.w.(π) ≤ M · 2−r < r.w.(π) + δ = r.w.(e). Of course
the choice of M depends on r. Generally the smallest choosable M increases with
increasing r. For this M and r one obtains: r.w.π

M
≤ 2−r < r.w.(e)

M
. Note that M 6=

2n, nεN as otherwise 2−(b+1+n) ≤ r.w.(π)
M

< r.w.(e)
M

< 2−(b+n) and the problem would
remain. In the continuous case, dividing the probabilities of both distributions by
an additional factor M does not change the likelihood values. This is exploited here.
Before quantizing, calculate the float values of r.w.(π)

M
and r.w.(e)

M
. Then discretize with a

granularity of 2−r. In order to be consequent, all probability entries have to be divided
by M before quantizing them. In the continuous case, dividing or not would make
no difference for the likelihood. In the discrete case, dividing before discretizing can
mean changing the likelihood value (an entry in the mean cluster charge distribution
possibly becomes 0 under quantization. This has exactly happened for bin q = 255).
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19

By dividing the probabilities by M , accuracy is lost very fast, because the scaled
probabilities approach the granularity border very fast. Hence, for consistency, all
float values of both distributions have to be divided by M before quantizing and
calculating the likelihood, because the division changes the fraction of the quantized
probabilities at given q and therefore the likelihood. The value of M should be kept
as low as possible (meaning r to be kept as small as possible, on cost of resolution).

3. r.w.(π) > 2−b ∧ r.w.(e) > 2−b ∀b ≥ 8.
Then, in order to obtain a likelihood Le(q = 255) = 1 at a granularity of at least 2−8,
one has no other choice but dividing by gradually increasing numbers M > 1,MεN,
until case 1 or case 2 occur. By this, M is automatically chosen as small as possible,
which is necessary due to the reasons listed in case 2.

It was assumed, that qMPV < 255 for electrons and pions and that at bin q = 255
the number of entries in the pion distribution is smaller than in the electron distribution
(r.w.(π) < r.w.(e)), because otherwise Le(q = 255) = 1 cannot be reached. If r.w.(π) ≥
r.w.(e) should occur despite its low probability, one can simply choose a granularity of 2−8.

8.4 Recipe for an Electron Probability

This section is a short summary of this chapter, revising again the most important ingre-
dients on the way to an electron probability measure under the technical constraints.

Configuration

• Define the run conditions.

• Define the three pt ranges.

• Accumulate the reference distributions for electrons and pions of defined track length
(defined incident angle w.r.t.chamber normal) in a simulation or during a (test) run
with at least 255 entries (8 bit).

• After normalizing the distributions, quantize them and calculate the likelihoods.

• Merge the tracklets to tracks and calculate the final track likelihood distributions,
e.g. based on the averaged likelihood Le,track = 1

C

∑
i L

i
e (Li

e: tracklet likelihood).

• Store the likelihoods in the LUTs of the different MCMs, respecting the tracklet
length correction.

• Define for each MCM which tracklet deflection dy is assigned to which bunch of
likelihoods and store the corresponding addresses also in the LUT.

19As an example, imagine two float numbers, af = 0.40 and bf = 0.0625. In 2−8 representation: 0.40 →
a2 = 2−2 + 2−3 + 2−6 + 2−7, 0.0625 → b2 = 2−4. If af and bf are divided by 9, one obtains:
ãf = 0.04̄ → ã2 = 2−5 + 2−7 + 2−8 and b̃f = 6.94̄ · 10−3 → b̃2 = 2−8. It is af

bf
= 6.4 ≈ ãf

b̃f
but

a2
b2

= 22 + 21 + 2−1 + 2−2 = 6.75 6= ã2

b̃2
= 23 + 21 + 20 = 11.
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• Define the likelihood cut Le,cut from the distribution of the final electron likelihood
for incident electrons on track level, Le→e,track and tell the GTU.

Run

• For each tracklet accumulate Q and N.

• Get dy from the tracklet.

• Feed the LUT with dy and get the address of the likelihood bunch.

• Together with the address and the mean cluster charge (discretized into 8 bit), feed
the LUT and look up the electron likelihood (8 bit, granularity 2−8) at position q.

• Use that likelihood as the 8 bit electron probability.

• GTU: Combine likelihoods from tracklets that were assigned to a track, to the track
likelihood, e.g. by averaging: Le,track = 1

C

∑
i L

i
e.

• GTU: Depending on Le,track make decision if electron (Le,track > Le,cut) or pion
(Le,track ≤ Le,cut). Possibly remove ion samples.

The efficiency of this electron probability measure can be estimated by investigating the
pion rejection factor at 90% electron efficiency. As the presented algorithm has to fit into
technical conditions and should not increase the overall calculation time of the trigger,
surely a rejection factor of 100, as suggested in the Technical Design Report, will by far not
be reached. At all, the suggested proceeding should be understood more as an idea than a
serious proposal.
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Summary and Conclusions

The Transition Radiation Detector (TRD) of the heavy ion experiment ALICE at LHC
(CERN) is embedded into the ALICE trigger system. An important part of the TRD
trigger calculation is based on a local linear fit (tracklet) to the trajectory of an incident
particle track. The calculations are performed during data acquisition by the Tracklet
Processing (TRAP) chips, which are integrated on the detector. Due to the segmentation
of the TRD into six layers, up to six tracklets are produced from one track in parallel. Each
tracklet contains information about its position and the slope, which is used as a measure
for the transverse momentum pt. The tracklets are merged to a track by the Global Tracking
Unit (GTU). The goal of the trigger is to detect electrons with large transverse momenta.

In order to understand the results and inaccuracies of the tracklet calculation, it is of
importance to have in view the signal processing path. Therefore, the whole way from
the signal creation to digitization is described within this diploma thesis. If a charged
particle traverses the active area of the detector, it deposits energy by ionization, leading
to the formation of electron clusters. In the applied homogeneous electric drift field, these
clusters travel to an anode wire grid, where they are amplified in an avalanche process.
During drift, several effects can occur, which may have an effect on the finally measured
signal, e.g. diffusion, recombination, distortions of the electric drift field, distortions of the
gas gain due to space charge, etc.

The amplified charge is then processed by the detector electronics. First, the charge
signal is shaped and turned into a voltage by the PASA. Then the signal is sampled. The
subsequent Analog Digital Converters (ADCs) digitize the signal. Digital filters try to
reduce the influence of disturbing effects or correlations. The slow ion drift, for example,
leads to a correlation between the sampled signals in adjacent time bins. The tail cancel-
lation filter tries to reduce this correlation by approaching the tail with an exponentially
decaying function. All the electronical processing takes place in parallel to the drift of the
electron clusters.

The signal that comes out of the filter stage is then used for tracklet calculation. The
algorithm of obtaining relevant fit points from the track and the subsequent linear fitting
are described as well as the deduction of the desired parameters offset and deflection.
The complete tracklet calculation was integrated into the detector simulation framework
AliRoot, with special emphasis on a close-to-electronics implementation.

There are two main sources of distortions, influencing the offset and deflection: The
Lorentz angle of the drift and the tilted pads. In an ideal implementation, the deflection
can be corrected for both effects whereas the offset does not need Lorentz correction, since
it is situated on the exit of the drift volume. Due to the conditions in the simulation, where
the sampling also covers the amplification region, this is no more true. Although the radial
position of the offset is not precisely known, a Lorentz correction can at least improve the
shift, introduced on the offset performance distributions. It was shown, that for the width
of these distributions, mainly the non-correctable tilted pads influence is to blame.
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A selection of results obtained from comparing the tracklets with the corresponding
Monte Carlo tracks was discussed. For these comparisons a macro has been developed. It
showed up, that most of the distortions on tracklet level can be understood, yet many of
them cannot be corrected for. Nevertheless, the accuracy will be sufficient to provide a
reliable trigger on high-pt electrons. Some efficiencies of the tracklet cut, aimed to select
pt ≥ 2.3GeV/c electrons, have been evaluated. Depending on multiplicity, the number of
good electron tracks, that can be reconstructed by the GTU, drops to 50% in the worst
case. Since the GTU will only reconstruct a track, if it finds more than four tracklets to
be assigned to the track and based on the assumption, that a usual high-pt track produces
a tracklet in each of the layers, this means, that at large multiplicities, the tracklet cut
removes in 50% of the cases more than two good tracklets from the sample.

Finally, issues concerning the implementation of an electron-pion separation method on
TRAP basis, are discussed. Since the GTU has tough timing restrictions, most of the
calculations should be done on the Local Tracking Unit (LTU). The method will probably
be based on a 1D likelihood approach, using the mean cluster charge of a tracklet. Since
only 8 bit are available to encode the electron probability, it is convenient to encode the
tracklet likelihood directly. In order to obtain the likelihood, reference distributions must
be recorded, which are then scaled by a factor, depending on the tracklet length, which
varies with the position of a MCM. Since the deflection dy is the only applicable measure
for pt and charge sign, the pt values, for which the reference distributions are recorded,
should be chosen such, that the assignment of dy to pt and to a charge sign is as unique
as possible. The problem is, that on each TRAP only one LUT is available to store the
scaled distributions. However, dy is given in pad width granularity. Therefore, a given
value of pt creates a range of 18 different dy values for each charge sign on one MCM. By
choosing three pt values for the reference distributions, which fulfill some restrictions, it
is possible, to infer from a given dy at least the charge sign category (the actual sign is
unknown, unless the magnetic field direction is taken into account) and to make sure, that
for the assignment there is an ambiguity between a maximum of two pt values.

Since the trigger is supposed to select high-pt electrons from a large pion background, its
functionality crucially depends on the implementation of an electron probability measure.
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A Appendix

A.1 Kinematics

For reference see [Kra06]. Throughout this section ~ = c = 1. Therefore all velocities are
given as fraction of the light speed and are smaller than 1: v ≤ 1.

A.1.1 Collision and Decay

Collision

Imagine two particles A and B colliding. Their 4-vectors before the collision are denoted by
PA =

(
EA
~pA

)
and PB =

(
EB
~pB

)
. P ′

A and P ′
B are the corresponding 4-vectors after the collision.

Let further P ′ = ( E′
0 ) denote the 4-vector belonging to the center of mass system after the

collision (~p′ = 0). Due to 4-vector conservation it follows

PA + PB = P ′
A + P ′

B.

Due to Lorentz invariance of 4-vector inner products:

(P ′
A + P ′

B)2 = P ′2.

Therefore

(PA + PB)2 = E ′2

(EA + EB)2 − (~pA + ~pB)2 = E ′2.

• Fixed targed experiment, PB = ( mB
0 ) (~pB = 0). Then

(EA +mB)2 − (~pA)2 = E ′2

m2
A +m2

B + 2EAmB = E ′2.

For mA,mB � EA (thus EA ≈ |~pA|) it follows:

E ′ ≈
√

2EAmB

E ′ ≈
√

2|~pA|mB.

The center of mass energy increases with the square root of the particle energy EA.

• Collider experiment, ~pA = −~pB. For mA = mB, this yields

E ′ = 2EA.

The center of mass energy increases proportional to the energy of the colliding par-
ticles EA.
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Decay

Imagine a two body decay. Suppose the 4-vector of the mother particle given by P =
(

E
~p

)
,

and the 4-vectors of the daughter particles A and B by PA =
(

EA
~pA

)
and PB =

(
EB
~pB

)
. Due

to 4-vector conservation
P 2 = (PA + PB)2.

Hence, the invariant mass of the mother particle can be obtained from the kinematical
quantities of the daughter particles:

m =
√

(EA + EB)2 − (~pA + ~pB)2.

A.1.2 Observables

In chapter 1 it was mentioned, that the transverse energy distribution of the daughter
particles emerging from a collision contains information about quantities of the reaction,
like for example the energy density. The transverse energy Et of a particle with rest mass
m0 is defined accordingly to the total energy E =

√
~p2 +m2

0:

Et =
√
p2

t +m2
0.

If two particles collide at (0, 0, 0) (position of the primary vertex), in a local coordinate
system one usually lies the z axis tangentially to the beam line through (0, 0, 0)1. In this
coordinate frame, the momenta of the two colliding particles have but a pz-component
at the instance of collision. After collision, the daughter particles have gained transverse
momentum pt, which is defined by

pt =
√
p2

x + p2
y.

Hence,
E2 = E2

t + p2
t .

If a particle of rest mass m0 moves with the velocity ~v = (vx, vy, vz) (β = |~v|) w.r.t.an
observer, its rapidity y is defined by

y =
1

2
ln(

E + pz

E − pz

)

=
1

2
ln(

1 + vz

1− vz

).

If vz = 0, also y = 0 and y increases with vz (y → ∞ for vt → 1). Thus, the rapidity is
a measure for the longitudinal velocity. It responds linearly to a Lorentz transformation.
Here, just a boost in z-direction is considered:(

E ′

p′z

)
=

(
γ′ −β′γ′

−β′γ′ γ′

)
·
(
E
pz

)
1Due to the large radius of the LHC collider ring as compared to the dimensions of the TRD experiment,

it is justified to say, that the z-axis locally runs parallel to the beam line.
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Therefore
E ′ + p′z
E ′ − p′z

=
1− β′

1 + β′
E + pz

E − pz

.

This yields for the rapidity after Lorentz transformation, y′:

y′ =
1

2
ln(

1− β′

1 + β′
E + pz

E − pz

)

=
1

2
ln(

1− β′

1 + β′
) +

1

2
ln(

E + pz

E − pz

)

= y +
1

2
ln(

1− β′

1 + β′
).

This means, that a rapidity distribution of particles is shifted by the constant value
1
2
ln(1−β′

1+β′
) after a Lorentz transformation.

Because E often is unknown (e.g. because the particle specie and hence m0 is unknown)
but the momentum might be easier to determine (bending radius of a charged particle in
a magnetic field), an additional quantity, the pseudorapidity η, is introduced. It is defined
by

η =
1

2
ln(
|~p|+ pz

|~p| − pz

).

For large |~p| (m0 � |~p|), the rapidity y approaches the pseudorapidity η. If θ denotes the
angle w.r.t.the z-axis, one can write

tan θ =
pt

pz

=

√
~p2 − p2

z

pz

.

Since tan( θ
2
) = −1+

√
1+tan2 θ

tan θ
, it follows:

tan
θ

2
=

√
|~p| − pz

|~p|+ pz

= (
|~p|+ pz

|~p| − pz

)−
1
2 .

Therefore
η = − ln(tan(

θ

2
)).

In the following, cosh y = ey+e−y

2
and sinh y = ey−e−y

2
are used. Inserting y yields

cosh y =
1

2
(e

1
2

ln( E+pz
E−pz

) + e−
1
2

ln( E+pz
E−pz

))

=
1

2
(

√
E + pz

E − pz

+

√
E − pz

E + pz

)

=
E√

E2 − p2
z

=
E

Et

.

225



A Appendix

Accordingly

sinh y =
1

2
(e

1
2

ln( E+pz
E−pz

) − e−
1
2

ln( E+pz
E−pz

))

=
1

2
(

√
E + pz

E − pz

−

√
E − pz

E + pz

)

=
pz√

E2 − p2
z

=
pz

Et

.

It follows,

E = Et cosh y,

pz = Et sinh y.

If the rest mass m0 of a particle is known (or negligibly small as compared to |~p|), one needs
at least two momentum components and the energy of all three momentum components to
describe its kinematics: (m0, pi, pj, E) or (m0, ~p) (i 6= j). Alternatively, the kinematics can
be described by another set of observables: (m0, y, pt, φ). φ is the azimuthal angle and is
defined as

φ = arctan
py

px

.

Invariant Mass, Expressed in Different Observables

The invariant mass
m =

√
(EA + EB)2 − (~pA + ~pB)2

can also be expressed in the new set of observables (m0, y, pt, φ). First, one can rewrite m
as

m =
√
m2

A +m2
B + 2EAEB − 2(px,Apx,B + py,Apy,B + pz,Apz,B),

where E2 − ~p2 = m2 was used. Now, 2EAEB = 2Et,AEt,B cosh yA cosh yB. Since coshx ·
cosh y = 1

2
(cosh(x+ y) + cosh(x− y)), this yields

2EAEB = Et,AEt,B(cosh(yA + yB) + cosh(yA − yB)).

Also, pz,Apz,B = Et,AEt,B sinh yA sinh yB. Because sinh x · sinh y = 1
2
(cosh(x+ y)− cosh(x−

y)), it follows
2pz,Apz,B = Et,AEt,B(cosh(yA + yB)− cosh(yA − yB)).

Therefore
2EAEB − 2pz,Apz,B = 2Et,AEt,B(cosh(yA − yB)).

Next, p2
t = p2

x + p2
y and p2

y = p2
x tan2 φ. This yields p2

x =
p2

t

1+tan2 φ
and hence px = pt cosφ.

For py one obtains py = pt sinφ. This yields

2px,Apx,B + 2py,Apy,B = 2pt,Apt,B(cosφA cosφB + sinφA sinφB)

= 2pt,Apt,B(cos(φA − φB)),
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because of the trigonometrical addition theorems. Putting everything together, one obtains

m =
√
m2

A +m2
B + 2Et,AEt,B(cosh(yA − yB))− 2pt,Apt,B(cos(φA − φB)).

Denoting ∆y = yA − yB and ∆φ = φA − φB and assuming mA � |~pA|, mB � |~pB|, one
can neglect the mass terms m2

A + m2
B and Et,A ≈ pt,A, Et,B ≈ pt,B. Moreover, y can be

approached by η, ∆y ≈ ∆η. This finally yields

m ≈
√

2pt,Apt,B[cosh(∆η)− cos(∆φ)].

A.2 The Maximum Energy Transfer to a Scattered
Electron

In this discussion c and ~ are set to 1.
A charged particle of mass M is assumed to scatter against an electron with mass me

being originally at rest. Assume that the 4-vectors before the scattering of the incident
particle and the electron are P =

(
E
~p

)
and p = ( me

0 ), respectively. After the scattering

the 4-vectors are given by P ′ =
(

E+me−E′

~p−~p′

)
and p′ =

(
E′

~p′
)

where energy and momentum
conservation were already exploited. Using 4-vector conservation (P + p)2 = (P ′ + p′)2 and
the Lorentz invariance of the inner product (resulting in P 2 = P ′2 = M2 and p2 = p′2 = m2

e)
one obtains

P · p = P ′ · p′.
Evaluating this yields:

Eme = (E − E ′)E ′ +meE
′ − (~p− ~p′)~p′

0 = (E − E ′)E ′ +me(E
′ − E)− ~p~p′ + ~p′2

0 = (E − E ′)(E ′ −me)− ~p~p′ + E ′2 −m2
e.

Here it was used that E ′2 = ~p′2 + m2
e. In the following p2 or p′2 denotes the squared 3-

momentum. Writing E ′2 −m2
e = (E ′ −me)(E

′ +me) and introducing the angle θ between
the direction of the incident particle before scattering and the electron after scattering with
~p · ~p′ = pp′ cos θ one can further calculate

0 = (E ′ −me)(E +me)− pp′ cos θ

p2(E ′ −me)(E
′ +me) cos2 θ = (E ′ −me)

2(E +me)
2

p2 cos2 θ(E ′ +me) = (E ′ −me)(E +me)
2.

Solving this for E ′ yields:

E ′ =
me((E +me)

2 + p2 cos2 θ)

(E +me)2 − p2 cos2 θ
.

Obviously E ′ becomes maximal if cos2 θ = 1. Thus

E ′
max =

me((E +me)
2 + p2)

(E +me)2 − p2
.
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If the energy of the particle is much larger than the rest energy of the electron, E � me

this can be simplified to

E ′
max ≈

me(E
2 + p2)

E2 − p2

E ′
max ≈

me(E
2 + p2)

M2

where E2 = p2 + M2 was inserted. So the maximum energy transfer to the electron
∆E ′

max = E ′
max −me is given by

∆E ′
max =

me(E
2 + p2 −M2)

M2

∆E ′
max =

2mep
2

M2

∆E ′
max = 2meβ

2γ2

with βγ = p
M

.

A.3 Sum of Two Poisson Distributed Variables

For reference see [Naw94]. Assume ζ1 ≥ 0 and ζ2 ≥ 0 Poisson distributed variables with

Pλ1(ζ1 = m) =
λm

1

m!
e−λ1

Pλ2(ζ2 = m) =
λm

2

m!
e−λ2 .

P (ζ1 + ζ2 = m) is given by the convolution of Pλ1 with Pλ2 . Using

(λ1 + λ2)
m =

m∑
k=0

(
m
k

)
· λk

1λ
m−k
2

and (
m
k

)
=

m!

k!(m− k)!
.

one obtains:

P (ζ1 + ζ2 = m) =
m∑

k=0

λm−k
1

(m− k)!
e−λ1 · λ

k
2

k!
e−λ2

=
(λ1 + λ2)

m

m!
e−(λ1+λ2)

which is a Poisson distribution with mean λ1 + λ2.
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A.4 How the Kinematics Tree is built

Because the way the kinematics tree is built caused some confusion in the beginning, it
shall be explained by a simple example. The principle is that for each particle, that is
currently transported through the detector system and which decays or produces other
particles, e.g. delta electrons, first all its daughter particles are transported. Only after all
the daughter particles have been transported, a particle is assigned a track number. Thus,
the kinematics tree is built recursively.

For each primary particle an own tree can be built. Let each particle be represented by
a node. The root of the tree in level 0 is defined by one of the primary particles (from
the primary vertex). Its direct daughters have their nodes in level 1, etc. The algorithm
for assigning a track number to the particles can be described as follows, starting from an
arbitrary particle on level m:

• Get all the direct daughters of the particle (delta electrons, Bremsstrahlungs photons,
decay products,...) in the order of their production (maybe first a delta electron is
produced, before a particle decays; order of decay products is arbitrary).

• Take the daughter produced first and build a node for it on level m+ 1.

• Get all the daughters from this node.

– In case there are no more daughters, name the node by the current track label
counter. Increase the counter by 1. Go to the mother node on level m and replay
the algorithm for the next daughter.

– Otherwise take the daughter produced first and replay the whole algorithm for
the next level (replacing m by m+ 1, m+ 1 by m+ 2).

For each node, one can assign a first daughter and a last daughter track label, defined by
the range of track labels, that are assigned to the daughter nodes in higher levels. The first-
last daughter ranges are always continuous (without a track label missing in between). The
primary particles, which are not daughters of any particles, are only assigned a track label,
after they all have been transported. Thus, the largest track labels belong to primaries.

In the picture A.1, a tree with assigned track labels is shown for the case, that each
particle has exactly two daughters (e.g. a two-particle decay).

A.5 Two-Complement Representation

Since it is not possible to store negative binary numbers, a representation has to be chosen,
which assigns a negative value to a certain range of positive values. In the two-complement
representation, the highest bit is treated as sign-bit. For a k bit number, the representation
is given by

ak−1 · 2k−1|ak−2 · 2k−2|ak−3 · 2k−3|...|a1 · 21|a0 · 20

with ai ε {0, 1}. ak−1 = 0 denotes a non-negative value, ak−1 = 1 denotes a negative value.
Given the representation, the signed value b is obtained by

b = −ak−1 · 2k−1 + ak−2 · 2k−2 + ...+ a1 · 21 + a0,
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Figure A.1: Kinematics tree for two-particle decays and for one primary particle
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hence the largest bit is signed. This definition leads to an asymmetric range:

b ε [−2k−1, 2k−1 − 1].

Note, that b = 0 is treated as positive value, since then ai = 0 ∀i, especially ak−1 = 0.
Quantitatively speaking, b is assigned to another bit number c according to the following

definition:

b 7→ c

b = −ak−1 · 2k−1 + ak−2 · 2k−2 + ...+ a1 · 21 + a0

c = ak−1 · 2k−1 + ak−2 · 2k−2 + ...+ a1 · 21 + a0.

Therefore, c ε [0, 2k − 1]. If b < 0, hence ak−1 = 1, c = b+ 2k. For b ≥ 0 (ak−1 = 0): c = b.
In this sense,

b = c mod 2k.

From a given value b one obtains −b by inverting all bits and adding 1, −b = b̄+ 1: For

b = −ak−1 · 2k−1 + ak−2 · 2k−2 + ...+ a1 · 21 + a0

inverting yields:

b̄ = −āk−1 · 2k−1 + āk−2 · 2k−2 + ...+ ā1 · 21 + ā0

= −2k−1(1− ak−1) + 2k−2(1− ak−2) + ...+ 2(1− a1) + (1− a0)

= −2k−1 + (2k−1 − 1)− b

= −b− 1.

Therefore, adding 1 yields b̄+ 1 = −b.
For more details about binary numbers, see for example [RP02].
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Contents of the CD

The CD contains the AliTRDmcmSim class, of which the Tracklet() method was imple-
mented as the tracklet simulator. The class AliTRDtrapAlu, which was developed to treat
bit-like numbers, is added, as well as the macro for the performance evaluation, Trackle-
tReader.C. Finally, also the PDF version of the diploma thesis is appended.

235



A Appendix

236



Bibliography

[ALI01] ALICE Collaboration: ALICE Technical Design Report of the Transition Radi-
ation Detector, 2001.

[ALI04] ALICE Collaboration: ALICE: Physics Performance Report, Volume I, 2004.

[ALI06] ALICE Collaboration: ALICE: Physics Performance Report, Volume II, 2006.

[ALI08] ALICE Collaboration: ALICE Experiment at the CERN LHC, Technical Paper I,
2008.

[And] Andronic, Anton: The alice transition radiation detector. http://www-
alice.gsi.de/TRD. presentation.

[BMW07] Braun-Munzinger, P. and J. Wambach: The phase diagram of strongly-
interacting matter. International Journal of Modern Physics E, Volume 16, Issue
03, part1, pp.867-878, 2007.

[Dan] Dankert, J.: C++ fuer C Programmierer. http://www.fh-
hamburg.de/rzbt/dankert.

[dC03] Cuveland, Jan de: Entwicklung der globalen Spurrekonstruktionseinheit für den
ALICE-Übergangsstrahlungsdetektor am LHC (CERN), 2003. Ruprecht-Karls-
Universitaet Heidelberg, Fakultaet fuer Physik und Astronomie.

[Dem99] Demtroeder, Wolfgang: Experimentalphysik2. Springer, 2. Auflage, 1999.

[Ems06] Emschermann, David: The TRD numbering convention. http://www.physi.uni-
heidelberg.de/d̃emscher/alice/numbering/more, 2006.

[Ene03] Energy loss of pions and electrons of 1−6GeV/c in drift chambers operated with
Xe,CO2(15%). www.sciencedirect.com, 2003.

[FHV05] Ferreira, Ix B García, J Garía Herrera und L Villasenor:
The Drift Chambers Handbook, introductory laboratory course.
http://www.iop.org/EJ/abstract/1742-6596/18/1/010, 2005. Journal of
Physics: Conference Series.

[Gut02] Gutfleisch, Marcus: Digitales Frontend und Preprozessor im TRAP1-Chip des
TRD-Triggers fuer das ALICE-Experiment am LHC(CERN), 2002. Ruprecht-
Karls-Universitaet Heidelberg, Fakultaet fuer Physik und Astronomie.

[Gut06] Gutfleisch, Marcus: Local Signal Processing of the ALICE Transition Radiation
Detector at LHC (CERN). PhD thesis, Ruprecht-Karls-Universitaet Heidelberg,
Fakultaet fuer Physik und Astronomie, 2006.

237



Bibliography

[Hun04] Hunklinger, Siegfried: Festkoerperphysik, 2004. Vorlesungsskript.

[Jae02] Jaehne, Bernd: Digitale Bildverarbeitung. Springer, 5. Auflage, 2002.

[Kle84] Kleinknecht, Konrad: Detektoren fuer Teilchenstrahlung. B.G. Teubner, 1984.

[Kol] Kolanoski, Hermann: Detektoren in der Elementarteilchenphysik. http://www-
zeuthen.desy.de/k̃olanosk/det07/skripte/. Vorlesungsskript.

[Kra06] Kramer, Frederick: Studie zur Messung von Quarkonia mit dem ALICE-TRD
und Aufbau eines Teststandes fuer seine Auslesekammern, 2006. Johann Wolf-
gang Goethe-Universitaet Frankfurt a.M., Fachbereich Physik.

[LL03] Lippman, Stanley B. und Josée Lajoie: C++. mitp, 1. Auflage, 2003.

[Naw94] Nawrotzki, Kurt: Lehrbuch der Stochastik. Harri Deutsch, 1. Auflage, 1994.

[Off] Aliroot code documentation. http://aliceinfo.cern.ch/static/aliroot-
new/html/roothtml/index.html.

[Off07] The ALICE Offline Bible, 2007. alice-
info.cern.ch/export/download/OfflineDownload/OfflineBible.pdf.

[PDG02] Particle physics booklet, July 2002. Particle data group.

[Phy06] Physikalisches Fortgeschrittenen Praktikum der Johann Wolfgang Goethe-
Universitaet Frankfurt a.M.: Funktionsweise einer Spurendriftkammer(TPC),
2006.

[Pos04] Position reconstruction in drift chambers operated with Xe,CO2(15%).
www.sciencedirect.com, 2004.

[PRSZ04] Povh, Bogdan, Klaus Rith, Christoph Scholz und Frank Zetsche: Teilchen und
Kerne. Springer, 6. Auflage, 2004.

[ROO] Root code documentation. http://root.cern.ch/root/html/ClassIndex.html.

[ROO07] ROOT Users Guide 5.16, 2007. http://root.cern.ch.

[RP02] Rechenberg, Peter und Gustav Pomberger (Herausgeber): Informatik-Handbuch.
Hanser, 3. Auflage, 2002.

[Spa04] Space charge in drift chambers operated with the Xe,CO2(15%) mixture.
www.sciencedirect.com, 2004.

[TRA06] ALICE TRAP User Manual, 2006.

[WIK] ALICE TRD Wiki Pages. http://wiki.kip.uni-
heidelberg.de/ti/TRD/index.php/Main_Page.

[Wil04] Wilk, Alexander: Elektronen-Pionen-Separation im ALICE TRD, 2004. West-
faelische Wilhelms-Universitaet Muenster, Insitut fuer Kernphysik.

[Y+05] Yagi, K. et al.: Quark-Gluon Plasma. Cambridge University Press, 2005.

238



Selbstaendigkeitserklaerung:

Hiermit versichere ich, dass ich die Arbeit selbstaendig verfasst und nur die angegebenen
Quellen und Hilfsmittel verwendet habe.

Heidelberg, den ....................... .......................................................

239


