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Abstract: Simulation study for the determination of the CP violating Bs
mixing phase Φs with LHCb

In the Standard Model of particle physics the CP violating B0
s mixing phase

Φs arising in the decay B0
s → J/ψφ can be predicted very precisely. Possible new

particles can contribute to the mixing phase and lead to deviations from the Stan-
dard Model value. Thus, the precise measurement of Φs in B0

s decays is an exact
method to indirectly search for new phenomena (“New Physics”) and one of the
key goals of LHCb. The mixing phase is determined by fits to four-dimensional
distributions of measured quantities. At very low statistics, corresponding to
integrated luminosities of 10 to 50 pb−1, the assumption of Gaussian errors is
not valid any more. Therefore, a method proposed by Feldman and Cousins is
applied which is able to determine confidence levels at low statistics correctly.
In this thesis, the method is motivated and the implementation for the decay
B0

s → J/ψφ is explained. Using simulated data one can conclude that while
the method is inevitable for very low statistics it becomes less important with
increasing integrated luminosity (above 100 to 150 pb−1). In addition, in this
thesis the influence of different characteristic detector properties (tagging power,
lifetime resolution) on the determination of Φs is investigated. The change of
these properties in the case of an increased interaction rate is studied as well.

Kurzfassung: Simulationsstudie zur Bestimmung der CP verletzenden
Bs-Mischungsphase Φs mit LHCb

Im Standardmodell der Teilchenphysik wird die CP verletzende B0
s-Mischungs-

phase Φs im Zerfall B0
s → J/ψφ sehr genau vorausgesagt. Mögliche neue Teilchen

können zur Mischungsphase beitragen und so zu Abweichungen vom Standard-
modellwert führen. Daher stellt die exakte Messung von Φs in B0

s-Zerfällen
eine exzellente Methode zur indirekten Suche nach neuen Phänomenen (,,Neue
Physik”) dar und ist eines der Hauptziele von LHCb. Die Mischungsphase wird
durch Anpassungsrechnungen an vierdimensionale Messgrößenverteilungen gewon-
nen. Bei sehr niedriger Ereignisstatistik, entsprechend einer integrierten Lumi-
nosität von 10 bis 50 pb−1, ist die Annahme gauß’scher Fehler hierbei nicht mehr
gültig. Deshalb wird eine von Feldman und Cousins vorgeschlagene Methode
angewandt, die in der Lage ist, Vertrauensbereiche bei niedriger Statistik korrekt
zu bestimmen. In dieser Arbeit wird die Methode motiviert und die Implemen-
tierung für den Zerfall B0

s → J/ψφ erklärt. Zudem wird anhand simulierter
Daten belegt, dass die Methode zwar bei sehr niedriger Statistik unumgänglich
ist, sie aber mit zunehmender integrierter Luminosität weniger wichtig wird (ab
etwa 100 bis 150 pb−1). Weiterhin wird in der Arbeit der Einfluss verschiedener
Detektorkenngrößen (Tagging Power, Zeitauflösung) auf die Bestimmung von Φs
untersucht. Die Änderung dieser Kenngrößen im Falle einer höheren Wechsel-
wirkungsrate wird ebenfalls studiert.
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Introduction

Beginning in the 1960s a theoretical framework was developed that includes all
known particles and their interactions [1][2][3]: the so-called Standard Model of
particle physics. Today the Standard Model is in excellent accordance with ex-
periments, only one piece, the so-called Higgs boson, has not been discovered yet.
There are, however, several observations that cannot be explained within the
framework of the Standard Model. One of these open questions is the existence
of Dark Matter. Cosmological observations show that almost 25% of the energy
content in the universe consists of this unknown form of matter [4].
Another important observation that cannot be explained by the Standard Model
is the matter-antimatter asymmetry in the universe. Obviously, the universe is
made of matter and not of antimatter resulting in an imbalance between baryons
and antibaryons. In 1967, the Russian physicist Andrei Sakharov named three
minimum conditions for this asymmetry to occur [5]: Baryon number violation,
C and CP violation and deviation from thermal equilibrium.
CP violation (where C stands for charge conjugation and P for parity transfor-
mation) was discovered around 50 years ago [6]. There is, however, the common
understanding that the amount of CP violation provided by the Standard Model
is not sufficient to explain the matter-antimatter asymmetry. Numerous theories
beyond the Standard Model have been developed that are able to provide new
sources of CP violation. Since in the Standard Model several observables related
to CP violation can be predicted very precisely, even small experimental devia-
tions can indicate new phenomena (“New Physics”).
To examine such CP violating effects and possible deviations from Standard
Model predictions, especially in the decay channels of B hadrons, the LHCb
detector was built. It is one of the four large experiments at the Large Hadron
Collider near Geneva where protons will collide at a centre-of-mass energy of√
s =14 TeV. The first proton-proton collisions have been observed in autumn

2009.
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8 Introduction

In the Standard Model the weak eigenstates of the quarks are not equivalent to
the mass eigenstates. The transformation between the two sets of eigenstates is
described by the so-called Cabibbo-Kobayashi-Maskawa (CKM) matrix [7]. The
matrix can be represented by three rotation angles and one phase. This phase is
responsible for the CP violation in the Standard Model. The CKM mechanism
also predicts CP violation in the neutral Bd,s meson system. In this system one
can measure an additional phase due to CP violation in the interference bet-
ween mixing and decay. At LHCb these effects are mainly studied in the “golden
channel” B0

s → J/ψ(µµ)φ(KK). For this case the phase describing CP violation
in the interference between mixing and decay is called Bs mixing phase Φs. At
the Tevatron Φs has already been measured but the results still have a large
statistical uncertainty [8] [9]. At LHCb one will achieve a much higher accuracy
and be able to improve the existing results and possibly discover signs of New
Physics.
In the early phase of data taking the extraction of the Bs mixing phase Φs needs
special consideration. With only few events available the error determination in
an analysis with many free parameters is extremely difficult. Standard likelihood
methods lead to an underestimation of the errors. Instead, a method by Feldman
and Cousins [11] is applied in this thesis. This method provides the correct confi-
dence regions by construction. Of particular importance for the extraction of Φs
especially at low statistics are the flavour tagging performance and the lifetime
resolution.
The outline of the thesis is as follows: In Chapter 1 a theoretical introduction is
given. The main focus is on CP violation in the Bs system, in particular for the
decay B0

s → J/ψφ. The LHCb experiment is presented in Chapter 2 with special
emphasis on flavour tagging and lifetime resolution. In Chapter 3 the analysed
data sets and the standard selection strategy for the decay channel B0

s → J/ψφ
are explained. Key quantities like mass resolution and trigger efficiencies are
studied for two different bunch filling scenarios to investigate the possibility to
operate at a higher than nominal luminosity without significant loss in recon-
struction power. In Chapter 4 the afore-mentioned Feldman-Cousins method is
motivated and the implementation for the decay B0

s → J/ψφ is explained. Using
toy experiments Chapter 5 examines the question how quantities like flavour tag-
ging performance, lifetime resolution and the number of signal events influence
the sensitivity on Φs and the shape of the confidence regions. Chapter 6 is dedi-
cated to the extraction of Φs from fully simulated Monte Carlo data corresponding
to integrated luminosities up to 50 pb−1. The thesis ends with a short conclusion.



Chapter 1

Theoretical Background

In this chapter the Standard Model of particle physics is briefly summarised. In
addition, the theoretical background for CP violation in the neutral B meson
system is discussed, with special emphasis on the decay channel B0

s → J/ψφ.

1.1 The Standard Model of Particle Physics

The so-called Standard Model of particle physics comprises the current know-
ledge of fundamental particles and their interactions [12]. The fundamental mat-
ter particles, quarks and leptons, are fermions and carry spin 1/2. There are
three different generations which are listed in Table 1.1. In the Standard Model,
the quarks and charged leptons are massive whereas the neutrinos are massless.
Recent experiments have, however, shown that neutrinos have small non-zero
masses (see e.g. [13]). Corresponding to these fermions there are the respective
antifermions with identical mass but opposite electric charge and colour.

Quarks Leptons

generation type charge [e] mass type charge [e] mass
I u +2

3
1.5 - 3.3 MeV νe 0 ≤ 2 eV

d −1
3

3.5 - 6.0 MeV e -1 511.0 keV
II c +2

3
∼ 1.27 GeV νµ 0 ≤ 2 eV

s −1
3

∼ 104 MeV µ -1 105.7 MeV
III t +2

3
∼ 171.2 GeV ντ 0 ≤ 2 eV

b −1
3

∼ 4.2 GeV τ -1 1.78 GeV

Table 1.1: Fundamental fermions in the Standard Model [14]

The three fundamental interactions covered by the Standard Model, the elec-
tromagnetic, the weak and the strong interaction, are all mediated by vector
bosons. An overview can be found in Table 1.2. Gluons, the bosons of the
strong interaction, as well as W and Z bosons, mediating the weak interaction,

9



10 Chapter 1. Theoretical Background

interaction couples to boson mass [GeV]

strong colour 8 gluons (g) 0
e.m. electric charge photon (γ) 0
weak weak charge W±, Z0 80.4, 91.2

Table 1.2: Vector bosons mediating the three interactions in par-
ticle physics [12], [14]

carry charge (strong and weak charge respectively) and hence, interact with each
other. Photons, responsible for electromagnetic interactions, however, are un-
charged particles and thus are not self-coupling. Only the bosons of the weak
interaction are massive (of the order of 100 GeV).
In the Standard Model the electromagnetic and the weak interaction are unified
into one electroweak interaction. To achieve this a new particle, the so-called
Higgs boson, has to be introduced. The Higgs field is responsible for the spon-
taneous symmetry breaking between the massive weak vector bosons and the
massless photon. After symmetry breaking also the fundamental fermions ac-
quire their masses through the Higgs field. The Higgs boson is the only particle
within the Standard Model that has not been found yet experimentally [15].
So far, there has been a very good agreement between the assumptions of the
Standard Model and experiments, there are, however, still unsolved problems
and questions which have led to numerous theories beyond the Standard Model.
One of the main problems is that the Standard Model cannot provide for all the
CP violation that is needed to understand the matter-antimatter asymmetry in
the universe. Furthermore, no candidate for Dark Matter has been found yet.
Various theoretical models like Supersymmetry try to give explanations.

1.2 The CKM mechanism

In the quark sector, the electroweak eigenstates (d′, s′, b′) of the quarks are not
equivalent to the mass eigenstates (d, s, b) [7] [16]. Hence, one quark can be trans-
formed into one another. The transformation between the two sets of eigenstates
can be described by a unitary matrix, the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [7]:  d′

s′

b′

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 d
s
b

 (1.1)

Since the matrix elements can, in principle, be complex there are 18 parameters
describing the CKM matrix. However, the unitarity condition VCKM(VCKM)† = 1

reduces the number of free parameters to nine and five of them can be absorbed
into unobservable phases of the quark fields. So, there are four parameters left,
three rotation angles and one phase. This phase is the only source of CP viola-
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tion in the Standard Model. CP violation means that the combined symmetry
operation of transforming a particle into its antiparticle (charge inversion C) and
of inverting its spatial coordinates (parity transformation P) is broken.
There are many parametrisations of the CKM matrix. One of the most common
ones is the so-called Wolfenstein parametrisation [17] in which each matrix ele-
ment can be written as a power series in the parameter λ = |Vus| = 0.225 and
which reflects the hierarchy of the matrix:

VCKM =

 1− λ2

2
λ Aλ3(ρ− iη)

−λ 1− λ2

2
Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) (1.2)

Due to the unitarity of the matrix there are six “triangle” relations between its
elements, e.g. the b-d relation

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (1.3)

This equation can be illustrated as a triangle in the complex plane. Usually, one
side, VcdV

∗
cb, is normalised to one and one defines ρ + iη ≡ −VudV

∗
ub

VcdV
∗
cb

[18]. The

rescaled triangle can be seen in Figure 1.1.

Figure 1.1: The unitarity triangle from equation (1.3) with one
side normalised to one [19]

The three angles used in the figure are defined as

α ≡ arg

(
− VtdV

∗
tb

VudV ∗ub

)
, β ≡ arg

(
−VcdV

∗
cb

VtdV ∗tb

)
, γ ≡ arg

(
−VudV

∗
ub

VcdV ∗cb

)
. (1.4)

Figure 1.2 shows the current experimental status (as of 2009) of the unitarity
triangle [20]. In the plot the area dashed in red corresponds to the 68% confi-
dence level for the position of the triangle’s apex. In the Standard Model one
expects a closed triangle with the apex at (ρ, η). Any significant experimental
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Figure 1.2: Experimental status of the unitarity triangle [20]

deviation would imply additional flavour violation not explained by the Standard
Model. From Figure 1.2 one can conclude that the bulk of flavour violation in
the Standard Model is actually described by the CKM mechanism and that new
sources are heavily constrained.
The global CKM fit includes measurements of |Vub| from inclusive B → Xul

−νl
and exclusive B→ πlνl decays and measurements of εk from indirect CP violation
in the system of neutral kaons (all green), as well as measurements of the mass
difference in the B0

d and B0
s meson systems (orange) and of sin 2β (blue).

Another unitarity triangle relation, relevant for the study of the B0
s meson system,

can be obtained by replacing the d with an s quark in equation (1.3):

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0 (1.5)

The first side is much shorter than the other two. Consequently, the opposing
angle

βs ≡ arg

(
−VtsV

∗
tb

VcsV ∗cb

)
(1.6)

is very small. The measurement of βs is one way to search for New Physics [18].

1.3 Mixing induced CP violation in B0
s → J/ψφ

B0
q-B

0

q mixing (q = s,d) is defined as the transition between the two flavour

eigenstates
∣∣B0

q
〉

and |B0

q 〉. In the Standard Model the mixing is caused by weak
interactions which can be described by the box diagrams in Figure 1.3 [18].
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Figure 1.3: Feynman diagrams describing B-mixing within the
Standard Model [23]

The B0
q-B

0

q mixing processes induce oscillations between B0
q and B

0

q. In other

words, an initial B0
q or B

0

q can evolve into a superposition of a B0
q and a B

0

q. The

time evolution of the flavour eigenstates
∣∣B0

q
〉

and |B0

q 〉 can be described by the
Schrödinger equation

i
d

dt

(
| B0

q 〉
| B0

q 〉

)
=

(
M− iΓ

2

)( | B0
q 〉

| B0

q 〉

)
(1.7)

where M and Γ are 2 × 2 hermitian matrices representing the mass and the decay

width of the B0
q and the B

0

q. Due to the quark mixing the mass eigenstates of

the B meson are not equal to the flavour eigenstates
∣∣B0

q
〉

and |B0

q 〉. The mass
eigenstates are the eigenvectors of M − iΓ/2 and can be expressed as a linear
combination of the flavour eigenstates:

|BL〉 = p
∣∣B0

q
〉

+ q | B0

q 〉 (1.8)

|BH〉 = p
∣∣B0

q
〉
− q | B0

q 〉 (1.9)

where the complex coefficients p and q obey the normalisation condition |p|2 +
|q|2 = 1.
The mass and width differences of the B meson eigenstates are defined as

∆Mq = MH −ML, ∆Γq = ΓH − ΓL (1.10)

whereas the average mass and width can be written as

Mq =
MH +ML

2
, Γq =

ΓH + ΓL
2

. (1.11)

From now on only the case of Bs mixing is considered (i.e. q=s). The latest
experimental result for the respective mass difference is ∆Ms = (17.77 ± 0.12)
ps−1 [21].
By calculating the eigenvectors and eigenvalues of M− iΓ/2 the ratio q/p can be
expressed in terms of the off-diagonal matrix elements M12 and Γ12:

q

p
= −2M∗

12 − iΓ∗12

∆M + i
2
∆Γ

(1.12)
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The ratio q/p represents the mixing between the two flavour eigenstates which
can be seen from equations (1.8) and (1.9). The decay into a final state f is

described by the amplitudes Af = 〈 f | B0
s 〉 and Af = 〈 f | B0

s 〉. In the scope of
this thesis f = J/ψφ is considered. The Bs mixing phase Φs is then defined as

Φs = −arg

(
q

p

Af
Af

)
. (1.13)

This expression can be interpreted as the relative phase between q/p and
Af

Af
, i.e.

between mixing and decay. If q
p

Af

Af
6= ±1, then CP is violated. This is called CP

violation in the interference between decays with and without mixing because it

is resulting from the interference between B0
s → f and B0

s → B
0

s → f . In the
following (except for the conclusion) the mixing phase is denoted simply as Φ.
New Physics only effects M12 but not Γ12. The mixing phase can be expressed as
the sum of its Standard Model value and a possible New Physics contribution:

Φ = ΦSM + ΦNP (1.14)

The Standard Model part of the mixing phase is linked to the angle βs defined
in equation (1.6):

ΦSM = −2βs (1.15)

A more detailed description of B0
s-mixing can be found in [22].

The CP violating mixing phase Φ is measured by analysing the decay B0
s →

J/ψ(µµ)φ(KK). The Standard Model value of Φ can be calculated with high
precision [23]:

ΦSM = −0.0368± 0.0017 (1.16)

Therefore, the decay mode B0
s → J/ψφ is one of the “golden channels” to measure

effects of New Physics on CP observables. To precisely determine Φ in B0
s → J/ψφ

is one of the key measurements of LHCb.
In theories beyond the Standard Model numerous diagrams can, in principle,
contribute to the mixing phase and hence, change the above value. As an exam-
ple, one of the most popular theories of New Physics is the so called Minimal
Supersymmetric Standard Model (MSSM, see [24]). This theory predicts e.g.
two Higgs doublets that can contribute to the mixing of B mesons [25]. A more
extensive discussion of New Physics contributions would be beyond the scope of
this thesis. Instead, more details can be, for example, found in the theory papers
[25], [26] and [27].
In the following the quantities needed to measure CP violation in the decay
B0

s → J/ψφ are discussed [23]. In this decay mode a pseudo-scalar particle de-
cays into two vector particles. Hence, there are three possible final states with
relative orbital angular momenta l = 0, 1, 2. The CP eigenvalue of the final state
depends on the relative angular momentum:

CP |J/ψφ〉 = (−1)l |J/ψφ〉 (1.17)
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In general, the final state is an admixture of CP-even (l = 0, 2) and CP-odd
(l = 1) states which can be separated by means of an angular analysis. In the
so-called transversity formalism, for example, the amplitudes at t = 0, A0(0) and
A‖(0), are CP-even whereas A⊥(0) is CP-odd [23]. Within this formalism, the
final states can be described by three angles Ω = {θ, ϕ, ψ} which are shown in
Figure 1.4.

Figure 1.4: The three decay product angles (highlighted in red) in
the transversity formalism [23]

In the J/ψ rest frame, the polar and azimuthal angles θ and ϕ describe the
direction of the µ+. The angle ψ is defined in the φ rest frame and describes the
angle between the momenta ~p(K+) and −~p(J/ψ). To describe the B0

s decay rates
one introduces four parameters:

• Two independent amplitudes: |A⊥(0)|2 and
∣∣A‖(0)

∣∣2 with the convention

|A⊥(0)|2 +
∣∣A‖(0)

∣∣2 + |A0(0)|2 = 1.

• Two independent CP conserving (strong) phases (δ0 = 0 by convention):
δ‖ = arg(A‖(0)A∗0(0)) and δ⊥ = arg(A⊥(0)A∗0(0)).

In total eight physics parameters describe the decay B0
s → J/ψφ: Φ, ∆Γs, Γs,

∆Ms, δ‖, δ⊥, |A⊥(0)|2 and
∣∣A‖(0)

∣∣2.
The differential decay rate for the B0

s is given by (see [23])

d4Γ(B0
s → J/ψφ)

dt d cos θ dϕ d cosψ
≡ d4Γ

dtdΩ
∝

6∑
k=1

hk(t)fk(Ω). (1.18)

The formulae for the B
0

s are completely analogous and are not written down
explicitly.
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The functions hk(t) and fk(Ω) introduced in the equation above are defined in
Table 1.3.

k hk(t) fk(Ω)

1 |A0(t)|2 2 cos2 ψ(1− sin2 θ cos2 ϕ)

2
∣∣A‖(t)∣∣2 sin2 ψ(1− sin2 θ sin2 ϕ)

3 |A⊥(t)|2 sin2 ψ sin2 θ
4 ={ A∗‖(t)A⊥(t) } − sin2 ψ sin 2θ sinϕ

5 <
{
A∗0(t)A‖(t)

}
1√
2

sin 2ψ sin2 θ sin 2ϕ

6 ={A∗0(t)A⊥(t)} 1√
2

sin 2ψ sin 2θ cosϕ

Table 1.3: Definitions of the functions from equation (1.18) [23]

The time dependent amplitudes can be written down explicitly. Accordingly, the

expressions for the B
0

s are given by the CP conjugated functions hk(t) whereas
the angular terms do not change.

|A0(t)|2 = |A0(0)|2 e−Γst

[
cosh

(
∆Γst

2

)
− cos Φ sinh

(
∆Γst

2

)
+ sin Φ sin(∆mst)

]
,

∣∣A‖(t)∣∣2 =
∣∣A‖(0)

∣∣2 e−Γst

[
cosh

(
∆Γst

2

)
− cos Φ sinh

(
∆Γst

2

)
+ sin Φ sin(∆mst)

]
,

|A⊥(t)|2 = |A⊥(0)|2 e−Γst

[
cosh

(
∆Γst

2

)
+ cos Φ sinh

(
∆Γst

2

)
− sin Φ sin(∆mst)

]
,

=
{
A∗‖(t)A⊥(t)

}
=
∣∣A‖(0)

∣∣ |A⊥(0)| e−Γst [− cos(δ⊥ − δ‖) sin Φ sinh

(
∆Γst

2

)
+ sin(δ⊥ − δ‖) cos(∆mst)− cos(δ⊥ − δ‖) cos Φ sin(∆mst)],

<
{
A∗0(t)A‖(t)

}
= |A0(0)|

∣∣A‖(0)
∣∣ cos δ‖e

−Γst [ cosh

(
∆Γst

2

)
− cos Φ sinh

(
∆Γst

2

)
+ sin Φ sin(∆mst)] and

={A∗0(t)A⊥(t)} = |A0(0)| |A⊥(0)| e−Γst [− cos δ⊥ sin Φ sinh

(
∆Γst

2

)
+ sin δ⊥ cos(∆mst)− cos δ⊥ cos Φ sin(∆mst)].

There is a two-fold ambiguity in the decay rates that is caused by an exact sym-
metry: The decay rates are invariant under the four simultaneous transformations

Φ←→ π − Φ,

∆Γs ←→ −∆Γs,

δ‖ ←→ 2π − δ‖ and

δ⊥ ←→ π − δ⊥.
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The CP violating phase Φ can be extracted from several terms in the decay rate
which can be seen from the time dependent amplitudes. As the Standard Model
value of Φ is very close to 0, basically all the information about the phase comes
from the terms containing sin Φ (cos Φ close to 1). In four out of the six amplitude
terms sin Φ is multiplied by sin(∆mst). This means almost all the information
on Φ is accessed via the amplitude of the oscillation in the time distribution.
Flavour tagging means measuring whether the decay particle was produced as

B0
s or B

0

s. The sin(∆mst) terms have opposite signs in the case of a B0
s and

B
0

s respectively and thus in the case of an untagged analysis where one cannot
resolve the flavour of the B-meson, these terms cancel out. Therefore, almost
complete cancellation of the sin Φ information – which is crucial to the extraction
of Φ – occurs. This shows that flavour tagging is an extremely important tool to
measure the Bs mixing phase Φ.
Apart from the CP violating phase, the difference in the decay width ∆Γs (in the
following denoted simply as ∆Γ) is important, especially in the view of stating
confidence intervals for Φ (see end of the section). Unlike Φ, ∆Γ is not significantly
affected by New Physics because it is dominated by the CKM favoured b → ccs
tree-level decays [22] which are not affected by New Physics. Latest theoretical
calculations predict a value for ∆Γ in the Standard Model of (see [22])

∆Γ = (0.096± 0.039) ps−1. (1.19)

As can be seen from the time dependent amplitudes, ∆Γ can be extracted from
the sinh and cosh terms. These terms are time dependent themselves and hence,
the sensitivity to ∆Γ varies with time.
At the Tevatron, a proton-antiproton collider at the Fermi National Accelerator
Laboratory near Chicago, a tagged analysis of the decay B0

s → J/ψφ has already
been performed ([8] [28]). The two collaborations at the Tevatron, CDF and
D�0, have determined confidence levels for the mixing phase Φ. CDF alone have
recently updated their result with roughly 3200 signal events corresponding to
2.8 fb−1 of data [8]. As point estimates are meaningless due to non-Gaussian
errors, the confidence region is quoted in the ∆Γ−Φ plane (as the main physics
parameters of interest). From this the interval

Φ = [−2.58,−0.56] at 68% confidence level (1.20)

is obtained as a result for the mixing phase [8]. A deviation from the Standard
Model of 1.8σ is measured. The current status (winter 2009) of the combined
CDF and D�0 measurements can be seen in Figure 1.5. These results, too, show a
deviation of Φ from the Standard Model value of nearly 2σ (95% contour). The
green band indicates the region allowed in New Physics models.
As can be seen from Figure 1.5 the statistical uncertainties in the determination
of Φ are large. At LHCb one will achieve a much higher accuracy and be able to
check whether the deviation from the Standard Model as measured by CDF and
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Figure 1.5: Current status of the combined CDF and D�0 mea-
surements. The graph shows the 68, 95 and 99% confidence regions
in the ∆Γ-βs plane (Note that ∆Γ ≡ ∆Γs). The measured value of
Φ = −2βs has a deviation from the Standard Model value of nearly
2σ. The region allowed in New Physics models is also shown (green
band) [9].

D�0 holds and thus is, indeed, a sign for New Physics. The discovery of physics
beyond the Standard Model would open a new and fascinating branch of both
experimental and theoretical particle physics because a deviation of Φ from the
Standard Model value would only be an indirect measurement of New Physics.
One could not directly conclude to the actual nature of the physics beyond the
Standard Model.

A short introduction to basic statistical definitions follows in Section 4.1.



Chapter 2

The LHCb experiment

The Large Hadron Collider beauty (LHCb) experiment is one of the four main
experiments operated at the Large Hadron Collider (LHC) in Geneva. After
a short introduction to the LHC itself, the LHCb experiment is described in
detail. Flavour tagging, time resolution and the trigger system are particularly
emphasised.

2.1 The Large Hadron Collider

The LHC [29] is a proton-proton accelerator at the European Organisation for
Nuclear Research (CERN, Conseil Européen pour la Recherche Nucléaire) in
Geneva. It has a circumference of 27 km (for an overview see Figure 2.1).

Figure 2.1: Schematic view of the LHC and the four main exper-
iments ALICE, ATLAS, CMS and LHCb [30]

19
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The machine design foresees the proton beams to be accelerated up to an en-
ergy of 7 TeV in two opposite directions. Each of the oppositely rotating beams
consists of 2808 bunches with a spacing of 25 ns, corresponding to a distance of
7.5 metres. Every bunch contains 1011 protons. Before injecting the two beams
into the LHC, the protons run through a chain of pre-accelerators. The two main
pre-accelerating components are the Proton Synchroton (PS) that accelerates the
protons up to an energy of 26 GeV and the Super Proton Synchroton (SPS) with
a final energy of 450 GeV which also corresponds to the LHC injection energy
[31]. The final acceleration to 7 TeV takes about 20 minutes. At the four inter-
action points, the experiments ALICE, ATLAS, CMS and LHCb, the two beams
are focussed and brought to collision. The first proton-proton collisions were ob-
served in November 2009. ALICE will analyse in addition lead-lead collisions in
separate LHC runs.

2.2 The LHCb detector

While ATLAS and CMS are multi-purpose experiments and ALICE is built to ex-
amine quark-gluon plasma, the LHCb detector is optimised to record and analyse
B decays. At the LHC centre-of-mass energy the dominant production mecha-
nism of b and b quarks is gluon-gluon fusion. Due to the small mass of these
b quarks gluons from a wide momentum range contribute to the production of
bb pairs. It is very unlikely that both gluons carry the same proton momentum
fraction x. Different x-values lead to a boost of the bb pairs in beam direction.
Hence, the b and anti-b hadrons predominantly fly either in forward or backward
direction. This can be seen in Figure 2.2 where the angle between a b/b pair pro-
duced in a proton-proton interaction and the beam direction is visualised [32].

Figure 2.2: Angle between a b/b quark produced in a proton-proton
interaction and the beam direction [32]
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Due to this fact that B and B mesons are mainly produced in the same forward or
backward cone the LHCb detector is built as a single arm forward spectrometer
with an angular coverage from 10 to 300 mrad in the bending plane (x-z plane)
and from 10 to 250 mrad in the non-bending plane (y-z plane). A schematic view
of the detector can be seen in Figure 2.3 (from [33]).

Figure 2.3: Schematic view of the LHCb detector in the y-z plane
(picture from [33])

Contrary to the ATLAS and CMS experiments the proton beams are only weakly
focussed and the nominal luminosity of L = 2 · 1032 cm−2s−1 is 100 times smaller
than for the above-mentioned multi-purpose detectors (for further explanation
see Chapter 3). In the following the main parts of the detector are briefly dis-
cussed.

2.2.1 Track Reconstruction

A powerful track reconstruction system is required to precisely measure the tra-
jectories and momenta of the particles. In a magnetic field (integrated field
strength at LHCb:

∫
B dl = 4.2 Tm) charged particles are bent depending on

their momentum. Thus, the measurement of the slope of the track in front of
and behind the magnet allows for the determination of the particle momentum.
The tracking system is comprised of the VErtex LOcator (VELO) system and



22 Chapter 2. The LHCb experiment

the Trigger Tracker (TT) installed before and three tracking stations (T1, T2,
T3) situated behind the dipole magnet [33].

• The Vertex Locator is built around the interaction point and allows for the
precise measurement of primary as well as displaced secondary vertices (see
Section 2.4). The 21 VELO stations consist of two types of semi-circular
silicon sensors to measure both the r as well as the φ (azimuthal angle)
coordinates of the track with respect to the beam. The cylindrical design
was chosen over a rectilinear geometry to allow for the fast reconstruction of
tracks and vertices in the LHCb trigger. The VELO is moveable and in the
fully closed position has a distance of 5 mm to the beam axis. The spatial
resolution of the reconstructed primary vertex is 42 µm in z-direction and
10 µm in x- and y-direction. A more detailed discussion can be for example
found in [34].

• The Trigger Tracker is used for track reconstruction as well as for the mo-
mentum measurement of low-energetic particles. In contrast to the tracking
stations the TT is able to detect these highly-bent low energy tracks. The
Trigger Tracker consists of four layers of silicon sensors. The two outer lay-
ers are orientated in y-direction whereas the two in between are tilted by
±5 degrees with respect to the y-axis. This allows for a spatial resolution
in the x-direction as well. More information is available in [35].

• The third component of the tracking system is the Main Tracker consisting
of the Inner Tracker (IT) and the Outer Tracker (OT) is divided into three
stations T1, T2 and T3. Each of the IT stations comprises four detector
boxes distributed around the beam pipe and is covered by silicon microstrip
detectors. Similarly to the TT two of the detector layers are vertically
oriented whereas the other two are tilted by an angle of ±5 degrees. The
outer region is covered by the OT. The OT consists of four layers per
tracking station arranged in a similar geometry as the IT and is composed
of straw-tube drift chambers. The tubes with an inner diameter of 5 mm
are filled with an Ar-CO2 gas mixture. The drift time is below 50 ns, the
spatial resolution of the OT in x-direction is around 200 µm. In addition,
it has a very high efficiency of 98%. For more information on IT and OT
see [36] and [37].

2.2.2 Particle Identification

In addition to the reconstruction of charged particle tracks, particle identification
is an integral element for the LHCb detector. Especially the separation between
kaons and pions is essential. The information from the two RICH detectors, the
calorimeters and the muon chambers allows to assign a relative probability for a
particle hypothesis to the reconstructed particle tracks (see next subsection).
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• The two Ring Imaging Cherenkov Detectors (RICH1 and RICH2) are based
on the so-called Cherenkov effect: Energetic electrically charged particles
emit electro-magnetic radiation in a medium of refractive index n if their
velocity v is larger than the speed of light in the medium c′ = c

n
where c is

the speed of light in vacuum. The radiation is emitted on a cone of opening
angle θc which can be calculated via

cos θc =
c′

v
=

1

βn
(2.1)

with β = v
c
. With the measurement of the opening angle of the emitted light

cone and the momentum from track reconstruction a particle hypothesis
can be made. The first detector (RICH1) is situated before the magnet
to identify particles in a momentum range up to 50 GeV. It contains both
aerogel and C4F10 radiators. The second Cherenkov detector (RICH2) is
placed behind the magnet and contains only a CF4 radiator to analyse
tracks with momenta between 50 and 100 GeV in the innermost part of
the detector. Both detectors are installed in regions with low magnetic
field so that the tracks are not bent significantly while passing through the
radiators. A more detailed discussion can be found in [38].

• The calorimeter system consists of four parts to separate electrons/positrons,
photons and hadrons as well as to measure energies and positions.
The first component is the Scintillator Pad Detector (SPD) consisting of
scintillators with a thickness of 15 mm, situated directly behind the first
muon chamber. A signal is only triggered by charged particles and there-
fore, the SPD can be used to distinguish between electrons/positrons and
photons.
In a 12 mm thick lead wall after the SPD an electromagnetic shower is in-
duced that is analysed in the Pre-Shower Detector (PS). The PS is located
directly behind the lead wall and also consists of scintillator pads. Since
hadronic showers are only produced in the hadronic calorimeter the PS can
be used to separate electrons/positrons from hadrons.
In the Electromagnetic CALorimeter (ECAL) electro-magnetic shower en-
ergies can be measured with a resolution of

σ(E)

E
=

10%√
E
⊕ 1.5% (2.2)

where ⊕ denotes quadratic summation (energy E given in GeV). This re-
solution is obtained by using alternating layers of 2 mm lead sheets and
4 mm thick scintillator plates and wavelength shifting fibres. Electromag-
netic showers are induced in the lead layers and are then sampled by the
scintillators.
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Behind the ECAL a Hadronic CALorimeter (HCAL) is located. The energy
resolution for hadrons is significantly worse than for the electromagnetic
showers and is determined to be:

σ(E)

E
=

80%√
E
⊕ 10%. (2.3)

The HCAL contains in turns layers of 16 mm thick iron and 4 mm thick
scintillators. Hadrons induce hadronic showers in the iron plates that are
detected by the scintillators. The HCAL has an overall thickness of 1.2
metres. For a more extensive discussion of the calorimeter system see [39].

• The identification of muons is a fundamental part of the experiment because
muons are in the final states of many B-decays sensitive to CP violation
and of rare decays. The muon system consists of five chambers (M1 to M5)
where M1 is in front of the calorimeter to obtain a better track estimation of
the muon trigger and M2 to M5 behind the calorimeter. The chambers are
composed of multi-wire proportional chambers (MWPC) and gas electron
multipliers (GEM) in the inner part. To shield the muon chambers from
hadrons there are 80 cm thick iron absorbers separating the chambers M2
to M5. To shield from muons coming from the opposite direction there is
an additional iron absorber behind M5. To pass all five chambers a muon
is required to have a minimum momentum of around 6 GeV. As the track
density increases towards the beam pipe a higher granularity is chosen in
that region. For more information see [40].

2.2.3 Particle Hypothesis

Using the particle identification detectors a particle hypothesis can be assigned
to every track [41]. With the measurements of the Cherenkov opening angle θc
in the RICH detectors and of the momentum from track reconstruction a mass
hypothesis can be made via

cos θc =

√
1 +

(
m

p

)2

(2.4)

which can be solved for m. With additional information from the calorimeter and
the muon chambers, a likelihood value L(X) is connected to the mass hypothesis
of a particle X which is compared to the likelihood value for a pion L(π). A
relative particle hypothesis (“delta log-likelihood”) can then be calculated as
follows

∆LXπ = (lnL(X)− lnL(π)) = ln

(
L(X)

L(π)

)
(2.5)

If ∆LXπ > 0, a charged track results more likely from a particle X than from a
pion and vice versa.
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2.3 Flavour Tagging at LHCb

As will be discussed later flavour tagging, i.e. the identification of the initial
flavour of the B-meson, is crucial to measure CP violation in channels like B0

s →
J/ψφ [42]. The two basic quantities of flavour tagging are the tagging efficiency
ε and the the mistag rate ω:

ε =
NR +NW

NR +NW +NU

, ω =
NW

NR +NW

(2.6)

where NR is the number of correctly tagged, NW the number of incorrectly tagged
and NU the number of untagged events. With these quantities one can define the
dilution D = 1 − 2ω and the effective tagging power εeff = εD2 1. A schematic
overview of different methods of flavour tagging of B-mesons is shown in Fig-
ure 2.4.

Figure 2.4: Schematic view of the B-meson flavour tagging mecha-
nisms at LHCb [42]

One cannot conclude from the B meson decay products to the flavour of the B me-
son at creation because it may have oscillated before it decays. Consequently, this
information has to be obtained from the rest of the event. As in proton-proton
collisions quarks are produced in pairs, there are, in principle, two different cate-
gories of flavour tagging [42][43][44]: Opposite-side (OS) tagging is to determine
the flavour of the reconstructed B meson from the other B hadron produced in
the event. This other B hadron is also called the companion B hadron. On the
other hand, same-side (SS) tagging is to infer the flavour of the initial b quark
from correlations in the fragmentation decay chain of the reconstructed B meson.

1The statistical weight of N events with εeff = εD2 for the CP analysis is that of εeffN .
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These flavour tagging techniques rely on the charge of certain particles.
For OS tagging one would ideally reconstruct all decay modes of the companion B
hadron. As this would be particularly difficult to implement, generic signatures,
so-called tags, are used instead. The charge of these tags is directly correlated to
the companion B hadron’s flavour. At LHCb this can be done in three different
ways. One can

• measure the charge of an electron or muon from a semileptonic B decay
(B → lνlX). This is called electron tagging and muon tagging respectively.
If, for example, in such a case a b quark is transformed into a c quark by
exchanging a W+ boson, then a positively charged lepton is produced which
allows to tag the flavour of the companion B hadron.

• measure the charge of a kaon from b → c → s cascade decays (B → DX
→ KX). This charge is directly related to the flavour of the companion B
hadron. The method is called OS kaon tagging.

• inclusively reconstruct the decay vertex of the companion B hadron. The
flavour of the companion B hadron can then be concluded from the vertex
charge (sum of the charges of all tracks originating in the decay vertex).
This is called vertex charge tagging.

SS taggers take advantage from the correlation in the fragmentation decay chain
of the signal B itself. If, for example, the fragmentation of a b quark produces a
B0

s(bs), an extra s quark is available (see Figure 2.4). In some cases this additional
quark hadronises into a K+(su). The charge of this kaon then implies the flavour
of the B meson at production. This is called SS kaon tagging. Apart from
applying cuts on quantities like the momentum and the transverse momentum of
the kaon, a cut on the impact parameter (IP) significance, defined as IP/σIP

2,
is used to reject kaons that do not originate from the primary vertex. A more
detailed discussion on flavour tagging can be found in [42], [43] and [44].
For the channel B0

s → J/ψφ, typical mistag rates of the combined taggers are
of the order of 35% and combined tagging efficiencies are determined to be at
roughly 55%. The exact numbers (overall and for every sub-tagging mechanism
explained in this section) are discussed in more detail in Chapter 3.

2.4 Lifetime resolution at LHCb

The second key issue for the analysis of B0
s → J/ψ(µµ)φ(KK) events is the

precise determination of the B0
s lifetime [45]. With a lifetime of roughly 1.5 ps

the B0
s is a relatively long-lived particle and a secondary vertex can be resolved

2The impact parameter of a track is defined as the distance of closest approach of the track
to the primary vertex.
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Figure 2.5: B0
s → J/ψ(µµ)φ(KK) decay topology. The B0

s is pro-
duced in the primary vertex (PV) and decays at the secondary vertex
(SV) into a J/ψ and a φ which themselves decay into a muon and
a kaon pair respectively.

in the detector (flight length of about 1 cm). The decay topology can be seen in
Figure 2.5.
The proper time is determined by measuring the distance between the primary
vertex and the decay vertex and the momentum of the B meson. Technically this
is done by a constrained χ2 fit [46]. The lifetime can then simply be calculated
by (originating from p = γMβ)

t(B0
s ) =

(
~d · ~p
|~p|

)
MBs

|~p| c
(2.7)

where ~d is the decay length vector, ~p the momentum vector and MBs the mass
of the B0

s. To resolve the fast B0
s oscillations (frequency of ∆Ms

2π
= 2.83 ps−1) and

thus to determine the mixing phase Φ with sufficient accuracy an excellent proper
time resolution is required. In the case of signal events a good approximation for
the lifetime resolution is the sum of two Gaussians [45]:

R(t) = fσct,1 ·G(t, µct,1, σct,1) + (1− fσct,1) ·G(t, µct,2, σct,2) (2.8)

where G(µ, σ) is a Gaussian with mean µ and width σ. Monte Carlo studies show
[45] that for B0

s → J/ψφ signal events a total proper time resolution of

σct =
√
fσct,1 · σ2

ct,1 + (1− fσct,1) · σ2
ct,2 = 38.9 fs (2.9)

can be achieved.
In the case of background (for the different categories of background see Chapter
3) only a single Gaussian is assumed as lifetime resolution model (further expla-
nations in Chapter 4).
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As will be discussed in Chapter 5 the lifetime resolution is, alongside with the
flavour tagging performance, the key quantity in order to precisely determine the
Bs mixing phase Φ.

2.5 The Trigger system of LHCb

As for every modern high energy physics experiment the amount of data which
has to be processed is enormous. To reduce the actual output rate from 40 MHz
(rate of proton-proton collisions) to 2 kHz a trigger system is used. It consists
of two steps, firsty the hardware based Level 0 Trigger (L0) and secondly, the
software based High Level Trigger (HLT) [47].
The L0 trigger is designed to reduce the rate from 40 MHz to 1 MHz. It uses
information from the Muon Chambers to reconstruct particles with high trans-
verse momentum (muon decision) and information from the calorimeters to select
particles with a high transverse energy (calorimeter decision). The L0 muon trig-
ger requires a candidate with a minimum transverse momentum of 1.3 GeV, the
dimuon trigger two candidates with a total minimum transverse momentum of
1.5 GeV. The L0 hadron trigger is issued if the transverse energy of a hadronic
cluster exceeds 3.5 GeV whereas the L0 electromagnetic trigger requires a mi-
nimum transverse energy Et of 2.6 GeV for electron candidates and an Et of 2.3
GeV for a photon candidate. The hardware trigger also has the possibility to
veto very busy events and particles with more than one primary vertex. The L0
trigger has a total latency of 4µs [47].
The rate of 1 MHz is transferred to the Event Filter Farm (EFF) where the
software trigger is running. The EFF consists of 1000 16-core computing nodes.
The software trigger itself consists of two stages, the HLT1 and the HLT2. The
purpose of the HLT1 is to reduce the background by partially reconstructing the
events and verifying the L0 decision. Consequently, an output rate of 30 kHz is
passed to the HLT2 where a full event reconstruction is performed using inclusive
selections of B-candidates. The final output rate is 2 kHz [47].
As shown in the next chapter the total trigger efficiency is estimated to be 90%
for B0

s → J/ψφ events based on a selection of Monte Carlo simulated events.



Chapter 3

Analysis of Monte Carlo
simulated B0

s→ J/ψφ events

In this chapter the standard LHCb selection of B0
s → J/ψφ events (with J/ψ →

µ+µ− and φ → K+K−) is discussed. Two different Monte Carlo event samples
corresponding to two different instantaneous luminosities are studied: The first
sample with one and the second one with three proton-proton interactions per
bunch crossing. For both samples a few key quantities such as the mass and
proper time resolution are examined. Furthermore, the influence of the higher
number of proton-proton interactions per bunch crossing on tagging and trigger
efficiencies is analysed.

3.1 Introduction

The ATLAS and CMS experiments are designed to run at a very high instanta-
neous luminosity. The average number ν of proton-proton interactions per bunch
crossing at the design value will be of the order of 20 [48]. This high number,
however, would make the reconstruction of B hadrons and the unambiguous as-
sociation of a primary vertex very difficult, if not impossible. Consequently, for
LHCb a much lower design luminosity which results only in an average of ν = 1
proton-proton interactions per bunch crossing is chosen. LHCb is operating at
a luminosity 100 times smaller than the nominal luminosity planned for ATLAS
and CMS. In 2009, different bunch filling scenarios were discussed. To achieve an
increased integrated luminosity, LHCb has investigated the possibility to run also
at a higher instantaneous luminosity. Within this thesis it is checked whether the
detector performance, especially the tagging efficiency, significantly decreases if
the number of proton-proton interactions per bunch crossing is increased or if it
is still possible to keep up a reasonable performance even at higher interaction
rates. In section 3.3 the performance of two luminosity scenarios is compared:
the standard ν = 1 case and the case where ν is increased to 3.

29
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3.2 Selection strategy for B0
s → J/ψφ events

In this section the selection of B0
s → J/ψ(µµ)φ(KK) Monte Carlo events is ex-

plained 3. At the LHC centre-of-mass energy the two b-hadrons are mainly pro-
duced in the same forward or backward region: In 40% of the cases at least one
B hadron is produced in a cone of roughly 400 mrad. This fact allows for a cut
on the angle between the beam axis and the direction of the B0

s decay products,
Θ, such that

10 mrad < Θ < 400 mrad, (3.1)

which reduces the simulation time of the Monte Carlo sample significantly. The
selection strategy can be summarised by three main goals [49]:

• Maximisation of the signal yield

• Minimisation of distortions in lifetime and angular acceptances for the signal
channel as well as for the two main control channels B0 → J/ψK∗0 and
B+ → J/ψK+.

• Common selection of b-hadrons for signal and control channels in terms of
their momentum distribution. This allows to apply tagging performances
determined on the control channels to the signal sample.

The Monte Carlo events are part of the LHCb ’Monte Carlo 2009’ (MC09) series,
generated with the LHCb software Gauss v37r3p1 [50] and Boole v18r1 [51] and
reconstructed with Brunel v34r7 [52].4 The actual analysis is carried out with
DaVinci v24r4 [53].
The B0

s “physics parameters” describing the B0
s decays that are used in the ge-

neration of the events are given in Table 3.1. Note that by convention the phase
δ0 is set to 0 and that for the polarisation amplitudes the normalisation relation

|A⊥(0)|2 +
∣∣A‖(0)

∣∣2 + |A0(0)|2 = 1 is valid.

Parameter Value

B0
s mass 5366.3 MeV

Γs 0.6793 ps−1

∆ms 17.8 ps−1

∆Γs 0.06 ps−1

|A⊥(0)|2 0.16

|A0(0)|2 0.6

3At the LHC B hadrons are produced in pairs.
4The actual names of the data samples are MC09-Beam5TeV-VeloClosed-MagDown-

Nu1-MC09-Sim04Reco02-withTruth for one and MC09-Beam5TeV-VeloClosed-MagDown-Nu3-
MC09-Sim04Reco02-withTruth for three pp interactions per bunch crossing. The event type
for both samples is 13144002-BsJpsiphi,mm=CPV,DecProdCut.
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δ‖ 2.50 rad
δ⊥ -0.17 rad
φ -0.04 rad

Table 3.1: B0
s decay parameters used in the generation of the

MC09 sample (modified from [49])

The selection criteria for the B0
s → J/ψφ analysis as optimised in [49] are listed

in Table 3.2. They can be divided into three categories, the J/ψ selection, the φ
selection and the B0

s selection.

J/ψ selection
µ minimum ∆ lnLµπ > −5
µ track maximum χ2

track/nDoF < 5
µ minimum pT > 500
J/ψ χ2

vtx/nDoF < 6
J/ψ pT > 1 GeV
|M(µµ)−M(J/ψ)| < 42 MeV (3σ)

φ selection
K minimum ∆ lnLKπ > 0
K p > 2 GeV
K track maximum χ2

track/nDoF < 10

φ χ2
vtx/nDoF < 20

φ pT > 1 GeV
|M(KK)−M(φ)| < 12 MeV (3σ)

B0
s selection

B0
s χ

2
vtx/nDoF < 5∣∣M(B0
s)−M(J/ψφ)

∣∣ < 300 MeV
IPS(B0

s) < 5

Table 3.2: Selection criteria for the decay B0
s → J/ψφ [49]

J/ψ selection

For the J/ψ selection, the most powerful selection quantity is the particle ID vari-
able ∆ lnLµπ (for the definition of delta log-likelihood see Chapter 2) which is cho-
sen to be larger than -5. This allows to separate real muons from hadrons (mostly
pions, misidentified as muons). The cut reduces the background by roughly 50%.
As this selection criterion has barely an effect on rejecting hadrons that decay
before the Muon Chambers (which is the largest contribution to hadrons misiden-
tified as muons), a cut on the χ2 of the track reconstruction and the transverse
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momentum of the muon is applied. Similarly, cuts on the transverse momentum
and the χ2 of the vertex reconstruction of the J/ψ are applied. J/ψ candidates
are chosen in such a way that the invariant mass lies within a 3σ (±42 MeV)
window with respect to the nominal value (3097 MeV).
Just for illustration purposes, in Figure 3.1 the reconstructed J/ψ mass for the
ν = 1 sample is plotted. The plot relies on truthmatched quantities. For the
exact definition of truthmatched and further information on the data set see sec-
tion 3.3.

Figure 3.1: Reconstructed J/ψ mass for ν = 1. The distribution
is normalised to an area of 1.

φ selection

Only events surviving the previous selection are used as input for the φ selection.
This helps to partly remove combinatorial background from prompt (directly in
the proton-proton interaction produced) pions and kaons. To identify the kaons
from the decay of φ mesons a cut on ∆ lnLKπ is applied. Furthermore, a cut
on the kaon momentum and χ2 of the track reconstruction is required. To avoid
biases of the angular acceptances only a pT cut on φ itself is chosen instead of
a pT cut on the φ decay products. Also, a cut on the quality of the φ vertex
reconstruction is applied by the condition χ2

vtx/nDoF < 20. Finally, the φ can-
didates must have a mass within the 3σ (±12 MeV) region around the nominal
value (1019 MeV). In Figure 3.2 the reconstructed φ mass for the ν = 1 sample
is plotted (again truthmatched distribution).
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Figure 3.2: Reconstructed φ mass for ν = 1. The distribution is
normalised to an area of 1.

B0
s selection

After applying the J/ψ and the φ selection only three cuts are used for the B0
s

selection: a cut on the χ2 of the B0
s decay vertex reconstruction and on the IP

significance (for a definition see Chapter 2) with respect to the primary vertex
and a mass window for the B0

s of ±300 MeV. The reconstructed B0
s mass is shown

in Figure 3.3 (truthmatched distribution). A more detailed discussion of the mass
distribution can be found in section 3.3.

Event yield

To calculate the expected annual event yields one first has to consider the en-
volved branching fractions: The B0

s decays with a branching ratio BR(B0
s →

J/ψφ) = (9.3±3.3)·10−4 [49] into a J/ψ and a φ. The decay of the J/ψ into a muon
pair has a branching fraction of BR(J/ψ → µµ) = (5.93±0.06) ·10−2 [49] whereas
the φ decays into a kaon pair with the ratio BR(φ →KK) = (49.2 ± 0.6) · 10−2

[49]. The product of these three branching ratios gives the total visible branching
ratio BRvis. Consequently, the annual event yield can be computed according to
(see [49])

S = Lint · σbb · 2 · fB · BRvis · εtot, (3.2)
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Figure 3.3: Reconstructed B0
s mass for ν = 1. The distribution is

normalised to an area of 1.

where Lint = 2 fb−1 is the integrated luminosity for one nominal year of data tak-
ing (107 s) at a luminosity of L ∼ 2 · 1032 cm−2s−1 on average, and σbb = 500 µb

is the bb cross section at 14 TeV. The factor two accounts for pair production.
fB = 11.0% is the hadronisation fraction for b → B0

s, BRvis = 2.71 · 10−5 the
total visible branching ratio and εtot = 1.96% the total efficiency after selection
and triggers. This gives a yield per nominal year of roughly 117 000 events. Note
that the numbers are taken from [49] where a data set from the ’Data Challenge
2006’ and not from the ’Monte Carlo 2009’ production was used and that the
uncertainties especially for σbb and BRvis are large (of the order of 40%). The
number for the annual event yield can only be a rough estimate. These numbers
are also used in the Feldman Cousins analysis explained and discussed in the
following chapters.
The bb cross section depends, of course, on the centre-of-mass energy. For the
calculation above a centre-of-mass energy of 14 TeV has been assumed resulting
in a cross section of σbb = 500 µb. At 10 TeV, however, the cross section is

reduced to 357 µb (71% compared to 500 µb) and to 219 µb at 7 TeV (reduction
to 44% with respect to the nominal cross section). The expected annual event
yield drops accordingly.
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3.3 Signal distributions, tagging and trigger ef-

ficiencies

To test the quality of the reconstruction an original particle created in the si-
mulation has to be associated to every reconstructed particle. These particles
are called truthmatched. All distributions and numbers presented in this section
rely on truthmatched quantities. The ν = 1 sample comprises roughly 213 000

and the ν = 3 sample circa 177 000 reconstructed and truthmatched B0
s or B

0

s
particles. The exact numbers can be found in Table 3.3.

quantity ν = 1 ν = 3

number of generated events 1 515 052 1 302 611

number of reconstructed B0
s/B

0

s 226 412 188 776
offline reconstruction efficiency (14.9± 0.1)% (14.5± 0.1)%

number of thruthmatched B0
s/B

0

s 213 410 176 553

fraction of non-associated B0
s/B

0

s candidates (5.5± 0.1)% (6.3± 0.1)%

Table 3.3: Reconstruction performance for the ν = 1 and the
ν = 3 sample

The main performance quantities are, firstly, the offline reconstruction efficiency

which is defined as εoff = number of reconstructed B0

s/B
0

s
number of generated events

(assuming that there is

one B0
s/B

0

s per event). This number decreases slightly for ν = 3. The second main
performance quantity is the fraction of wrongly associated (non-truthmatched)

B0
s or B

0

s candidates. This latter number is significantly higher for the ν = 3
sample. This means that the the reconstruction is not as pure as for the ν = 1
case.

Figure 3.4: Number of reconstructed primary vertices. Both dis-
tributions are normalised to an area of 1.
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The number of reconstructed primary vertices is shown in Figure 3.4. The diffe-
rence between the two samples (ν = 1 and ν = 3) is as expected. Note that
“zero” bin entries are not included.
Two quantities which are of importance for the analysis are the resolution of the
reconstructed B0

s mass and the resolution of the reconstructed B0
s lifetime. Both

distributions can be seen in Figure 3.5.

Figure 3.5: B0
s mass and lifetime error distribution for the ν = 1

and the ν = 3 sample using two Gaussians. Both distributions are
normalised to an area of 1.

For the mass distribution the sum GD of two Gaussians G1 and G2 is fitted to
the data points such that

GD = fσm,1 ·G1(m,σm,1) + (1− fσm,1) ·G2(m,σm,2) (3.3)

where σm,1/2 are the widths of the two Gaussians and fm,1 the weight of the first
Gaussian. m is the mean reconstructed mass which should be the same for the
two Gaussians. The total resolution is usually calculated as the quadratic average

σm =
√
fm,1σ2

m,1 + (1− fm,1)σ2
m,2. The results

• m = 5364.7 MeV, σm = 15.3 MeV for ν = 1 and

• m = 5364.8 MeV, σm = 15.4 MeV for ν = 3

show that the number of proton-proton interactions per bunch crossing has prac-
tically no influence on the mass resolution of the B0

s.
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For calculating the resolution of the B0
s lifetime (proper time) the lifetime error

terr = t(B0
s) − t(B0

s, MC) is computed where t(B0
s) is the reconstructed lifetime

and t(B0
s, MC) the one of the corresponding Monte Carlo particle. As already

described in Chapter 2 the lifetime is calculated by

t(B0
s) =

(
~d · ~p
|~p|

)
MBs

|~p| c
. (3.4)

Applying the same procedure as for the mass resolution the lifetime error is fitted
using two Gaussians. Accordingly, one obtains

• mean terr = −0.70 fs (lifetime bias), σct = 34.3 fs for ν = 1 and

• mean terr = −0.74 fs (lifetime bias), σct = 35.4 fs for ν = 3.

With increasing number of proton-proton interactions the resolution is slightly
degrading, the performance for ν = 3, however, is not significantly worse.

Two issues remain to be addressed. First of all it has to be checked whether
there is an influence on the reconstructed B0

s lifetime if there is more than one
primary vertex in the event. In the case of more than one primary vertex there
is the possibility that a wrong primary vertex with respect to the B0

s is recon-
structed. If this happens frequently, there might be an effect visible in the B0

s
lifetime distribution. As the average number of reconstructed primary vertices is
higher for the ν = 3 sample, such an effect should be more pronounced for the
high luminosity sample. To check for any differences between the two samples
the lifetime error distribution in Figure 3.5 has to be considered once more. In
Figure 3.5 (right) an effect is not visible. The widths σct,1 and σct,2 of the two
Gaussians fitted to each of the lifetime error distributions are determined to be

• σct,1 = 48.81± 0.08 fs; σct,2 = 24.91± 0.08 fs for ν = 1 and

• σct,1 = 50.72± 0.08 fs; σct,2 = 25.47± 0.08 fs for ν = 3.

The weight of the first Gaussian is 0.32±0.01 (ν = 1) and 0.31±0.01 (ν = 3)
respectively. Apart from the fact that the lifetime resolution is slightly worse for
the ν = 3 sample there is no difference between the two samples. If there are any,
wrongly determined primary vertices have no impact on the extraction of the B0

s
lifetime.
The second issue that has to be considered is the problem of combinatoric back-
ground. As in this section only truthmatched distributions are shown, there is
basically no combinatoric background visible in the B0

s mass spectrum (Figure 3.5,
left). This is because in this section only a signal sample is used. Unfortunately,
the corresponding background samples were not generated for ν = 3. And even
if the non-associated candidates are included, it has been varified that there is

no significant difference visible. However, the fraction of non-associated B0
s or B

0

s
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candidates from Table 3.3 might give a hint. At ν = 3 this fraction is by 15%
larger compared to the ν = 1 sample. On the other hand a much higher luminosi-
ty is available in the case of ν = 3 which compensates for the larger combinatoric
background.

Distributions for daughter particles

To check that the distributions of key quantities of the daughter particles re-
main unchanged between the two luminosity samples, the J/ψ momentum and
the reconstructed φ mass are plotted in Figure 3.6. Again, no significant differ-
ence can be seen.

Figure 3.6: Key quantities of the daughter particles: J/ψ mo-
mentum and φ mass for ν = 1 and ν = 3. Both distributions are
normalised to an area of 1.

Angular distributions

Finally, the distributions of the B0
s transversity angles cosψ, cos θ and ϕ, de-

fined in Chapter 1, are plotted in Figure 3.7. Within the errors there is no
difference between the two samples visible. For both cos θ distributions the bin
around cos θ ≈ −0.6 is significantly lower than expected. The reason for this
reconstruction inefficiency could not be fully clarified. It might, however, be an
artefact.
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Figure 3.7: Distributions of the B0
s transversity angles cosψ, cos θ

and ϕ. The distributions are normalised to 1. Note that the y-axis
is zero-suppressed.

Tagging and trigger efficiencies

Flavour tagging is very crucial in order to extract the mixing phase from the
data. Therefore, it should be checked that the tagging performance for ν = 3 is
not significantly worse than for the ν = 1 sample. To do this, the performance
of the tagging algorithms was studied for both cases. The tagging efficiency (in
%) and the mistag probability (in %) are listed in Table 3.4 for the two samples.
These numbers show that the increase to ν = 3 has, indeed, an impact on the
tagging performance. The average mistag rate for the combination of the five
taggers increases. Mainly responsible is the poorer performance of the OS kaon
and the vertex tagger. The increase in ω is accompanied by a higher tagging
efficiency. Since ε only contributes linearly to εeff = ε(1−ω)2, the mistag rate is
the crucial quantity and consequently, the effective tagging power of the combi-
nation of the five taggers is decreasing from 4.6% for ν = 1 to 3.6% in the ν = 3
case. This corresponds to a loss of roughly 20%. However, an increase in the
number of proton-proton interactions per bunch crossing from 1 to 3 corresponds
to a luminosity increase by a factor of 3 (assuming the same running conditions).
This in a way compensates for the loss of effective tagging power.
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ν = 1 ν = 3
ω[%] ε[%] ω[%] ε[%]

OS kaon tagger 34.0±0.2 17.3±0.1 36.6±0.3 18.4±0.1
SS kaon tagger 36.1±0.1 27.3±0.1 36.2±0.1 26.2±0.1
electron tagger 33.7±0.5 3.8±0.05 34.3±0.6 3.7±0.04
muon tagger 32.9±0.4 6.1±0.05 33.7±0.5 6.2±0.06
vertex tagger 41.8±0.2 42.8±0.1 43.5±0.1 49.9±0.1

Combination of all five tagger categories
average ω and ε 35.7±0.1 56.3±0.1 37.6±0.1 59.6±0.1

average dilution D 28.6±0.3 24.7±0.3
average eff. tagging power εeff 4.6±0.1 3.6±0.1

Table 3.4: Mistag fractions ω and tagging efficiencies ε for ν = 1,
ν = 3 (in %)

For the trigger rates a similar conclusion can be drawn. In Table 3.5 the trig-
ger efficiencies for all three triggers (L0, HLT1, HLT2) are listed.5 The change
in the efficiencies for the L0 and the HLT2 trigger are barely significant, there
is, however, a drop in the HLT1 efficiency. This drop can be explained in the
following way: With increasing number of proton-proton interactions per bunch
crossing and therefore, luminosity the trigger rate is expected to go up. On the
other hand, however, the trigger thresholds remain the same. This leads to ineffi-
ciencies. The numbers, however, show that this effect does not play a significant
role.

To summarise, an increase of the number of proton-proton interactions per bunch
crossing from 1 to 3 does not significantly worsen the detector performance. As
far as the analysis of simulated B0

s → J/ψφ events shows, the operation of the
detector at a higher luminosity is possible.

Trigger efficiency ν = 1 ν = 3

L0:
# reconstructed and L0-passed B0

s/B
0

s
# reconstructed B0

s/B
0

s
99.7± 0.01 99.8± 0.01

HLT1:
# reconstructed and L0+HLT1-passed B0

s/B
0

s
# reconstructed and L0-passed B0

s/B
0

s
92.2± 0.05 91.5± 0.06

HLT2:
# reconstructed and L0+HLT-passed B0

s/B
0

s
# reconstructed and L0+HLT1-passed B0

s/B
0

s
97.7± 0.03 97.4± 0.03

Table 3.5: Trigger performance for ν = 1, ν = 3 (in %)

5For the HLT the trigger scenario ’Physics10000Vis1000L040Hlt1EffectiveHlt2Jul09’ has
been used.
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3.4 Background and acceptances

For completeness, the main sources of background and the behaviour of detector
acceptances is briefly discussed in this section. As mentioned above a specific
study of the background for ν = 1 and ν = 3 was not possible as the correspon-
ding background samples were not generated.

Background

A realistic determination of background distributions from Monte Carlo simu-
lations is difficult due to the restricted amount of events. The data set closest
to reality, the so-called minimum bias (MB) sample, only corresponds to an inte-
grated luminosity of roughly 10−3 pb−1. Nonetheless, a rough estimate of signal
to background ratios can be done using the MB as well as other samples. A
precise background analysis on data can be done using sidebands of the mass dis-
tributions. There are two main categories of background (for more information
see [49]):

• Prompt background comprises all reconstructed B0
s → J/ψφ events where

all tracks originate in the primary vertex. Using the minimum bias sample,
one can see that the dominant prompt background component is the com-
bination of a prompt J/ψ → µµ with two prompt kaons to a B0

s candidate.
Therefore, the more abundant Monte Carlo sample of J/ψ inclusive events
is used to analyse the prompt background contribution. After removing
events with at least one track from long-lived hadrons the background to
signal ratio for the prompt background is then calculated by interpolating
the background evaluated in an enlarged mass window around the B0

s mass
(±300 MeV) into the signal region (±50 MeV). In [49] a background to
signal ratio of

Bprompt
S

= (1.6± 0.6). (3.5)

is obtained.

• Long-lived background comprises all reconstructed B0
s → J/ψφ events where

at least one particle used for reconstruction originates from a b-hadron. Its
properties are evaluated with bb inclusive and B0

q → JψX Monte Carlo
samples. The proper time, mass and angular distributions are studied with
the B0

q → JψX sample. The bb sample is used for an estimation of the
long-lived background to signal ratio. In a mass window of ±50 MeV, the
ratio according to [49] is

Blonglived
S

= (0.51± 0.08). (3.6)

In the case of J/ψ particles the background is mainly composed of J/ψ →
µµ events from b decays and random combinations of muons coming from
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pions and kaons whereas for φ particles the main background contribution
are pions misidentified as kaons and protons. This explaines the choice
of the B0

q → JψX sample to study the key distributions of the long-lived
background.

Acceptances

Figure 3.8: Projections of the acceptances determined in [54]

In addition, proper time and angular acceptances play an important role: Like
every other detector the LHCb detector as well is not perfect. Therefore, the
measured distributions in the transversity angles and the lifetime are strongly
dependent on detector inefficiencies and geometrical effects. These effects have
to be considered and compensated for. The method described in [54] uses four-
dimensional histograms for the calculation. The acceptance is then simply the
number of accepted Monte Carlo simulated events in the specific bin divided by
the theoretical expectation:

ε(ti, cos θj, ϕk, cosψl) =
Accepted MC(ti, cos θj, ϕk, cosψl)

Theory(ti, cos θj, ϕk, cosψl)⊗GD(σt1, σ
t
2)

(3.7)
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where the convolution with the sum of two Gaussians GD(σt1, σ
t
2) accounts for

proper time resolution effects. In the denominator one cannot use the number
of generated events as usual because a cut on the angle between the beam axis
and the direction of the decay products has been applied for the signal sample
(see section 3.2), i.e. while producing the events the geometry of the detector has
already been taken into account. Using the number of generated events would
therefore distort the acceptance distributions. An extensive analysis of accep-
tances has been done in [54]. To get a rough idea how these acceptances are
distributed the corresponding projections can be seen in Figure 3.8.
From the distributions in Figure 3.8 one can see that the deviations of the accep-
tances from being flat are smaller than 10%. The main reason for these deviations
is that all four particle tracks (two muons, two kaons) are required to be recon-
structed within the LHCb geometrical acceptance.
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Chapter 4

Extracting the Bs mixing phase
for low event statistics

The determination of the mixing phase Φ from B0
s → J/ψφ decays is one of the key

measurements of the LHCb experiment and allows for the indirect search for New
Physics. Especially in the early phase of data taking it is essential to think about
the correct determination of the errors and confidence levels in order to correctly
interpret the data. While for high statistics the usual assumption of Gaussian
errors is valid this cannot be, in general, assumed for a low statistics sample. The
Feldman Cousins method [11] is able to correctly determine confidence regions
in the case of low statistics. In this chapter the Feldman Cousins method is
motivated and explained. In addition, it is investigated whether the Feldman
Cousins approach is needed for the analysis of early data at LHCb or if a classical
method to calculate confidence intervals is sufficient. The focus is on low event
statistics corresponding to integrated luminosities of 10 to 50 pb−1. The chapter
starts with a short introduction to basic statistical definitions.

4.1 Basic statistical definitions

There are several ways to define probability [55]. In an empirical definition one
considers an observation which is performed n times under the same conditions.
The observations shall be independent from each other. If a property A is ob-
served k times, then the probability for A to occur is (see [55])

W (A) = lim
n→∞

k

n
. (4.1)

A continuous random variable can assume a continuum of different values [55].
It is the outcome of a measurement or observation and can be described by a real
number x. The probability that the measurement of x gives a value a ≤ x ≤ b is
defined as

W (a ≤ x ≤ b) =

∫ b

a

P(x)dx (4.2)

45
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where P(x) is the probability density function (PDF) for the variable x. The
PDF has to obey the relations

P(x) ≥ 0,

∫ ∞
−∞
P(x)dx = 1. (4.3)

Using a maximum likelihood method one or several unknown parameters λ of a
theoretical distribution can be determined. One considers n measurements of the
random variable x where x can be a single variable or a vector of variables [55]. It
is assumed that the underlying PDF P(x|λ) is known. By applying the maximum
likelihood method one can determine a best estimate for the parameters λ. The
likelihood function is defined as

L′(λ) =
n∏
i=1

P(xi|λ). (4.4)

The best estimate for λ is that value that maximises L′(λ), i.e. the probability
to obtain the observed set of values xi. It is important that the normalisation
condition ∫

P(x|λ)dx = 1 for every λ (4.5)

is obeyed. Usually, this maximisation is done numerically by varying the unknown
parameters until the likelihood function is maximised. This procedure is called
fitting. During the fitting process certain unknown parameters can be fixed, i.e.
they are not varied. This can be done in cases where the specific parameter is
well-known from theory or previous experiments. Due to numerical reasons not
the product over the PDFs is maximised but instead the negative logarithmic
likelihood is minimised:

L(λ) = −
n∑
i

lnP(xi|λ). (4.6)

4.2 Motivation

In 2007 CDF was able to extract the mixing phase Φ based on a tagged analysis
of B0

s → J/ψφ events for the first time (tagging is crucial for the extraction of
Φ, see Chapter 1) [10]. When calculating confidence levels in the ∆Γ-Φ plane (as
shown in Figure 1.5), the CDF collaboration discovered that the standard method
using two-dimensional likelihood profile scans (which is explained in Section 4.4
and is referred to as “classical method”) leads to undercoverage [10][56]. This
means that the obtained confidence contour does not result in the correct proba-
bility coverage but is smaller than desired (e.g. the 95% contour shows in fact a
confidence level smaller than 95%). Consequently, instead of using the classical
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Figure 4.1: CDF Run II results: Two-dimensional likelihood pro-
file corresponding to 68% and 95% confidence levels (left) and re-
spective confidence regions obtained by the Feldman Cousins method
(right) [56]. Note that 2∆log(L)=2.30 corresponds to a confidence
level of 68% and 2∆log(L)=5.99 to a confidence level of 95%.

method, the Feldman Cousins method, providing correct coverage by construc-
tion, has been applied (see Section 4.5). To illustrate the difference between the
two approaches the results for both methods are shown in Figure 4.1. The graphs
are from CDF Run II with an integrated luminosity of 1.35 fb−1 [56]. Note that
ΦSM = −2βs.
The difference between the two plots is clearly visible. On the left plot the Stan-
dard Model point lies exactly on the 95% contour 6 whereas on the Feldman
Cousins plot it is well inside the red contour. In principle, this undercoverage
can be understood: The CDF results are based on about 2000 signal events only
(corresponding to roughly 35 pb−1 at LHCb). At low statistics the errors are not
Gaussian and the corresponding likelihood profiles are highly non-parabolic and
have multiple not well-separated minima (see Figure 4.1). Under such conditions
one cannot, at least a priori, expect the likelihood contour to give the correct
confidence regions. In fact, it is known that the classical method yields under-
coverage in certain circumstances [57].
It is worth checking whether the CDF observations are also seen in the case
of simulated low statistics LHCb data and in which cases the Feldman Cousins
method has to be used instead of the classical likelihood scan method.

6For the two-dimensional likelihood scan the 95% confidence level corresponds to the contour
defined by 2∆log(L)=5.99. For further explanation see Section 4.4
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4.3 The unbinned likelihood fit for the extrac-

tion of the mixing phase

To extract the mixing phase and to apply the Feldman Cousins method an un-
binned likelihood fit described in [54] is used. As it is an integral part of the
Feldman Cousins analysis, this fitter framework is briefly summarised.
As described in Section 4.1 the likelihood function is defined as the product of
the probability density functions P for every single event i. As explained above
not the product over the PDFs is maximised but instead the negative logarithmic
likelihood is minimised:

L = −
all events∑

i

ln
(
Pi(m, t, cos θ, ϕ, cosψ, q|~λ)

)
(4.7)

The event probability depends on the reconstructed B0
s mass m, the proper time

t, the transversity angles (cos θ, ϕ, cosψ) and the tagging decision q (+1 for a

B0
s, -1 for a B

0

s and 0 for untagged events). ~λ denotes all parameters that are
determined by the fit. The minimisation is performed using MINUIT (see [58]).
The key ingredients of the likelihood parametrisation are as follows

• The total PDF Pi for every event has of two parts, the signal and the
background part with fsig denoting the signal fraction:

Pi = fsig · Si(m, t, cos θ, ϕ, cosψ, q) + (1− fsig) · Bi(m, t, cos θ, ϕ, cosψ, q)
(4.8)

• Assuming that the mass does not depend on other quantities, the mass-
dependent term in the signal PDF can be factorised. Then, the signal mass
distribution can be described by a sum of two Gaussians. The relevant
parameters are the ratio between the two Gaussians fσm,1 , the widths of the
Gaussians σm,1 and σm,2 and the mean of both Gaussians mBs .

• The signal PDF is of the form of equation 1.18. Furthermore, it has to be
considered that tagging is not perfect. To account for this a dilution term
is added to the signal PDF (for the definition of dilution see Chapter 2).
The angular and time dependent part can be written as

S ′i(t, cos θ, ϕ, cosψ, q) ∝ 1 + qD

2

6∑
k=1

hk(t) · fk(cos θ, ϕ, cosψ) +

1− qD
2

6∑
k=1

hk(t) · fk(cos θ, ϕ, cosψ)

(4.9)

where D is the dilution and hk(t), hk(t) and fk(cos θ, ϕ, cosψ) are the terms
defined in Chapter 1.
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• As explained in Chapter 3 there are two categories of background. The
prompt background has a peak at a proper time of t = 0. The longlived
background can be described by two exponentials with lifetimes τll,1 and
τll,2 (fraction of the longlived part is fll). The mass distributions of the
two types of background are modelled as exponentials with different decay
constants α.

• Due to the limited detector resolution the proper time PDF has to be convo-
luted with a resolution function for the proper time. As described in Chap-
ter 2 this is done with two Gaussians in case of the signal part (see equation
2.8). For the background components one Gaussian of width σct,prompt and
σct,longlived respectively is used. Angular resolution effects play no role and
are not considered.

A fit can be performed either on “toy experiments” where only theoretical distri-
butions of data points are generated with a random number generator according
to the model explained above and physical processes like interactions with the
detector are neglected, or on fully simulated Monte Carlo samples of the kind
described in Chapter 3. The input values for the toy generator and the fits are
summarised in Table 4.1.
Acceptances and angular resolutions are not taken into account. There are two
different scenarios considered for the value of the mixing phase Φ, the Standard
Model case and a New Physics scenario. In the Standard Model the value of Φ
is -0.0368. The value in the New Physics scenario of Φ is 20 times larger than
the Standard Model value and therefore, is close to the most likely value of the
mixing phase according to the measurement by CDF.

Parameter Category Model / Input Values

Bs mass mBs = 5369.6 MeV
Sum of two Gaussians for signal:
fσm,1 = 0.74
σm,1 = 13.2 MeV
σm,2 = 22.5 MeV
Exponential shape for background:
αm,prompt = 0.0006 MeV
αm,longlived = 0.001 MeV

Amplitudes |A0|2 = 0.56
|A⊥|2 = 0.233

Strong phases δ‖ = −2.93
δ⊥ = +2.91

Mixing phase Standard Model: ΦSM = −0.0368
New Physics: ΦNP = −0.736 = 20 · ΦSM
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Event fractions For mass window ±50 MeV and 2 fb−1

Nsignal = 117k
Nbackground,prompt = 210.6k
Nbackground,longlived = 58.5k
Ntotal = 386.1k

Bs mixing quantities ∆M = 17.77 ps−1

∆Γ = 0.049 ps−1

Γ = 0.68 ps−1

Proper time Sum of two Gaussians for signal
δ(0) for prompt background
Two exponentials for longlived background:
fll = 0.22
τll,1 = 1114 fs
τll,2 = 161 fs

Proper time resolutions Sum of two Gaussians for signal:
fσct,1 = 0.85
σct,1 = 31.5 fs
σct,2 = 66.7 fs
σct,total = 38.9 fs
Gaussian shape for background:
σct,prompt = 44.0 fs; σct,prompt = 66.0 fs

Tagging quantities ωsignal = 0.334
εsignal = 0.564
εbackground,prompt = 0.3; εbackground,longlived = 0.62

Table 4.1: Input values for the simulated toy experiments

4.4 Two-dimensional likelihood scan

Before introducing the Feldman Cousins method in this section the standard
two-dimensional likelihood profile scan (“classical method”, see Section 4.2) is
explained. It consists of three steps:

Step 1

The first step is a fit to data where all parameters are floating. Note that for
the time being a single set of toy events is used as “data set”. In Chapter 6 a
sample of fully simulated Monte Carlo events serves as “data set”. The fit results
are the best fit values ∆Γ̂, Φ̂ and ξ̂ where ξ denotes all other parameters except
∆Γ and Φ, the defining parameters for the two-dimensional contour plots. The
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parameters ξ are called nuisance parameters. After having performed the fit, the
value of the likelihood function corresponding to the best fit values is calculated.

Step 2

In a second step a grid in the ∆Γ-Φ plane is constructed. Unless stated oth-
erwise, this is a 40×40 grid (Φ ∈ [−π

2
,+π

2
] and ∆Γ ∈ [−0.3, 0.5] in the Standard

Model case, Φ ∈ [−π,+π
3
] and ∆Γ ∈ [−0.5, 0.5] in the New Physics case). Then,

for every grid point a fit to data with ∆Γ and Φ fixed to the grid value and the
nuisance parameters floating is performed and again the corresponding likelihood
value is computed.

Step 3

Having calculated the two different likelihood values (the one of the global fit
and the other one separately for every grid point) one can determine for every
grid point the logarithmic ratio of the two likelihoods:

LRdata = −2 · log
L(Φ∗,∆Γ∗, ξ̂)

L(Φ̂,∆Γ̂, ξ̂)
, (4.10)

where ̂ denotes that the parameter is kept freely in the fit and ∗ that the para-
meter is fixed to the grid value. The factor of 2 is convention.

This procedure corresponds to the classical two-dimensional likelihood scan. To
every confidence level a respective likelihood ratio is assigned according to Ta-
ble 4.2 (m stands for the number of estimated parameters). Note that in this
case one has two-dimensional confidence regions. This means that a confidence
level of 95% corresponds to a likelihood ratio of 5.99. As mentioned before the
classical method can lead to undercoverage which has been observed by CDF (see
the two plots of Figure 4.1). Although a rigorous mathematical argumentation

C.L. (%) m = 1 m = 2 m = 3

68.27 1.00 2.30 3.53
90.00 2.71 4.61 6.25
95.00 3.84 5.99 7.82
95.45 4.00 6.18 8.03
99.00 6.63 9.21 11.34
99.73 9.00 11.83 14.16

Table 4.2: Values of 2∆log(L) corresponding to a coverage proba-
bility of C.L. for the joint estimation of m parameters. [14]
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cannot be given, a qualitative explanation can be found: At low statistics it is
likely that the calculated minimum of the likelihood function is not at the true
position. Therefore, the determination of the confidence levels by the fixed values
in Table 4.2 does not give the correct coverage. The Feldman Cousins approach,
however, does calculate the correct coverage by construction.

4.5 The Feldman Cousins method

The original motivation for Feldman and Cousins to develop the method described
in [11] was the experimental search for neutrino oscillations. For this case the two
authors compare their technique, known as Feldman Cousins method, with three
alternative classical approaches. They come to the conclusion that only their
method fulfills the three properties needed for a meaningful calculation of confi-
dence regions: the method applied has to give proper coverage, has to be powerful
in the sense that it can distinguish between a likely and an unlikely value (of Φ
in the case of this thesis) and has to give physically useful results. The authors
suggest to apply the Feldman Cousins method quite generally in cases where the
confidence regions have a particularly complicated structure and the PDF has
multiple local minima [11]. In this sense, the Feldman Cousins method can also
be used to determine the two-dimensional confidence region in the ∆Γ-Φ plane
for B0

s → J/ψφ decays [56]. Using the fitter framework described in the previous
section the Feldman Cousins method has been implemented in the following way.
After having performed steps 1 to 3 explained in the previous section one has
to proceed with

Step 4

At every grid point a significant amount of toy experiments is generated with
the values in Table 4.1 as generation parameters except for ∆Γ and Φ for which
the values of the respective grid point is taken. Unless stated otherwise, 250 toy
sets are generated. The procedure that follows is almost identical to the one
described above for the calculation of LRdata. For every toy experiment and at
every grid point one again fits twice: once with all parameters floating and once
with ∆Γ and Φ fixed to the grid value (nuisance parameters floating). The star-
ting values for the fits are the best fit values mentioned in the previous section. In
the same way as above, a likelihood ratio, LRtoy, can be computed. This means
for every grid point one gets a LRtoy distribution of 250 values, corresponding to
the 250 toy experiments generated at every gridpoint.

As one can easily imagine, the required computing resources for calculating con-
fidence levels with the Feldman Cousins method is enormous. In the case of a
40×40 grid and 250 toy sets per grid point 400 000 toy samples have to be gen-
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Figure 4.2: Distribution of 250 toy likelihood ratios for the grid
point (Φ,∆Γ) = (−0.03, 0.05)

erated and 800 000 fits (two per toy set and grid point) have to be performed.
Therefore, only four nuisance parameters are used: δ‖, δ⊥, |A0|2 and |A⊥|2. All
other parameters are fixed in the fits. Unless stated otherwise, this is the case for
every contour plot presented in this thesis. Even with very low statistics of only
20 pb−1 and only these four nuisance parameters, the procedure for the whole
grid and one of the 250 toy sets takes 4 hours.
To illustrate how a distribution of LRtoy looks like one can see a distribution of
the 250 likelihood ratios for the grid point (Φ,∆Γ) = (−0.03, 0.05) in Figure 4.2.
The total number of events generated in each toy experiment is 3861 (1170 signal
events and 2691 background events) which corresponds to 20 pb−1 (1/100 of a
nominal year).
The key point of the Feldman Cousins method is the calculation of the confidence
levels. To do this the p-value p for every grid point is calculated. The p-value
is the fraction of likelihood ratios LRtoy that exceed the likelihood ratio LRdata

obtained from “dat” for the specific grid point. The corresponding confidence
level is 1− p. In the case of the LRtoy distribution in Figure 4.2 the LRdata is de-
termined to be 0.143. Consequently, in 237 out of 250 cases LRtoy exceeds LRdata

for this specific grid point which leads to a p-value of 0.948 or a confidence level
of 1− p = 0.052.
In Figure 4.3 two examples for a p-value distribution can be seen. For every grid
point the p-value has been calculated as explained in the previous paragraph. The
number of events generated in each toy experiment is again 3861 corresponding to
20 pb−1. For the left plot the Standard Model (SM) value of Φ (ΦSM = −0.0368)
has been used as input parameter in the toy generation and the fit, for the right
plot a possible New Physics (NP) value (ΦNP = −0.736 = 20 · ΦSM) has been
used.
From such p-value distributions a confidence level can be determined for every
grid point by calculating 1− p. These in such a way determined confidence levels
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Figure 4.3: p-value distributions corresponding to 20 pb−1. A SM
input value for Φ (left) and a NP input value (right) has been used
respectively.

Figure 4.4: 68% (—), 90% (—) and 95% (—) contours for SM
(left) and NP (right) input value of Φ. The dot denotes the produc-
tion values.

allow to draw confidence contours. Figure 4.4 shows the 68% (—), the 90% (—)
and the 95% (—) contours corresponding to the p-value distributions plotted in
Figure 4.3. The dot denotes the production values of the toy samples. Note that
these graphs are based on an arbitrarily chosen “data set” and therefore can only
visualise the qualitative behaviour of the confidence contours. The effect of dif-
ferent toy data sets is discussed in more detail in the next chapter. As mentioned
above, in this chapter a “data set” is just a single set of toy experiments and not
a sample of fully simulated Monte Carlo events.
One can see immediately that the sensitivity on the SM value of Φ is much better
than on the NP value. To explain this one has to consider the decay rate which
is discussed in Section 1.3. There it is mentioned that the CP violating phase
can only be extracted in terms of sin Φ and cos Φ. In the SM case the mixing
phase is close to 0. This means that cos Φ is nearly 1 and cannot be used for the
extraction of Φ. On the other hand sin Φ is close to 0 which allows to extract the
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mixing phase very well. In the NP case both sin Φ and cos Φ are of the order of
0.7. This means that the sensitivity on Φ becomes significantly worse than for
the SM case. One can also look at the correlations between Φ and ∆Γ. In [54]
one finds that the correlation between the two parameters is 0.01 in the case of
the SM value of Φ and 0.12 in the NP case. This leads to a reduced sensitivity
and the resolution decreases.
As expected from the two-fold ambiguity described in Section 1.3, there are two
solutions. As the two solutions in the SM case are well-separated, only one solu-
tion is shown in Figures 4.3 and 4.4.

Testing the method

The Feldman Cousins method is constructed in such a way that it automati-
cally gives the right coverage. To test that the method is implemented correctly
it has to be checked that it gives, indeed, the correct coverage. To do this a Feld-
man Cousins analysis has been applied to 1000 different “data sets”. Every “data
set” has been generated with the Standard Model value of Φ. This, however, re-
quires a huge amount of CPU time because for every “data set” a full Feldman
Cousins analysis has to be performed. Even with only four nuisance parameters
this is not possible. Thus several changes have to be made for each of the 1000
experiments. Firstly, the test has only been done for 20 pb−1. Secondly, only a
20×20 grid in the region Φ ∈ [−1.5, 1.0] and ∆Γ ∈ [−0.3, 0.3] is used. Thirdly,
only 100 instead of 250 toy experiments per grid point are performed to calculate
the p-values. And fourthly, no nuisance parameters are used, i.e. only ∆Γ and Φ
are floating in half of the fits (and also fixed in the other half).
For every of the 1000 experiments it has been checked whether the production
values for Φ and ∆Γ are within the 90% contour. If the Feldman Cousins method
works correctly, this should be the case in 900 of the 1000 experiments. The
measured coverage for the nominal 90% contour has been determined to be

(88.7± 1.0)%.

Within the errors one can conclude that the Feldman Cousins method is imple-
mented correctly. Tests for different coverage probabilities and the New Physics
value for Φ show similar results.

4.6 Undercoverage at low statistics

The key question of this analysis is whether at low statistics the problem of
undercoverage explained in Section 4.2 is so significant that the Feldman Cousins
method has to be applied to determine the contour levels. If the difference to
the two-dimensional likelihood scan was negligible, a significant amount of CPU
time could be saved by applying the classical method only. Especially for data
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Figure 4.5: Distribution of the ratio defined in equation 4.11 for
750 different toy experiments at 20 (—) and 50 pb−1 (—), SM case

samples corresponding to more than 50 pb−1 the application of the Feldman
Cousins method becomes very difficult.
There are different methods to check for undercoverage. One method has been
proposed by CDF (see e.g. [56]). However, the method is not explained clearly
and therefore, it could not be fully understood. Instead, an own technique has
been developed: The size of the contours calculated by Feldman Cousins and by
the classical two-dimensional likelihood scan is compared by calculating the ratio

Area of the 90% contour determined by Feldman Cousins

Area of the 90% contour determined by likelihood scan
. (4.11)

This method has the advantage that by dividing the two areas statistical fluctu-
ations cancel out. The same procedure is executed for a significant amount of
“data sets” (750 in this case). As the Feldman Cousins method is constructed
such that the corresponding confidence region has the right coverage (see previ-
ous section), a ratio significantly higher than 1 would imply an undercoverage of
the contour calculated by the likelihood scan. As this procedure again requires
a huge amount of CPU time, the same changes as explained at the end of the
previous section (“Testing the method”) have been applied. However, the same
procedure has been not only performed for 20 pb−1 but also for 50 pb−1.
In Figure 4.5 one can see the distribution of the ratio defined in equation 4.11
for the 750 different experiments at 20 (—) and 50 pb−1 (—). The scans are
performed in the region Φ ∈ [−1.5, 1.0] and ∆Γ ∈ [−0.3, 0.3] for the Standard
Model value of Φ. A spot test in the NP case has shown similar distributions.
One can see that an undercoverage occurs when using a two-dimensional likeli-
hood scan at low statistics. At 20 pb−1 the mean ratio is 1.092±0.002 and it
decreases to 1.047±0.002 at 50 pb−1. As expected the undercoverage becomes
less significant for increasing statistics. For 50 pb−1 the undercoverage is barely
significant at all. From a linear extrapolation one would expect to get a ratio of
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1 between 100 to 150 pb−1.
However, one remark has to be made. A wide range of different degrees of under-
coverage is possible for a single experiment. As one can see from Figure 4.5 the
Feldman Cousins contour can be more than 20% larger but also slightly smaller
than the corresponding likelihood contour (which would correspond to an over-
coverage). So, the reason for the large discrepancy between the Feldman Cousins
and the likelihood scanning method at CDF might be that their sample repre-
sents the unlucky case where the ratio in equation (4.11) is very large.
What does this imply for the LHCb analysis? First of all, at very low statistics
(10 to 20 pb−1) a Feldman Cousins analysis is inevitable in order to get the right
coverage. With increasing data samples it becomes less important and beyond
around 100 to 150 pb−1 (corresponding to 5850 and 8775 signal events respec-
tively) the classical likelihood profile method is likely to be sufficient. 100 pb−1,
however, corresponds to 1/20 of a nominal year only and one can hope to achieve
this integrated luminosity with the first physics run that is scheduled to end in
autumn 2011. A final assessment, however, can only be made with the first data
coming in.
To illustrate the difference between the two methods to calculate confidence re-
gions, in Figure 4.6 the result of both methods (Feldman Cousins on the left and
the likelihood scan on the right) is shown for one specific “data set”. (for 20 pb−1

and a NP value of Φ). Again the 68% (—), the 90% (—) and the 95% (—)
contour is plotted. The triangle denotes the SM point, the dot the NP point.

Figure 4.6: 68% (—), 90% (—) and 95% (—) contours with
Feldman Cousins (left) and a likelihood scan (right) at 20 pb−1 and
for the NP value of Φ) for one specific toy experiment as data set.
The triangle denotes the SM point, the dot the NP value.

The effect for this specific toy sample is very small. The 95% contours cor- re-
sponding to the two solutions are connected in the case of the Feldman Cousins
analysis and well-separated in the case of the likelihood scan but the confidence
level of the SM value does not change significantly. One can imagine that in the
50 pb−1 case this change would be barely visible.
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In the next chapter the systematic uncertainties are examined. It is shown how
the contours behave when changing key parameters like proper time resolution
and tagging power.



Chapter 5

Sensitivity studies for the
extraction of the mixing phase

After having introduced the Feldman Cousins method and analysed the first
∆Γ-Φ contour plots it is interesting to study how the sensitivity on the mixing
phase evolves when changing key parameters like statistics, proper time resolu-
tion, mistag rate and data set. In the early phase of data taking it is not clear that
one can achieve the nominal proper time resolution and mistag rate drawn from
Monte Carlo studies. Therefore, it is important to check how the performance
changes if these properties are, in fact, worse than expected. Note that the event
yields are based on the calculations in Section 3.2, i.e. on the assumption of a
centre-of-mass energy of 14 TeV.

5.1 Statistics

The first quantity that is discussed in this chapter is the number of events. Fi-
gure 5.1 shows the 95% contours for 10 (—), 20 (—) and 50 pb−1 (—), for
the SM value of Φ as well as for the NP value. To ensure compatibility, for all
the contours the same random seed 7 has been used in the event generator. The
input values can be found in Table 4.1. As expected the contours get significantly
smaller (i.e. Φ can be resolved better) with increasing statistics. In the NP case,
however, one can see a change in orientation between the three contours: The two
solutions get tilted with decreasing statistics. This effect, however, is dependent
on the data set. Studying another data set this shift in orientation has been less
pronounced. Thus, it is attributed to statistical fluctuations.
Obviously the LHCb results improve with more statistics. It is, however, very
promising to see that even with statistics as low as 20 pb−1 (1170 signal events)
a very clear contour can be produced. So, even within the first months of data
taking one can be looking forward to observing interesting results.

7A seed or random seed is a number used to initialise a random number generator
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Figure 5.1: 95% contours corresponding to 10 pb−1 (—), 20 pb−1

(—) and 50 pb−1 (—) for SM (left) and NP (right) input value of
Φ. The dot denotes the production values.

To see how the confidence regions evolve for much higher statistics, Figure 5.2
shows the 95% contours for 200 pb−1, for the SM value (left) and the NP value
(right) of Φ, again using the same random seed as before.

Figure 5.2: 95% contours corr. to 200 pb−1 for the SM (left) and
the NP (right) value of Φ. The dot denotes the production values.

The figure shows very small and nearly perfectly elliptical contours. In the NP
case the two contours are well-separated. An integrated luminosity of 200 pb−1

only corresponds to 1/10 of a nominal year (11700 signal events).

5.2 Proper time resolution

One of the most important detector quantities for the extraction of the B0
s mi-

xing phase is the proper time resolution σct. As already mentioned in the previous
chapter, a model using two Gaussians is assumed for the signal part and a single
Gaussian for the prompt and longlived background. The nominal quantities are
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listed in Table 4.1.
In Figure 5.3 one can see how the 95% contours change if the proper time res-
olutions are by 20 (—) and 50% (—) larger than the respective nominal values
(—). In the case of the signal proper time resolution this would correspond to
38.9, 46.7 and 58.4 fs. The number of events corresponds to 20 pb−1. The same
random seed has been used for the generation of the data sets.

Figure 5.3: 95% contours for different proper time resolutions
for the SM (left) and NP (right) case: nominal value (—), 20%
worse (—) and 50% worse (—) than nominal. The dot denotes
the production values.

It is obvious that the proper time resolution has quite a significant impact on
the resolution of the contours. In the SM case it can be seen that the two 95%
contours representing the two solutions can be separated for nominal conditions
and for a resolution 20% larger than the nominal value. This is not the case any
more for a σct which is by 50% larger. Despite this dependency it can be, how-
ever, stated that a loss of 20% compared to the nominal proper time resolution
(which might be a realistic scenario in the early phase of data taking) does not
significantly damage the ability to produce clear contours (see the small difference
between the blue and the green curve in both figures).

5.3 Mistagging

As already mentioned before the mistag rate ω plays an important role for the
sensitivity on the mixing phase. It is directly related to the effective tagging
power εeff = ε · (1− 2ω)2 as shown in Chapter 2 (ε is the tagging efficiency). The
statistical weight of N events with an effective tagging power of εeff is only that
of εeffN . Thus it is essential to optimise the tagging performance.
In Figure 5.4 for both the SM and the NP case three 95% contours (again at 20
pb−1 and for the same input values and the same seed as above) are shown: one
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for nominal conditions (ω = 0.334, εeff = 6.2%, —), one for ω = 0.367 (εeff
= 4.0%, —) and one for ω = 0.406 (εeff = 2.0%, —). The tagging efficiency ε
remains unchanged at the nominal value.

Figure 5.4: 95% contours for different mistag rates corresponding
to an effective tagging power of 6.2% (nominal, —), 4.0% (—) and
2.0% (—) in the SM and NP case. The dot denotes the production
values.

One can clearly see that the mistag rate has a large influence on the contours as
it is the case for the proper time resolution. Without a good tagging performance
the extraction of the contours can only be done with a significant loss in resolution.
Additionally, the 68% contours corresponding to the results in Figure 5.4 are
shown in Figure 5.5 (SM case on the left, NP case on the right). These plots
show a similar dependency as the 95% contours above.

Figure 5.5: 68% contours for different mistag rates corresponding
to an effective tagging power of 6.2% (nominal, —), 4.0% (—) and
2.0% (—) in the SM and NP case. The dot denotes the production
values.
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5.4 Toy data set

The effect of a different data set has already been mentioned in a previous section.
It has to be pointed out again that a set of toy experiments is used as a “data
set”. By using a different seed for the random number generator in the B0

s →
J/ψφ event generator a different toy data set can be produced and analysed.
Figure 5.6 shows the effect of using different data sets at a luminosity of 50 pb−1

(corresponding to 2925 signal events) in the case of a NP input value of Φ. Plotted
are the 68% (—), 90% (—) and 95% (—) contours.

Figure 5.6: 68% (—), 90% (—) and 95% (—) contours for four
different data sets at 50 pb−1 for the NP value of Φ. The dot denotes
the production values.

One can see that the resolution of the contours has a large dependency on the
data set. The two solutions can be completely connected or well-separated. Some
contours (like the one on the top right) have almost parabolic contours – the
Feldman Cousins method would probably not be necessary – whereas others (e.g.
bottom right) are rather oddly shaped and not parabolic at all. This shows how
unpredictable the exact quantitative outcome of the analysis on data is.
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5.5 Reproducing CDF results

It is an important cross-check to try to reproduce some of the CDF results. This
is quite a difficult task because the CDF data sets are, of course, not available.
Nevertheless using the information from several CDF notes ([10] and [56]) some
interesting observations can be made.
One major difference between the LHCb and the CDF detector is the proper time
resolution. As stated in [10] the signal proper time resolution at CDF is roughly
100 fs compared to circa 39 fs at LHCb (estimated from Monte Carlo samples).
Other quantities are not expected to differ significantly. What the tagging is
concerned the effective tagging power at CDF is still 4.8% (corresponding to a
confidence contour between the blue and the green contour in Figure 5.4) and
thus relatively close to the nominal LHCb value.
It can be assumed that for the same number of events the resolution of the mixing
phase Φ extracted from simulated LHCb data is better than for the CDF sample.
It has been tried to reproduce the CDF contour plot presented in [10] and [56]
and to compare it to the corresponding LHCb confidence region. It is, however,
evident that the CDF analysis cannot be reproduced exactly. To reproduce the
CDF results the following changes to Table 4.1 (with the NP value of Φ) have
been made (extracted e.g. from [10] and [56]):

• Difference in decay width ∆Γ = 0.15

• 2000 signal events with a signal fraction fsig = 0.26 (CDF: 1.35 fb−1)

• Proper time resolution of σct = 100 fs (single Gaussian resolution model)

• Mistag rate ω = 0.345, tagging efficiency ε = 0.5

• Consequently, the effective tagging power is εeff = ε · (1− 2ω)2 = 4.8%

• Decay width Γ, mixing frequency ∆M are additional nuisance parameters

For the corresponding LHCb plot the same values as in Table 4.1 have been used
(NP case), except for the difference in the decay width: ∆Γ = 0.15 as for the
CDF plot to ensure that in both cases the same physics parameters are used.
Γ and ∆M are additional nuisance parameters. The number of signal events is
the same as in the CDF case (LHCb: 35 pb−1). In Figure 5.6 the original CDF
plot (top), the reproduced CDF plot (bottom left) and the corresponding LHCb
plot (bottom right) are shown with the 68% contour (—) and the 95% contour
(—). Although the CDF parameters and procedure are not exactly known, the
contours can be retrieved quite accurately. Due to the good time resolution at
LHCb one can expect a better sensitivity than at CDF as long as the detector
quantities are close to the nominal conditions. Note also that 2000 signal events
correspond to an integrated luminosity of only roughly 35 pb−1. This again shows
that one can expect interesting results already in the early phase of data taking.
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Figure 5.6: Original CDF plot (top, [56]), reproduced CDF plot
(bottom left) and corresponding LHCb plot (bottom right) showing
the 68% contour (—) and the 95% contour (—) respectively. Note
that ΦSM = −2βs.

Up to now only toy experiments have been used. These are very useful to get a
first impression on the subject of the Feldman Cousins analysis and to study the
sensitivity on the mixing phase. It is, however, important to apply the method
also on fully simulated Monte Carlo data. This is done in the following chapter
for both the MC09 signal sample discussed in Chapter 3 and an additional sample
generated with a NP value of the mixing phase Φ.
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Chapter 6

Feldman Cousins analysis with
Monte Carlo simulated data

After having introduced how to calculate confidence levels for the mixing phase
at low statistics and analysed the systematical uncertainties, in this chapter the
Feldman Cousins method is applied to fully simulated Monte Carlo events. In
contrast to toy experiments full Monte Carlo simulations include physical pro-
cesses like decays and interactions with the detector.
In principle, the best sample to study would be the J/ψ inclusive sample men-
tioned in Chapter 3 because it contains prompt as well as longlived background
and therefore is a realistic simulation of the first data. Unfortunately, a wrong
model has been used when simulating the physics decay B0

s → J/ψφ events within
the J/ψ inclusive sample. Therefore, this sample cannot be used.
The only alternative is the signal sample discussed in Chapter 3. An equiva-
lent fully simulated sample with large CP violation (NP, Φ = −0.70 rad) is also
available 8. Since these samples only contain signal events, a toy simulated back-
ground has been added.
It is clear that one cannot use the exact parameters from Table 4.1 used to gen-
erate the toy experiments as input values for fits to the data samples and the
generation of the toy experiments. In a separate fit the mass and proper time
resolution properties are determined. As both samples contain the truthmatched
quantities as well (for the definition of truthmatched see Chapter 3), also the tag-
ging quantities can be extracted. In the case of data there are different methods
to extract the tagging quantities. For subsamples of 20 pb−1 and 50 pb−1 (1170
and 2925 signal events respectively) the values in Table 6.1 have been obtained.
Due to the small amount of events only a single Gaussian has been used as reso-
lution model for the proper time.
For the “physics parameters” the nominal values used in the generation which

8The name of the samples is MC09-Beam5TeV-VeloClosed-MagDown-Nu1-MC09-
Sim04Reco02-withTruth. The event types are 13144002-BsJpsiphi,mm=CPV,DecProdCut and
13144006-BsJpsiphi,mm=LargeCPV,DecProdCut respectively.
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Parameter Standard Model Sample New Physics Sample

20 pb−1 50 pb−1 20 pb−1 50 pb−1

mBs 5365.0 MeV 5364.8 Mev 5364.8 MeV 5364.6 MeV
fσm,1 0.69 0.73 0.39 0.62
σm,1 10.8 MeV 11.6 MeV 10.0 MeV 11.1 MeV
σm,2 19.5 MeV 23.2 MeV 18.1 MeV 21.2 MeV
σm,total 14.1 MeV 15.6 MeV 15.5 MeV 15.7 MeV
fσct,1 1.0 1.0 1.0 1.0
σct,total 35.7 fs 34.9 fs 34.4 fs 34.4 fs
ω 0.368 0.362 0.359 0.365
ε 0.571 0.583 0.588 0.588

Table 6.1: Resolution parameters and tagging quantities deter-
mined from a 20 pb−1 / 50 pb−1 subsample of the two Monte Carlo
data sets.

Figure 6.1: Results of the Feldman Cousins analysis performed
on a Monte Carlo sample corresponding to 20 pb−1 for a SM and a
NP value of Φ, showing the 68% (—), the 90% (—) and the 95%
(—) contour. The dot denotes the production values, the triangle
the production values of the SM sample.

are listed in Table 3.1 have been used. This is also the case for the only non-
floating physics parameters, Γ and ∆M. For the generation of and the fit to the
background events the same parameters as in Table 4.1 have been used.
The result of the Feldman Cousins analysis can be seen in Figure 6.1 (SM case
left, NP case right), showing the 68% (—), the 90% (—) and the 95% (—) con-
tour. The dot denotes the production values of the respective sample, the triangle
the production values of the SM sample as a reference.
The results are similar to the contours shown in Chapter 4 and 5. In the SM
case the values for ∆Γ and Φ are on the 68% contour and thus within a 1σ area
around the most likely point. In the NP case the SM point is clearly outside
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Figure 6.2: Results of the Feldman Cousins analysis performed
on a Monte Carlo sample corresponding to 50 pb−1 for a SM and a
NP value of Φ, showing the 68% (—), the 90% (—) and the 95%
(—) contour. The dot denotes the production values, the triangle
the production values of the SM sample.

the 95% confidence region whereas the production values are well inside the 90%
contour. Note that the plot on the right and the combined CDF and D�0 plot
shown in Figure 1.5 are very similar.
In the same way, the contour levels are plotted for data samples corresponding to
50 pb−1. The fit results for the mass and proper time resolution and the extracted
tagging quantities are very close to the numbers for 20 pb−1. They are listed in
Table 6.1. The corresponding contour plots can be seen in Figure 6.2.
One can see that the contours are much smaller than the ones at 20 pb−1 which is
expected for increasing statistics. In the SM case, the production values are now
almost identical to the most likely point in the centre of the confidence regions
shown in the left plot of Figure 6.2. In the NP case the two solutions are well-
separated and the SM point is rejected with a confidence level of 95% whereas
the production values are inside the 90% contour. The data sample, however,
seems to have a small bias to larger values of ∆Γ. In both cases the contours are
almost parabolic which leads to the conclusion that the Feldman Cousins method
is probably not needed for even larger data samples. This is consistent with the
results discussed in Chapter 4.
It has to be pointed out that the results shown in this chapter are not a reliable
prediction on how the contours drawn from data really look like. They can only
be a guideline.
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Conclusion

In this thesis the extraction of the B0
s mixing phase Φs

9 arising in the decay
B0

s → J/ψφ has been studied for low event statistics. First of all, a selection
strategy for the decay B0

s → J/ψφ has been presented. The main goal of the
selection is the maximisation of the signal yield. At an integrated luminosity
of Lint = 2fb−1 (corresponding to a nominal year of data taking) one expects
roughly 117 000 signal events (assuming a centre-of-mass energy of 14 TeV). The
selection has been applied to two different simulated event samples, the first one
representing nominal LHCb conditions, the second one a higher than nominal
number of proton-proton interactions per bunch crossing. It has been shown that
such an increase in the number of proton-proton interactions per bunch crossing
does mainly influence the effective tagging power which is decreasing by roughly
20%. This, however, can be compensated with the higher instantaneous lumi-
nosity available at the increased number of proton-proton interactions per bunch
crossing. Concerning the measurement of Φs in B0

s → J/ψφ decays the operation
of the detector at a higher than nominal luminosity seems possible.
The mixing phase is determined by fitting four-dimensional distributions with
the theory prediction. At low statistics the extraction of the mixing phase Φs
could suffer from complications. Errors are not Gaussian and the corresponding
likelihood profiles are highly non-parabolic and have multiple not well-separated
minima. It is shown in this thesis that using a standard two-dimensional likeli-
hood scan to determine confidence levels leads to undercoverage of the predicted
confidence regions. Instead, a method proposed by Feldman and Cousins, provid-
ing correct coverage by construction, is used. It is shown with simulated LHCb
data that this method is, indeed, inevitable for very low statistics corresponding
to integrated luminosities up to 50 pb−1. With increasing statistics the results
from both methods converge. Assuming nominal detector performance, the like-
lihood scan method is probably sufficient for integrated luminosities above 100
to 150 pb−1.

9Note that for the sake of brevity in the body of the thesis (Chapter 1 to 6) the mixing
phase is denoted as Φ and not as Φs.
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Additionally, the influence of quantities like lifetime resolution, tagging power
and number of events on the sensitivity on Φs and the shape of the confidence
regions has been studied. Flavour tagging performance and time resolution are
the crucial detector quantities that determine the sensitivity on Φs. Therefore, it
is very important to achieve the nominal values especially in the early phase of
data taking. Statistical fluctuations of the individual data sets could, however,
lead to significant deviations from elliptical confidence regions and require the
application of the Feldman Cousins method also for larger luminosities (more
than 100 pb−1). This fact makes it difficult to precisely predict the outcome of
the analysis on data.
A Feldman Cousins analysis has also been performed using fully simulated Monte
Carlo events corresponding to an integrated luminosity of 20 and 50 pb−1. Two
samples have been used, one generated with the Standard Model value of Φs and
the other one with a possible New Physics value. It becomes evident that the
resolution is largely dependent on the number of signal events. At 50 pb−1, the
contours are nearly elliptic meaning almost parabolic likelihood profiles.
Already very early (corresponding to luminosities of roughly 100 pb−1) LHCb
measurements will allow to either confirm the 2σ deviation from the Standard
Model value of Φs seen by CDF and D�0 or identify the deviation as a statistical
fluctuation.
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tikumsversuche durchgeführt habe. Philipp gebührt besonderer Dank für seine
hilfreichen Kommentare zu Kapitel 1.
Viel zu verdanken habe ich auch meinen Freunden und Lehrern aus dem Aus-
landsjahr in Durham, England. Es war eine schöne Zeit.
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