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Identification of non-prompt $D^+ \rightarrow K^-\pi^+\pi^+$ decays and application to $\bar{B}^0 \rightarrow D^+D_s^-$ at the LHCb experiment
Abstract

This thesis presents the development of a generic multivariate selection of detached $D^+ \rightarrow K^-\pi^+\pi^+$ decays from B meson decays. The tool that was used for this selection are Boosted Decision Trees (BDTs) and the selection was conducted and calibrated on the $\bar{B}^0 \rightarrow D^+\pi^-$ channel. Different approaches to the classification of signal and background for the training of the BDTs were tested and a comparison between the BDT selection and a selection using PID variables was conducted on the decay $\bar{B}^0 \rightarrow D^+D_s^-$. The work presented here uses data taken at the LHCb experiment in the year 2018 corresponding to an integrated luminosity of 2.19 fb$^{-1}$. It was found that the performance of the BDT selection is superior to the one using PID variables and a specific classification of signal and background in the BDT training, where several misidentified decays were classified as signal along with the combinatorial background, was found to give the best results.

Kurzfassung

Diese Arbeit präsentiert die Entwicklung einer generischen multivariaten Selektion von $D^+ \rightarrow K^-\pi^+\pi^+$ Zerfällen beim Zerfall von B-Mesonen. Hierfür wurden Boosted Decision Trees (BDTs) verwendet und die Selektion wurde mit dem Zerfallskanal $\bar{B}^0 \rightarrow D^+\pi^-$ kalibriert. Verschiedene Herangehensweisen für die Unterteilung der verschiedenen Komponenten in dessen Massenspektrum in Signal und Untergrund wurden für das Training der BDTs untersucht und ein Vergleich zwischen einer Selektion mit BDT cuts und einer Selektion mit PID-Variablen wurde für den Zerfall $\bar{B}^0 \rightarrow D^+D_s^-$ getestet. Die hier präsentierte Arbeit verwendet Daten, die im Jahr 2018 bei einer integrierten Luminosität von 2,19 fb$^{-1}$ aufgenommen wurden. Es wird gezeigt, dass die Selektion mit BDT cuts bessere Ergebnisse liefert als die Selektion mit PID-Variablen und dass eine Unterteilung der Komponenten in Signal und Untergrund, bei der verschiedene misidentifizierte Zerfälle als Untergrund klassifiziert wurden, sich als die effizienteste herausstellt.
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1 Introduction

This goal of this thesis is the development of a generic multivariate selection of $D^+ \rightarrow K^-\pi^+\pi^+$ decays in the context of the LHCb experiment. The tool that was chosen for this selection are Boosted Decision Trees (BDTs). These boosted decision trees are multivariate analysis tools for distinguishing between events that belong to a particular decay of interest (Signal) and events that are background data. In particular a D-from-B BDT is established for the $D^+$ meson, i.e. a BDT that selects $D^+$ meson candidates from the decay of a B meson. This BDT will then be applied to the $\bar{B}^0 \rightarrow D^+D_s^-$ channel and the results will be compared to a standard signal selection using PID cuts. Such BDTs have been established for $\Lambda_c^+ \rightarrow pK^-\pi^+$, $D^0 \rightarrow K^-\pi^+$ and $D_s^+ \rightarrow K^+K^-\pi^+$ [1], and this thesis will present the development of an $D^+ \rightarrow K^-\pi^+\pi^+$ BDT, where especially the mass spectrum of the calibration channel will be analysed with more scrutiny.

The first step is the detailed study of the decay $\bar{B}^0 \rightarrow D^+\pi^-$ which will be used as the calibration channel for the D-from-B BDT. Here an exact understanding of the $\bar{B}^0 \rightarrow D^+\pi^-$ is of interest since this will lead to more stable fits for the efficiency correction and will also allow for different approaches to the BDT to be tested. After that the BDTs are trained on this channel and then applied to the $\bar{B}^0 \rightarrow D^+D_s^-$ channel were the results will be obtained.

In total this thesis consists of 9 sections. Section 2 gives a brief overview of the Standard Model of particle physics as a theoretical background for the work that is carried out. Section 2 then explains the data taking at the LHCb experiment and the different components of the detector and also focuses on the trigger mechanism used in the experiment. The data that passes this trigger then goes on to the stripping selection, which is the topic of section 4. Section 5 explains the two methods of offline signal selection that are compared in this thesis, boosted decision trees and PID variables. The aforementioned analysis of the $\bar{B}^0 \rightarrow D^+\pi^-$ mass spectrum is subject of section 6 and section 7 details the training of the different BDTs on this channel. Section 8 then presents the results, first a comparison between the different approaches to the $D^+$ BDTs and then a comparison between BDT and PID cuts on the channel $\bar{B}^0 \rightarrow D^+D_s^-$. Lastly section 9 gives a conclusion and an outlook on future tasks to be completed on this topic.

Motivation for the use and study of Boosted Decision Trees

Figure 1 illustrates the different cross sections and production rates of different physical processes for the LHC at 14 TeV. As can be seen here the production of $b\bar{b}$ and $c\bar{c}$ quark pairs, which are the processes of interest for the LHCb experiment, happen at a rate of several MHz, which has to be handled accordingly.

The current strategy to reduce this rate and thus make the amount of data managable is compromised of the two stages of the trigger used in the experiment, which is detailed in section 3.3. However for Run III the amount of data produced will increase to allow for more statistics to be used in spectroscopy or precision measurements [4]. To be able to handle this data a more efficient trigger will also have to be employed that selects the events of interest and rejects all the unnecessary background data and, for the decays were the amount of signal
Figure 1: Different cross sections and production rates of different physical processes for the LHC at 14 TeV [3]

events is abundant, is able to differentiate between the more interesting parts of the signal and the ones that are not of particular interest. In order to do this the trigger needs good selection variables. The problem that one faces here is that this selection of events of interest (signal events) is not trivial and all the data that is rejected by the trigger is lost and can no longer be used for analysis. Hence the trigger has to meet two requirements: low bandwidth, due to a limited amount of disk space and time, and a well understood selection, to ensure that the output is calibrated to extract physical quantities of interest.

To overcome these challenges, in particular when it comes to classification problems in the selection stage of the trigger, machine learning algorithms have proven to be a possible solution. These machine learning algorithms have the power to summarise the information of potentially very complex physical processes into a single selection variable, which can be treated as a high level physics object. An example for the application of such an object would be as a seed particle for semi-inclusive selections, where only part of the event is written to disk, known as selective persistence. [5].

The machine learning algorithms currently under study are Boosted Decision Trees (BDTs), including D-from-B BDTs which will be the topic of this thesis. These BDTs aim to select a $D^+ \to K^-\pi^+\pi^+$ decay coming from the decay of a B meson.

As an important step towards the inclusion of these BDTs in the update trigger, they have already been included in the current incremental restripping campaign for the 2018 LHCb data (cf section 4), a collaboration wide pre-selection of the 2018 data for user analyses. For this the updated D-from-B BDTs partially presented in this thesis were included in a double-D inclusive line, which aims to select D mesons by requiring a certain BDT response and building a vertex of at least two of these mesons. The analyst can then build any decay which involves two D mesons that originate from a common vertex offline.

This is an important step to establish the D-from-B BDTs as an effective tool for the whole collaboration.
2 The Standard Model

The following section will be a brief summary on the Standard Model (SM). The Standard Model of particle physics describes three of the four known fundamental forces (the electromagnetic, weak, and strong interactions, and not including the gravitational force) in the universe, as well as classifying all known elementary particles [6]. The elementary particles consist of the fermions, which have spin $\frac{1}{2}$ and make up the matter in the universe and the bosons, which have integer spin and mediate the interaction between the fermions, i.e. the fundamental forces. The fermions are further divided into 6 leptons and 6 quarks and the 6 different types of leptons and quarks are called flavours. These flavours can be divided into three generations with each generation including a charged lepton ($q = -e$), a neutral neutrino, a positively charged quark ($q = \frac{2}{3}e$) and a negatively charged quark ($q = -\frac{1}{3}e$). Additionally there is an anti-particle for each of these fermions, which has the exact opposite charges.

While leptons can be observed on their own in an experiment, this is not true for quarks. This is due to the fact that quarks (and gluons) can only exist in colour-neutral bound states. This is called colour confinement [7]. The most common of these bound states are baryons, combinations of three quarks, including the proton (uud) and the neutron (udd), and mesons, which are the combination a quark and an anti-quark. Table 1 gives an overview of the 12 fermions of the Standard Model.

<table>
<thead>
<tr>
<th>Table 1: Masses and charges of the 12 fermions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>flavour</td>
</tr>
<tr>
<td>Quarks</td>
</tr>
<tr>
<td>Quarks</td>
</tr>
<tr>
<td>Leptons</td>
</tr>
<tr>
<td>Leptons</td>
</tr>
</tbody>
</table>

The three fundamental forces described by the SM are mediated by spin 1 gauge bosons. Quantum Electro Dynamics (QED) describes the interaction between electrically charged particles via exchanging of photons and Quantum Chromo Dynamics (QCD) describes the interaction between particles with colour charge via exchanging of gluons. For the weak interaction there are two bosons, the neutral $Z^0$ and the charged $W^\pm$. In general a boson can only couple to a fermion if the fermion carries the necessary charge for that interaction. These charges are the electric charge for the electromagnetic interaction (photons), the colour charge for the strong interaction (gluons) and the weak isospin for the weak interaction (W- and Z-bosons).

2.1 The electromagnetic interaction

The electromagnetic interaction mediated by a photon has a long history of investigation and is now known to be described by quantum electrodynamics (QED). The range of interaction is
infinite since it decreases with $\frac{1}{r}$ and the coupling constant of the electromagnetic interaction, which describes the strength of the interaction, is $\alpha_{em} \approx \frac{1}{137}$. Typical interactions can be seen in Figure 2.

![Typical electromagnetic interactions](image)

(a) electron emits a photon  (b) electron-positron annihilation  (c) Compton Scattering

Figure 2: Typical electromagnetic interactions

An example for a electromagnetic decay that is of importance for this thesis is the decay $D^{*+} \rightarrow D^+\gamma$ as part of the $\bar{B}^0 \rightarrow (D^{*+} \rightarrow D^+\gamma)\pi^-$ decay. It is very similar to the decay shown in Figure 2a and is one of the partially reconstructed decays considered in section 6.2.

### 2.2 The strong interaction

The theory of QCD as a description of the strong interaction was developed by several physicists in the 1950s to 1970s. It includes gluons as gauge bosons, which themselves have a colour charge. This makes the existence of bound states of gluons, the so-called glueballs possible. The coupling constant of the strong interaction $\alpha_S$ varies with the squared momentum transfer $Q^2$ of the interacting particles. For small $Q^2$ $\alpha_S$ becomes large, which gives rise to colour confinement (see above). On the other hand $\alpha_S$ becomes small for large $Q^2$ as can be seen in deep inelastic scattering, where quarks and gluons behave as free particles. This is called asymptotic freedom.

The strong interaction has a very small effective range of about $10^{-15}$m as opposed to the electromagnetic interaction.

A typical processes can be seen in Figure 3.
One of the strong decays that are of particular interest for this thesis is the decay $D^{*+} \rightarrow D^+ \pi^0$ as it occurs in the decay $\bar{B}^0 \rightarrow (D^{*+} \rightarrow D^+ \pi^0)\pi^-$. This is an important partially reconstructed decay in the $\bar{B}^0 \rightarrow D^+ \pi^-$ mass spectrum and will again feature in section 6.2.

2.3 The weak interaction

It is easy to prove and experimentally verified that in QED and QCD parity is conserved, which means that all processes in QED and QCD behave the same, when the spatial coordinates are "reversed" ($\vec{x} \rightarrow -\vec{x}$). However this is not the case for the weak interaction, which was first suggested by Lee and Yang in 1956 [9] and then experimentally proven in the Wu experiment in 1957 [10]. This gives rise to the chiral structure of the weak interaction, which means that only left-handed chiral particles and right-handed chiral antiparticles participate in the charged-current weak interaction.

Additionally the weak interaction is the only interaction in which the participating fermions can change flavour, which is described by the the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix [11].

$$\begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix}$$

The entry $|V_{q_1q_2}|^2$ describes the probability of the quark $q_1$ changing into $q_2$.

The weak interaction has a very small range of about $10^{-17}$m, which is due to the fact that its gauge bosons $Z^0$ and $W^\pm$ have masses.

Figure 4 shows typical weak interactions.

Figure 4b and 4c show two decays that are of great importance to this thesis. 3b shows the decay $\bar{B}^0 \rightarrow D^+ \pi^-$, which will be used as the calibration channel for the $D^+$ BDTs in section 6 and the understanding of its mass spectrum will be one of the main tasks presented here.

Figure 4c shows the decay $\bar{B}^0 \rightarrow D^+D^-_s$ which will be the decay on which the BDTs will be tested in section 8. As one can see clearly from the Feynman diagrams already the two decays show very similar topology, which allows the use of the $\bar{B}^0 \rightarrow D^+\pi^-$ channel as calibration
Figure 4: Examples for weak interactions channel.

3 The LHCb experiment

The Large Hadron Collider beauty experiment (LHCb) is one of the seven experiments currently being carried out at the Large Hadron Collider at the European Organization for Nuclear Research (CERN; from french: Conseil européen pour la recherche nucléaire) located at point 8 on the LHC tunnel close to Ferney-Voltaire, France. The LHCb collaboration involves 74 institutes from 16 countries.

The goal of the experiment is the investigation of CP violation and rare decays through the analysis of decays involving b quarks [12].

The experiment uses a single-arm forward spectrometer (the LHCb detector) of a weight of 5600 tons and a volume of $21 \times 13 \times 10m^3$ to study such decays. The results of these measurements can then be compared to the predictions of the Standard Model either confirm it or show potential for physics beyond the SM.

3.1 The Large Hadron Collider

The LHC is the largest particle collider in the world today at a circumference of approximately 27 km. Its primary focus is the investigation of pp collisions and PbPb collisions.

The collider was operated at a center-of-mass energy of 7 TeV in 2011, 8 Tev in 2012 (Run 1) and 13 TeV in 2015 - 2018 respectively (Run 2). Currently it is in a two-year shut down period, in order to perform several hardware and software upgrades around the machine. One of these updates will be an update on the trigger systems used in the LHCb experiment as mentioned in the introduction.
3.2 The LHCb detector

The following sections are a short summary of the hardware setup used at the LHCb experiment for precision measurements. The predominant production mechanism for heavy flavour hadrons at the LHC is gluon fusion [13], which boosts the produced system in either forward or backwards direction in the laboratory frame due to the assymetrical momenta of the participating partons. The spectrometer used by LHCb is taylored to this process.

A schematic view of the LHCb spectrometer is shown in Figure 5 [14].

Figure 5: Schematic view of the LHCb spectrometer
3.2.1 Vertex locator

The vertex locator (VELO) is used to measure particle tracks near the point of collision and allows for a precise reproduction of the primary vertices from the pp collisions as well as the secondary vertices from the decay of b- and c-hadrons [15]. The VELO is made up of 42 silicon modules arranged along the beam as shown in Figure 6. The modules are separated into r-modules and Φ-modules, that measure the radial distance \( r \) of a track to the beam and the azimuthal angle Φ of the track respectively. Using these coordinates and the position of the modules the 3D track of a particle can be accurately reconstructed. To avoid unnecessary radiation damage the two halves of the VELO are movable. When the beam is not yet stabilized the two halves are opened with a separation of 6 cm while in its closed state the closest module is at a distance of 8.2 mm to the beam. The VELO can detect particles with pseudorapidity \( 1.6 < \eta < 4.9 \) and within 10.6 cm range from the colliding point.

![Figure 6](image)

Figure 6: Arrangement of the modules and comparison between open and closed position [16]

3.2.2 Magnet

In order to measure the momenta of charged particles, that are produced, a dipole magnet of two coils is mounted 5 m from the colliding point. It provides an integrated magnetic field of about 4 Tm for tracks of 10 m [17] and this field deflects charged particles in the horizontal plane, due to the Lorentz force, which allows for a determination of the particle momentum.
3.2.3 Tracking stations

In total there are four tracking stations used in the LHCb detector: the trigger tracker (TT) and the trackers T1, T2 and T3. These are used to reconstruct the tracks of charged particles similarly to the VELO, which allows a measurement of the momentum and the charge of these particles.

For these measurements the TT and parts of T1 - T3, the inner parts close to the beampipe, (the inner tracker IT) use silicon microstrip detectors [18], while the rest parts of T1 - T3 (the outer tracker OT) use a drift-tube gas detector [19]. The OT is in fact the largest part of T1, T2 and T3.

3.2.4 Ring Imaging Cherenkov Detectors

For particle identification of charged hadrons the LHCb experiment primarily uses two ring imaging Cherenkov detectors (RICH): RICH I, which is located between the VELO and the TT, and RICH II, which is located behind the T3. Both of these detectors use aerogel (only in run I) and $C^4F^{10}$ gas radiators. RICH I is used for particle identification (PID) of charged particles with low momenta ($p \approx 1 - 60$ GeV) while RICH II identifies particles with higher momenta ($p \approx 15 - 100$ GeV) [20].

PID in the RICH detector is based on the fact that particles that are travelling in a dielectric medium with refractive index $n$ at a speed larger than the speed of light in the medium ($v > \frac{c}{n}$) emit photons [21]. This radiation is called Cherenkov radiation and is emitted at a fixed angle $\Theta_C$ to the velocity vector of the charged particle. This angle is directly related to the velocity of the particle:

$$\cos(\Theta_C) = \frac{1}{n\beta}$$

where $\beta$ is the velocity in units of $c$ ($\beta = \frac{v}{c}$). The emitted Cherenkov radiation is registered by Hybrid Photon detectors (HPDs), which allows for a reconstruction of the angle $\Theta_C$, which in turn gives the velocity of the particle. Together with the momentum measurement from the tracking stations the mass of the particle can now be calculated, which means that the particle can be identified.

RICH reconstruction

The information from the RICH detector, combined with the momentum measurement from the tracking stations is used to calculate particle identification (PID) variables for a particle, also known as delta-log-likelihood (DLL). They are the response of a log-likelihood algorithm that aims to minimise a negative overall event log-likelihood by first assuming that all particles in the event are pions and then step-by-step changing a particle hypothesis until no further improvement can be reached. The result of this algorithm is the DLL, which is defined as:

$$PIDX = \Delta \log \mathcal{L}_{X-\pi} = \log \frac{\mathcal{L}_X}{\mathcal{L}_\pi}$$
where \( \mathcal{L} \) is the log-likelihood for a given particle hypothesis. This means that a positive PIDk value for example indicates that the particle candidate is more likely to be a Kaon than a Pion. These variables are of great importance and will later also be used in the stripping, detailed in section 4.

Using additional information from the muon stations, the tracking detectors and the calorimeters an artificial neural network has been developed, whose response for a particle type \( X \) is referred to as ProbNNX [22]. These variables can later be used in an offline selection as will be done in section 8.

To illustrate the use of these ProbNN variables one can look at the variable \( \text{pi}_\text{ProbNNk} \) in the decay \( \bar{B}^0 \to D^+ \pi^- \), which will be of importance later on. This variable deals with the bachelor pion candidate from the stripping and gives information about how likely it is that this bachelor Pion candidate is in fact a Kaon (k). It holds that

\[
0 < \text{pi}_\text{ProbNNk} < 1
\]

except for tracks where the neural network lacks information. Placing the cut \( \text{pi}_\text{ProbNNk} > 0.9 \) on the \( \bar{B}^0 \to D^+ \pi^- \) data for example would lead to only those events being selected for which the neural network has termed the Pion candidate to be very ”kaon-like”. In other words one would roughly select events of the decay \( \bar{B}^0 \to D^+ K^- \).

3.2.5 Calorimeters

The calorimeters form the basis for the hardware trigger L0 by selecting hadron, electrons and photons according to their deposited transverse energy, which will be detailed later in section 3.3. Furthermore it measures energy and position of particles which provides additional PID. The calorimeter system as seen in Figure 5 consists of a scintillator pad detector ( SPD) plane in front of a preshower detector (PS), an electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL) [23]. The SPD is designed to identify charged particles, most of which are pions.

3.2.6 The muon system

Many important decay channels that are investigated in the LHCb experiment involve muons as final state particles. Those muons are not stopped by any of the calorimeters, which is why separate muon systems are mounted furthest downstream, where they are the only particles expected to register a signal apart from fast charged tracks that can be easily distinguished from muons.

The muon system at LHCb consists of 5 muon stations M1 - M5. M1 is located in front of the calorimeters, while M2 - M5 are located behind those. To further reduce the signal and only select muons 80 cm thick iron plates are put between M2 - M5. Each of the stations is equipped with multi-wire proportional chambers (MWPC), except in the highest rate region of M1, where triple gas electron multipliers (GEM) are used [24].

Together with the calorimeters the muon stations make up the hardware trigger.
3.3 Trigger system

The following section will detail the trigger system used at the LHCb experiment. Since the work in this thesis will focus on data taken in 2018 the trigger conditions for this year will be given.

The LHCb detector produces a very large amount of data. At an average luminosity of \( 2 \times 10^{32} \text{cm}^{-2}\text{s}^{-1} \) the detector registers events at a rate of 40 MHz [26], which needs to be reduced in order to be manageable as many of the registered events are of no interest for further analysis and the amount of disk space available is limited. For this purpose two levels of triggers are implemented in the LHCb detector: the Level 0 trigger (L0) and the High Level trigger (HLT). Together they reduce the rate to about 12.5 kHz (0.6 GB/s). Figure 7 shows an overview of the trigger setup for Run 2.

The L0 trigger is a hardware trigger and works by selecting hadrons, electrons and photons with high \( E_T \) deposits in the calorimeters as well as muons with high \( E_T \) deposited in the muon stations [26] [27].

The HLT is a software trigger and consists of two stages: HLT1 and HLT2. It uses a computing farm of 30000 cores (2012) to further reduce the number of events. In order to do so, HLT1 is based on dedicated algorithms, the so-called trigger lines, that use data from the VELO and the tracking stations. Due to limited computing resources the algorithms rely on a partial event reconstruction. The HLT2 decision then relies on several different selection algorithms, depending on which decay channel is of particular interest. These algorithms are based on many different selection criteria, such as invariant mass cuts or vertex reconstruction.

4 Stripping lines

After the data has arrived from the trigger system it is stored in so-called Tier 1 sites. From there the so-called stripping selection is applied to the data, which is a collaboration wide
pre-selection of data happening offline, where several selection algorithms from different LHCb working groups, called *stripping* lines are applied to the data. These stripping lines are a series of loose cuts to select candidate events for the different decays one wants to analyse. The cuts mainly focus on kinematics, topology and track reconstruction but also feature some very loose PID cuts. The strategy will be explained in the following.

This thesis is intended to provide an analysis of the $\bar{B}^0 \to D^+\pi^-$ decay channel to be used as a calibration channel for the $D^+$ BDT, hence this decay will be chosen as an example for the stripping selection. Additionally a study of the BDT results for the $\bar{B}^0 \to D^+D_s^-$ channel will be provided, however this channel is very similar to $\bar{B}^0 \to D^+\pi^-$ and its stripping selection is based on the same module.

![Figure 8: Topology of the decay $\bar{B}^0 \to D^+\pi^-$](image)

Figure 8 gives an idea of the topology of this decay, which is an important signature to select such decays. After the initial pp collision (the primary vertex) the $\bar{B}^0$ flies a distance of 10 mm on average, corresponding to its life time $\tau_{\bar{B}^0} = (1.519 \pm 0.007) \times 10^{12}$s. After that it decays into a $D^+$ and a $\pi^-$ at the secondary vertex. The $D^+$ then in turn decays into a negative Kaon and two positive Pions.

The stripping for this decay uses the line *StrippingB02D PiD2HHHBeauty2CharmLine* [29] and starts with a global and track based selection. Tables 3 - 6 show each selection step used in this stripping line. The following sections will focus on explaining the important ones.

The first cut that the data that is selected by the topological trigger lines (cut 0 [27]) has to pass through are a cut to reject clone tracks (cut 1) and a cut to insure the quality of the track (cut 2). The latter is based on a good $\chi^2_{nDOF}$, which is calculated by the Kalman filter track fit [31]. The total number of long tracks in the event is limited to 500 (cut 3) and the fake-track rate is reduced by a cut on the track-ghost-probability (cut 4), which is a response of a neural network.
<table>
<thead>
<tr>
<th>number</th>
<th>Cut</th>
<th>Applied to</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Hlt2Topo.*Decision</td>
<td>global</td>
<td>HLT2 selection</td>
</tr>
<tr>
<td>1</td>
<td>CloneDist &gt; 5000</td>
<td>all tracks</td>
<td>clone track rejection</td>
</tr>
<tr>
<td>2</td>
<td>TRCHI2DOF &lt; 3</td>
<td>all tracks</td>
<td>Good track quality</td>
</tr>
<tr>
<td>3</td>
<td>nLongTracks &lt; 500</td>
<td>global</td>
<td>Remove outliers, limit combinatorics</td>
</tr>
<tr>
<td>4</td>
<td>TRGHP &lt; 0.4</td>
<td>all tracks</td>
<td>Fake track rejection</td>
</tr>
<tr>
<td>5</td>
<td>P &gt; 1000 MeV</td>
<td>all tracks</td>
<td>Remove low momentum tracks</td>
</tr>
<tr>
<td>6</td>
<td>PT &gt; 100 MeV</td>
<td>all tracks</td>
<td>Remove low transverse momentum tracks</td>
</tr>
<tr>
<td>7</td>
<td>MIPCHI2DV(PV) &gt; 4.0</td>
<td>all tracks</td>
<td>Reject tracks from primary vertex</td>
</tr>
</tbody>
</table>

Table 2: Global and track based selection [2]

Additionally a selection that removes tracks with low momentum (cut 5) and low transverse momentum (cut 6) is done. This is due to the fact that tracks with momentum lower than the given values, though they might be able to produce the desired particles, are simply surrounded by too much background data. This last selection step can be considered as loose as possible since multi-body beauty and charm decays tend to produce at least one soft particle. The last cut at this stage removes tracks from the primary vertices (PV) by considering the minimal impact parameter (IP) [32], which is the closest approach by a track to a vertex. This is due to the fact that all tracks in this decay come from displaced vertices as can be seen in Figure 8.

<table>
<thead>
<tr>
<th>number</th>
<th>Cut</th>
<th>Applied to</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>ASUM(PT) &gt; 1800 MeV</td>
<td>c daughters</td>
<td>Fast soft background rejection</td>
</tr>
<tr>
<td>9</td>
<td>TRCHI2DOF &lt; 2.5</td>
<td>at least one c daughter</td>
<td>Require leading track</td>
</tr>
<tr>
<td></td>
<td>PT &gt; 500 MeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P &gt; 5000 MeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>ACUTDOCA &lt; 0.5 mm</td>
<td>c daughters</td>
<td>Save CPU time</td>
</tr>
<tr>
<td>11</td>
<td>PIDk &gt; -10</td>
<td>K from $D^+$</td>
<td>Reduce combinatorics</td>
</tr>
<tr>
<td>12</td>
<td>PIDk &lt; 20</td>
<td>$\pi$ from $D^+$</td>
<td>Reduce combinatorics</td>
</tr>
<tr>
<td>13</td>
<td>VCHI2/VDOF &lt; 10</td>
<td>$D^+$</td>
<td>c daughters from same point in space</td>
</tr>
<tr>
<td>14</td>
<td>BPVVDCI2 &gt; 36</td>
<td>$D^+$</td>
<td>Reject prompt charm hadrons</td>
</tr>
<tr>
<td>15</td>
<td>BPVDIRA &gt; 0</td>
<td>$D^+$</td>
<td>Decay vertex downstream of PV</td>
</tr>
</tbody>
</table>

Table 3: Charm hadron selection [2]

Following the track based cuts the data goes through a series of cuts that intend to build a charm hadron candidate, in this case a $D^+$ (Table 3). The first cut listed here is a loose cut on the sum of the transverse momenta of the $D^+$ daughters to ensure they have enough momentum.
to form the $D^+$ (cut 8). Furthermore tighter cuts on P, PT and TRCHI2DOF are placed to reject background data by selecting a leading track (cut 9). Cuts 11 and 12 are meant to further reduce the background by placing a very loose cut on the PID variables presented in section 3.2.4.

After cut 12 the daughter particles form a common vertex of the $D^+$ candidate which is calculated via a vertex fit and the last three cuts listed here concern this vertex. VCHI2/VDOF is a loose cut on vertex quality, BPVVDCHI2 rejects tracks that come from the primary vertex (prompt charm hadrons) and BPVDIRA requires the vertex to be downstream from the primary vertex.

<table>
<thead>
<tr>
<th>number</th>
<th>Cut</th>
<th>Applied to</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>ASUM(PT) &gt; 5000 MeV</td>
<td>b daughters</td>
<td>Fast soft background rejection</td>
</tr>
</tbody>
</table>
| 17     | TRCHI2DOF < 2.5
PT > 1700 MeV
P > 10000 MeV
MIPDV(PV) > 0.1 mm | at least one b daughter | Require leading track |
| 18     | TRCHI2DOF < 2.5
PT > 500 MeV
P > 5000 MeV | bachelor track | loose kinematic selection |
| 19     | (4750 < AM < 7000) MeV                                             | $B^0$ combination   | fast invariant mass cut           |
| 20     | VCHI2/VDOF < 10                                                    | $X_b$               | b daughters from same point in space |
| 21     | BPVVDCHI2 < 36                                                     | $B^0$               | Candidate produced in PV          |
| 22     | BPVDIRA > 0.999                                                   | $B^0$               | Candidate points back to best PV |
| 23     | BPVLTIME > 0.2 ps                                                  | $X_b$               | Reject combinatorial background |

Table 4: Beauty hadron selection [2]

The selection of the beauty hadron candidate ($\bar{B}^0$, Table 4) is very similar to that of the charm hadron and it is formed from the charm candidate from the previous step and a pion candidate, the bachelor track. This bachelor track receives similar cuts to the leading track for the charm hadron.

The cuts on the b vertex are also similar and it is required to be located downstream of the primary vertex. Additionally the decay time of the b hadron is required to be larger than 0.2 ps to further reject background.

This is the last step in the stripping and the data that leaves here will be used as the basis for the analysis presented in this thesis.

However the selection so far concerned mainly geometrical quantities that are well understood in simulation and only very loose PID cuts were placed on the data. The result of this is that the data that leaves the stripping selection features a lot of background data that will have to be reduced to achieve a clean signature. Therefore the goal is to produce a PID-like quantity for $D^+ \rightarrow K^- \pi^+ \pi^+$ and in order to do this Boosted Decision Trees will be used.
5 Boosted Decision Trees as a tool for offline signal selection

The main focus of this thesis will be to establish a Boosted Decision Tree for the selection of $D^+ \rightarrow K^-\pi^+\pi^+$ decays. The following section will give a short summary of these BDTs and their function.

The problem at hand is the following: Suppose there is a sample of events that is supposed to be used for the analysis of a particular decay. However this sample does not only consist of events that belong to this decay (signal events), it also features background events. The question is now how to properly classify these events into signal and background. One of the many tools to achieve this classification are Boosted Decision Trees.

5.1 Decision Trees

A decision tree is simply a binary tree that classifies the sample based on one-dimensional cuts on its input variables.

In order to “grow” the decision tree a training sample is needed in which for each event the class label is known. These class labels are signal and background in this case. Starting from the top of the tree an even amount of background and signal events is given as input. Then a cut is placed on the data, in the case of Figure 9 $x_1 > c_1$, where $x_1$ and $c_1$ are values for one of the parameters of the training sample (e.g. decay angles, transverse momentum of the particles etc), and all the events with $x_1 > c_1$ follow the left branch, while all the events with $x_1 < c_1$ follow the right branch. More of these one-dimensional cuts are placed on the
data at each node (i.e. each step on the branch) and since the classification of background and signal events for the training sample is known, each node can be evaluated on the purity of the sample (i.e. if the sample consists of only signal/background). This is repeated until the tree arrives at an endpoint, a leaf, where only signal data or background data is left or until some stopping condition is met.

After the tree is grown in training it can then be applied to the actual decay of interest. However simple decision trees as shown in this example have several drawbacks. One of those is that they can be very non-robust, meaning that a small change in the training sample can lead to a large change in the tree and therefore in the final prediction. Another issue is that of overtraining. Suppose there is a particular type of event with a parameter value very close to one of the cuts. A statistical fluctuation in the training sample or in the real data might easily push these events into the wrong class, leading to the tree ”learning” the statistical fluctuations of the sample.

These issues are overcome by using many decision trees and combining their outcome by boosting. This boosting algorithm also determines the exact cuts that are placed at each node as well as the number of nodes in each tree.

### 5.2 Boosting

The algorithm used for boosting the decision trees in this thesis is called gradient boosting [34], which is already implemented in the TMVA [35] software used here. It aims to minimise a loss function in training, which is roughly speaking a function that penalises misclassification of events in training, where the classification of an event (signal or background) is known. For this function-minimisation problem the algorithm relies on the method of gradient-descent, iteratively fitting regression trees, the so-called weak learners, to the steepest local gradient to arrive at a global minimum. The final result of this boosting algorithm is a weighted sum of those regression trees, which behave like the above described decision trees in a classification problem.

### 6 Analysis of the calibration channel $\bar{B}^0 \rightarrow D^{+}\pi^-$

As mentioned before a vital step in the application of the D-from-B BDTs, i.e the BDTs intended to select a D meson coming from the decay of a B meson, on the channel $\bar{B}^0 \rightarrow D^{+}D^-_s$ is the analysis of $\bar{B}^0 \rightarrow D^{+}\pi^-$. This channel will be used as a calibration channel for the BDT’s which means that the BDT’s will be trained on it.

For this training a fit of the full $\bar{B}^0 \rightarrow D^{+}\pi^-$ LHCb data sample taken in 2018 will have to be performed.
6.1 The choice of $\bar{B}^0 \to D^+\pi^-$ as calibration channel

In order for the BDT’s to be trained on a particular channel the channel has to fulfill several requirements. The first of these requirements is obviously that the desired particle, in this case $D^+$, is a decay product in the calibration channel. Otherwise the BDT’s would not be able to train on selecting this particle. This is fulfilled for $\bar{B}^0 \to D^+\pi^-$. Another requirement is that the calibration channel provides high statistics, which means that there has to be a high amount of events in the data set. This can also be easily understood since more events mean that there is more data to train on for the BDT’s which in turn leads to a better selection of the $D^+$. The 2018 $\bar{B}^0 \to D^+\pi^-$ data set also fulfills this requirement as it is comprised of roughly 6,000,000 events..

Of course this high amount of statistics also provides a challenge for the fit to the full data set, since the fit becomes harder for a higher amount of events. High statistics are sensitive to smaller contributions from other decays that can no longer be neglected and therefore have to be added in the fit. Another requirement for the calibration channel is that it shows a clean signature, i.e. a rather clean signal in the data. This is the case for $\bar{B}^0 \to D^+\pi^-$ as can be seen in Figure 10.

In principal the BDT’s could also be trained on Monte Carlo simulation samples. However Monte Carlo simulations do not reproduce some of the variables of the decay correctly, such as PID variables, and these variables are used to train the BDT’s. Additionally the BDT draws much of its discrimination power from correlations between these variables which are also not reproduced by the simulation. In order to use Monte Carlo for the training one would have to reweight these variables according to the shapes of the variables in actual LHCb data, but with the number of variables used in the BDTs being very large this would take considerably longer.

6.2 The 2018 $\bar{B}^0 \to D^+\pi^-$ LHCb data set

Figure 10 shows a first look at the full 2018 data set for the decay $\bar{B}^0 \to D^+\pi^-$ as it comes out of the stripping selection (see Section 4). As can be seen very clearly a peak at $m \approx 5280$ MeV is already visible. This peak is the main signal peak of the decay $\bar{B}^0 \to D^+\pi^-$ and it is located at the $\bar{B}^0$ mass of $m_{\bar{B}^0} = 5279.58 \pm 0.17$ MeV. This also validates the claim in section 6.1 that this channel provides a clean signature and is therefore suited for the use as a calibration channel for D-from-B BDTs.

6.2.1 Understanding the mass spectrum

The first important step in the analysis of the mass spectrum in Figure 10 is to understand all the major components that make up the data. It is evident that there are other decays which factor into this spectrum, otherwise a clear signal peak at $m_{\bar{B}^0}$ with only combinatorial background data would be visible.
Figure 10: First look at the $\bar{B}^0 \rightarrow D^+\pi^−$ data

Understanding this background is of crucial importance for several reasons. First of all, knowing which other decays make up the data, allows for these decays to be included as separate components in the fit. The inclusion of these components will provide for a more accurate fit that describes the data better. This also allows for systematic testing of different approaches to the training of the BDT which will be done in Section 7. For example it is not inherently clear which decays in the spectrum one should count as "Signal" and which as "Background" since the partially reconstructed decays, mentioned in the next section, for example also comes from a detached $D^+$ decay. These different ways of defining what the signal actually is lead to different BDT responses and performances. Secondly a correct understanding of the data is important for the correct determination of the signal yield, i.e. how many events belong to the actual $\bar{B}^0 \rightarrow D^+\pi^−$ decay. This will allow for a correct calculation of the BDT efficiencies since in order to properly determine them a large number of fits ($\approx 1000$) has to be performed. For such a large number of fits it is important that the fits are stable and robust.

In order to understand the spectrum a number of different tools could be used:

- **Full Monte Carlo Simulation**: Full MC simulation is of course perfect for understanding the different decays that might play a role in the spectrum, since it reproduces the decay with good accuracy. However this is not readily available for all decays.

- **RapidSim**: This is a very fast simulation tool for heavy quark decays. However it does not reproduce every characteristic of the decay such as angular distributions and can therefore not always be used.

- **Kernal density PDFs**: This is a way to estimate probability distributions with gaussian kernel based on simulation data. The KDE PDFs are very easy to handle since all of
their parameters are given by simulation. However the simulation sometimes does not accurately reproduce parameters such as the mass position or the width of a certain decay.

- **Fitting the isolated component from the mass spectrum**: Using hard PID cuts one can positively select the desired decay from the mass spectrum in Figure 10 (see Section 6.3). These components can then be fitted and the results would be accurate since one would fit real data. However this is a multi-step procedure and first requires a fit to simulation data to find the general shape of the component. Additionally the PID cuts sometimes prove to be too hard or too loose resulting in mass spectrums that do not only consist of the desired decay.

### 6.2.2 The different components in the data set

When looking at the data, the following decays have to be considered:

**Partially reconstructed decays**

These are decays of the type $\bar{B}^0 \rightarrow D^+ \pi^- X$, where X could possibly be a number of different particles but in particular a Photon, a Pion or two Pions in the mass range considered here. These decays are not rejected by the stripping lines and are therefore part of the spectrum in Figure 10.

They are located on the left end of the mass spectrum shown in Figure 10, which can be easily understood. The stripping tries to reconstruct the $\bar{B}^0$ from the momentum and mass of its daughter particle, the Pion and the $D^+$, which in turn decays into two Kaons and a Pion. However if there are additional particles involved in the decay, that are not considered in the reconstruction, the mass and momentum of the daughter particles that are considered in the reconstruction is not enough to amount to the full mass of the $\bar{B}^0$, which is why these events are on the low end of the mass spectrum. However they still come from a true $\bar{B}^0$ decay.
Figure 11: Examples for partially reconstructed decays generated with RapidSim

Figure 11 shows two example of one of these decays namely the decay $\bar{B}^0 \rightarrow (D^{*-} \rightarrow D^+ \gamma) \pi^-$; Photon not reconstructed and $\bar{B}^0 \rightarrow (D^{*-} \rightarrow D^+ \pi^0) \pi^-$; $\pi^0$ not reconstructed. The data that can be seen in this Figure was produced with the Monte Carlo generator RapidSim, which is a very fast generator for simulated heavy-quark hadron decays [36]. However Figure 11 and especially Figure 11b illustrates the problem with the use of RapidSim. As will be discussed in Section 6.3 the decay $\bar{B}^0 \rightarrow (D^{*-} \rightarrow D^+ \gamma) \pi^-$ forms a characteristic double-peak structure which is not simulated by RapidSim but is vital to the mass spectrum. This is due to the fact that RapidSim does not take angular distributions into account and the structure is an effect of the spin structure of the $D^{*-}$. Due to conservation of angular momentum the missing $\pi^0$ can only go along or against the direction of the $D^+$ resulting in the Pion taking either very high or very low momentum from the $D^+$. This in turn results in the double horn structure. [37]

Figure 12: RapidSim Simulation of the decay $\bar{B}^0 \rightarrow D^{+} \pi^- \pi^0$

Another example, again simulated with RapidSim, is given in Figure 12. Shown here is a
simulation of the decay $\bar{B}^0 \rightarrow D^+\pi^-\pi^0$ and one can again see that the peak is located to the left of the $\bar{B}^0$-mass. In fact the shift between $m_{\bar{B}^0}$ and the right end of the peak in Figure 12 is roughly 130 MeV, which corresponds to the mass of the missing pion, that is not reconstructed in the decay ($m_\pi = 139.57018 \pm 0.00035$ MeV [38]). The peak does not start exactly a pion mass to the left of $m_{\bar{B}^0}$ because the pion was chosen to be smeared in RapidSim to account for the detector resolution.

For decays with two missing pions e.g $\bar{B}^0 \rightarrow D^+\pi^-\pi^0\pi^0$ one would see a very similar structure in the simulation, except for the fact that the peak would be shifted by two pion masses.

Misidentified decays

These are decays of a similar decay topology to $\bar{B}^0 \rightarrow D^+\pi^-$ that have been misidentified by the stripping due to the fact that there are no strong PID requirements in its selection as was detailed in Section 4. These misidentified decays mimic the topology of the $\bar{B}^0 \rightarrow D^+\pi^-$ decay, which means that they also feature a secondary b vertex made from an intermediate c hadron and a bachelor track and a tertiary c vertex made from three charged particles. Each of these tracks could be a proton, kaon, pion or muon which leads to a wide variety of possible decays.

The most prominent ones will be discussed in the following.
One of the misidentified decays that are prominent in the $\bar{B}^0 \rightarrow D^+\pi^-$ data is the $\bar{B}^0 \rightarrow D^+K^-$ decay, where a true $K^-$ is given the pion mass. The mass peak is located to the left of the actual $\bar{B}^0 \rightarrow D^+\pi^-$ peak and is responsible for the small rise in the spectrum at around 5200 MeV compared to the rest of the background. It also features a long tail towards lower masses that will have to be considered in the fit. The contribution of this decay to the mass spectrum is relatively small because this decay is Cabibbo suppressed.

Another one of these decays is $B^0_s \rightarrow D^+_s\pi^-$, where the $D^+_s$ is misidentified as an $D^+$. The $B^0_s$ is actually heavier than the $\bar{B}^0$ ($m_{\bar{B}^0_s} = 5366.89 \pm 0.19$ MeV), which is why its peak
is located to the right of the $\bar{B}^0 \rightarrow D^+\pi^-$ peak. However it also features a tail towards lower masses, which means that some of the signal from this decay falls right under the signal peak of $\bar{B}^0 \rightarrow D^+\pi^-$ and therefore affects the signal yields.

\[ \Lambda^0_b \rightarrow \Lambda^+_c \pi^- \]

Figure 15: Full Monte Carlo Simulation of the decay $\Lambda^0_b \rightarrow \Lambda^+_c \pi^-$

The last misidentified decay that should be mentioned here is the decay $\Lambda^0_b \rightarrow \Lambda^+_c \pi^-$ in which the $\Lambda^+_c$ baryon is misidentified as a $D^+$. This is due to the fact that the two have similar masses ($m_{\Lambda^+_c} = 2286.46 \pm 0.14$ MeV, $m_{D^+} = 1869.65 \pm 0.05$ MeV) and the loose cuts in the stripping cannot differentiate between the two. The peak of this decay is also visible in the data in Figure 10 as the small peak to the right of the signal peak at around 5400 MeV.

Combinatorial Background

The last component in the data that should be mentioned is the combinatorial background. This background is a typical by-product in any high energy particle experiment and consists of all the countless combinatorial combinations of other decay products that happen in the collision.

6.2.3 Which components should be included in the fit?

Of course the partially reconstructed and misidentified decays mentioned in section 6.6.2 are only a small fraction of all the possible decays that could be considered for the $\bar{B}^0 \rightarrow D^+\pi^-$ decay and for the fit to the data. Other examples for decays that were not mentioned are misidentified decays that occur at a lower rate such as $\Xi_b \rightarrow \Xi_c\pi$ or ones where only the tail of
the distribution feed into the signal, such as $\bar{B}^0 \rightarrow D^+ \mu \nu_\mu$. On top of that multiple misidentified particles could occur as well as a combination of misidentification and partial reconstruction. However the robustness of the fit has to be of concern as well. All of these components could be added to the final fit, but after a certain point the improvement of the fit would only be minimal and hardly worth the work. This means the question is, which components are to be added for the fit and which components are unnecessary.

The strategy for finding the answer to this question was to simply add components until a satisfactory fit result was reached. First the components with visible effect in the data set in Figure 10 were added. These were as mentioned the three misidentified decays from section 6.2.2 and the double horn structure from the decay $\bar{B}^0 \rightarrow D^{**} D^+ \pi^-$. The rest of the partially reconstructed decays were found to be sufficiently described by a single probability density function (PDF) and all further possible misidentified decays don’t seem to play a major role in the data.

The strategy for adding the mentioned components to the final fit will be described in the following sections.

### 6.3 Finding and fitting the shapes of the various components

#### 6.3.1 Strategy for finding the shapes

In this section the general strategy for fitting the components mentioned in section 6.2.3 will be discussed. These shapes are needed for inclusion in the final fit to the 2018 $\bar{B}^0 \rightarrow D^+ \pi^-$ data. The strategy consists of three steps:

**Fitting simulated data of the decays**

First the simulated data of the decay in question will be fitted with appropriate probability density functions. The results from this fit will be taken as the basis for the next steps and certain parameters that dictate the shape of the distribution (the shape parameters) will be fixed or constrained to the values from the simulation.

**Positively select the component from the full data set and fit with MC shapes**

In this step the values from the simulation fit will be taken to fit the actual component in the data. In order to do this, the individual component has to first be individually selected from the data using PID cuts. This is done to check the simulation results and to also get values for parameters that the simulation might not accurately represent, like the peak position or the peak width.

**Include the component in the final fit**

After the previous values have been verified, the component can be added to the final fit.
6.3.2 The $\bar{B}^0 \to D^+ K^-$ component

The first of these components that have to be analysed is the $\bar{B}^0 \to D^+ K^-$ component. The fits in the following sections are done using the generic $b$ hadron decay fit software *beef* developed by Dr. Sebastian Neubert. [39].

![Figure 16: Fit to the MC data for $\bar{B}^0 \to D^+ K^-$](image)

Figure 16 shows the fit to the Monte Carlo simulation for this decay. For this fit a convolution between a Johnson $S_U$ distribution and a Gaussian was chosen:

$$PDF_{B2DK} = JohnsonS_U \ast Gaussian$$

where

$$JohnsonS_U = J(m, \mu, \sigma, \gamma, \delta) = \frac{\delta}{\sigma \sqrt{2\pi \sigma^2 + 1}} \exp\left(-\frac{1}{2}(\gamma + \delta \sinh^{-1} z)^2\right)$$

$$z = \frac{m - \mu}{\sigma}$$

and

$$Gaussian = G(m, \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(\frac{(m - \mu)^2}{2\sigma^2}\right)$$

This Johnson $S_U$ distribution is generally very well suited for describing distributions with long tails like in this case. In this distribution $\gamma$ and $\delta$ are the parameters that account for the shape of the distribution, $\mu$ gives the position and $\sigma$ the width. The convolution with the Gaussian distribution was added to account for the resolution of the detector.

As can be seen from the fit this function describes the data very well and the following values
for the shape parameters where taken to be fixed in the following steps:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>0.76432 ± 0.01482</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.52776 ± 0.00790</td>
</tr>
</tbody>
</table>

Table 5: Shape parameters for the Johnson $S_U$ distribution

The errors for these parameters are statistical errors found through the fit. It should be noted again that only these shape parameters but not the peak position and the peak width are taken from the MC simulation as the latter ones might differ from the actual data.

The next step is now to extract the $\bar{B}^0 \rightarrow D^+ K^-$ component from the actual $\bar{B}^0 \rightarrow D^+ \pi^-$ data. This is done using tight ProbNN cuts.

![Figure 17: Positively selected $\bar{B}^0 \rightarrow D^+ K^-$ component](image)

The cuts that were used to produce this figure are

<table>
<thead>
<tr>
<th>Cut</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>m_D - 1869 \text{MeV}</td>
</tr>
<tr>
<td>$\text{pi}<em>\text{ProbNN}*(1 - \text{pi}</em>\text{ProbNN}\pi) &gt; 0.9$</td>
<td>Select Kaon instead of Pion</td>
</tr>
<tr>
<td>$D_K\text{ProbNN}k &gt; 0.4$</td>
<td>Select $D^+$</td>
</tr>
<tr>
<td>$D_{\pi l}\text{ProbNN}\pi &gt; 0.3$</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: PID cuts that were used to extract the $\bar{B}^0 \rightarrow D^+ K^-$ component
Now the values from the MC simulation fit are used to fit the isolated data.

![Figure 18: Fit to the isolated component for $\bar{B}^0 \to D^+K^-$](image)

The $\bar{B}^0 \to D^+K^-$ peak is fitted in red in this plot. Additionally an exponential function was added to account for the combinatorial background and a simple Gaussian was chosen to fit the broad peak to the left of the $\bar{B}^0 \to D^+K^-$ peak. This broad peak mainly consists of decays of the type $\bar{B}^0 \to D^+K^-\pi$ but is of no concern for the actual final $B^0 \to D^+\pi^-$ fit since its contribution is too small and the structure is too broad. As can be seen clearly from the fit the shape parameters found in the simulation describe the actual data very well and can therefore be used in the final fit.

### 6.3.3 The $B_s^0 \to D_s^+\pi^-$ component

The same strategy is now applied to the $B_s^0 \to D_s^+\pi^-$ component.

![Figure 19: The $B_s^0 \to D_s^+\pi^-$ component](image)

(a) Fit to the MC simulation  
(b) Fit to the isolated component; taken from the data in Figure 10

Figure 19: The $B_s^0 \to D_s^+\pi^-$ component
For the fit to this component a sum of a Johnson $S_U$ distribution and a Hypatia function was used.

$$PDF_{Bs\rightarrow Ds\pi} = JohnsonS_U + Hypatia$$  \hspace{1cm} (8)

This Hypatia function is a generalization of the standard Crystal Ball function for mass distributions with continuous per-event error distributions and was developed by D. Martinez Santos and F. Dupertuis of NIKHEF [40].

It was found that a sum of these two distributions as described above was able to best describe the data at hand.

The Hypatia distribution depends on 9 parameters

$$Hypatia = H(m, \mu, \sigma, \lambda, \zeta, \beta, a_1, a_2, n_1, n_2)$$ \hspace{1cm} (9)

and Table 7 gives an overview of their functions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>peak position</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>width of the distribution</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Shape parameters</td>
</tr>
<tr>
<td>$\zeta$</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>asymmetry parameter</td>
</tr>
<tr>
<td>$a_1$</td>
<td>transition points to the left/right tail of the distribution</td>
</tr>
<tr>
<td>$a_2$</td>
<td></td>
</tr>
<tr>
<td>$n_1$</td>
<td>power-law exponent for left/right tail</td>
</tr>
<tr>
<td>$n_2$</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: The different parameters of the Hypatia distribution

The parameters that are of interest and that will be fixed to the values from the Monte Carlo simulation are $\lambda, \zeta, \beta, a_1, a_2, n_1$ and $n_2$ as well as $\gamma$ and $\delta$ for the Johnson $S_U$ distribution. The values from the simulation are
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>-10</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>4.5246</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.01074 ± 0.00001</td>
</tr>
<tr>
<td>$a_1$</td>
<td>1.4918 ± 0.0007</td>
</tr>
<tr>
<td>$a_2$</td>
<td>2.3000 ± 0.0001</td>
</tr>
<tr>
<td>$n_1$</td>
<td>0.6858 ± 0.0008</td>
</tr>
<tr>
<td>$n_2$</td>
<td>1.0356 ± 0.0014</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.8994 ± 0.0395</td>
</tr>
<tr>
<td>$\delta$</td>
<td>1.3099 ± 0.0009</td>
</tr>
</tbody>
</table>

Table 8: Parameters taken from the MC simulation

It should be noted here that $\lambda$ and $\zeta$ of the Hypatia distribution are very sensitive to small changes in the other parameters and generally behave very wild. Therefore it was chosen to already fix these two parameters in the MC fit and the two values that they were fixed to were found by attempting the fit in Figure 19a with different combinations of values for these parameters, out of which the best fit was chosen.

For the fit to the isolated component the following PID cuts were placed

<table>
<thead>
<tr>
<th>Cut</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>M_{inv}(K^-{\pi^+ \rightarrow K^+}\pi^+)</td>
</tr>
<tr>
<td>$</td>
<td>m_D - 1869MeV</td>
</tr>
<tr>
<td>pi_ProbNNpi*(1 - pi_ProbNNk) &gt; 0.8</td>
<td>Select Pion</td>
</tr>
<tr>
<td>D_pi1_ProbNNk &gt; 0.4</td>
<td>$D_s^{+}$ decays into two Kaons and one Pion</td>
</tr>
<tr>
<td>D_K_ProbNNk &gt; 0.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 9: PID cuts that were used to extract the $B_s^0 \rightarrow D_s^{+}\pi^-$ component

The cuts are similar to those used to extract the $\bar{B}^0 \rightarrow D^{+}K^-$ component however the $D_s^{+}$ decays into two Kaons and one Pion. This is reflected by the ProbNN cuts listed in Table 11 as well as the first cut listed here, which is an invariant mass cut on the decay products of the charm daughter particle, where instead of the pion mass hypothesis a kaon mass hypothesis was placed on one of the daughters.

The parameters taken from the simulation again describe the data well. The only point of concern might be the flanks of the main $B_s^0 \rightarrow D_s^{+}\pi^-$ peak, where the shape does not perfectly match the data, however the deviation is still within a 5 $\sigma$ range and will not affect the final fit much since some of the parameters found here will not be completely fixed but rather constrained to the values found in the simulation (with a Gaussian constraint).

Additionally an exponential background and a Gaussian peak to the left of the main peak were
added again to effectively describe partially reconstructed decays such as $B_s^0 \rightarrow D_s^+ \pi^- \gamma/\pi^0$.

6.3.4 The $\Lambda_b^0 \rightarrow \Lambda_c^+\pi^-$ component

Next this strategy is applied to the $\Lambda_b^0 \rightarrow \Lambda_c^+\pi^-$ component.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure20}
\caption{The $\Lambda_b^0 \rightarrow \Lambda_c^+\pi^-$ component}
\end{figure}

As can be seen from the MC simulation data this decay again shows a similar shape to the $\bar{B}^0 \rightarrow D^+\pi^-$ decay, which is why for the fit to this component a convolution of a Johnson $S_U$ distribution and a Gaussian was used again.

\[ PDF_{Lb2LcPi} = JohnsonS_U \ast Gaussian \] (10)

The parameters that are taken from the simulation are

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Parameter & Value \\
\hline
$\gamma$ & $1.0802 \pm 0.0068$ \\
$\delta$ & $0.6282 \pm 0.0039$ \\
\hline
\end{tabular}
\caption{Shape parameters taken from the simulation}
\end{table}

It should be noted that compared to the simulation fits shown before the fit to the $\Lambda_b^0 \rightarrow \Lambda_c^+\pi^-$ simulation data does not describe the data as well. However this was the best fit that was found and the deviations from the simulation do not seem to affect the fit to the isolated component much, which is why this fit was chosen to be sufficient.

The PID cuts that were placed to get the data in Figure 20b are listed in Table 11.
<table>
<thead>
<tr>
<th>Cut</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>M_{inv}(K^-{\pi^+ \to p}\pi^+) - 2286 MeV</td>
</tr>
<tr>
<td>$</td>
<td>m_D - 1869 MeV</td>
</tr>
<tr>
<td>$\text{pi_ProbNNpi}*(1 - \text{pi_ProbNNk}) &gt; 0.8$</td>
<td>Select Pion</td>
</tr>
<tr>
<td>$D_{\pi 1}\text{ProbNNp} &gt; 0.4$</td>
<td>$\Lambda_c^+$ decays into a proton, a kaon and a pion</td>
</tr>
<tr>
<td>$D_{K}\text{ProbNNk} &gt; 0.4$</td>
<td></td>
</tr>
</tbody>
</table>

Table 11: PID cuts that were used to extract the $B_0^0 \to D_s^+\pi^-$ component

The cuts are again similar to the ones seen before, except that the $\Lambda_c^+$ decays into a proton, a kaon and a pion. This is reflected by the ProbNN cuts listed in Table 11 as well as the first cut listed here, which is an invariant mass cut on the decay products of the charm daughter particle, where instead of the pion mass hypothesis a proton mass hypothesis was placed on one of the daughters.

The parameters taken from the simulation again describe the data very well and will therefore be added to the final fit.

What is interesting about the fit to this isolated component is that apart from the usual partially reconstructed decays to the left of the peak that are modelled with a Gaussian there is an additional peak at about 5280 MeV. This is a small residue of the $\bar{B}_0 \to D^+\pi^-$ peak that has not been completely rejected by the PID cuts.

### 6.3.5 Simulation data for the $\bar{B}_0 \to D^+\pi^-$ decay

The last simulation data that should be taken into account is the $\bar{B}_0 \to D^+\pi^-$ decay itself since an understanding of its shape is crucial to the fit of the full data set.

Figure 21 shows the fit to this simulation. For this fit a sum of a Hypatia distribution and a Gaussian was chosen

$$PDF_{B_2DPi} = \text{Hypatia} + \text{Gaussian}$$ (11)

and the parameters that were taken from this fit are

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$-1.8146 \pm 0.0056$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0</td>
</tr>
<tr>
<td>$a_1, a_2$</td>
<td>2.145 $\pm$ 0.030</td>
</tr>
<tr>
<td>$n_1, n_2$</td>
<td>2.4492 $\pm$ 0.0013</td>
</tr>
</tbody>
</table>

Table 12: Parameters taken from the MC simulation
What is different from this fit to the use of the Hypatia function for $\bar{B}_0 \to D^+\pi^-$ is that the distribution is completely symmetrical for $\bar{B}_0 \to D^+\pi^-$. This is reflected by $\beta = 0$, as well as $a_1 = a_2$ and $n_1 = n_2$. The value for $\zeta$ was again fixed to a suitable value.

6.3.6 “Clean Signal” fit to extract shapes for partially reconstructed decays

The last shapes that have to be determined before the fit to the full $\bar{B}_0 \to D^+\pi^-$ data set can be performed are the shapes for the partially reconstructed background on the left end of the mass spectrum and the double horn structure of the decay $\bar{B}_0 \to (D^* \to D^+\pi^0)\pi^-$. However for these two shapes there was no simulation data available and thus the shapes had to be determined from another source. In order to do this a “clean signal” was extracted from the data using the following PID cuts

<table>
<thead>
<tr>
<th>Cut</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>m_D - 1869\text{MeV}</td>
</tr>
<tr>
<td>pi_ProbNNpi*(1 - pi_ProbNNk) &gt; 0.9</td>
<td>Select Pion</td>
</tr>
<tr>
<td>D_K_ProbNNk &gt; 0.4</td>
<td>Select $D^+$</td>
</tr>
<tr>
<td>D_pit1_ProbNNpi &gt; 0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 13: PID cuts used to extract a clean $\bar{B}_0 \to D^+\pi^-$ signal

These cuts only select the decay $\bar{B}_0 \to D^+\pi^-$ but do not reject all the partially reconstructed decays including the Horn structure.
For the partially reconstructed decays one single PDF, called the **tilted Subbotin distribution**, was used. This distribution is a new custom build PDF [41] that is related to the generalized normal Subottin distribution [42] and was found to be very powerful in describing the plateau-like shape of the partially reconstructed decays. It has one additional parameter compared to the normal Subbotin distribution, the slope $s$ that gives it its name, and depends on 4 parameters in total:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>Position</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Width</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Shape parameter</td>
</tr>
<tr>
<td>$s$</td>
<td>Slope of the plateau</td>
</tr>
</tbody>
</table>

Table 14: Parameters of the Tilted Subbotin

It has the shape

$$TiltedSubbotin(m) \propto \exp \left( \frac{s \cdot m}{\sigma} - \left( \frac{m - \mu}{\sigma} \right)^\beta \right)$$

(12)

For the double horn structure of the $B^0 \to (D^*+ \to D^+\pi^0)\pi^-$ a PDF, specifically developed for this structure was used. This PDF is referred to as $ROOHornsDini$ and describes the Horn structure as a Gaussian from which a parabola-shaped part has been cut out. [43]. It features 7 parameters as listed in Table 15.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>a,b</td>
<td>kinematic endpoints of the decay</td>
</tr>
<tr>
<td>csi</td>
<td>relative height of the two peaks</td>
</tr>
<tr>
<td>shift</td>
<td>uniform shift of the whole shape across B mass</td>
</tr>
<tr>
<td>sigma</td>
<td>width of the peaks</td>
</tr>
<tr>
<td>ratio_sigma</td>
<td>relative width of the two peaks</td>
</tr>
<tr>
<td>fraction_sigma</td>
<td>fractional amount of the main gaussian in resolution double-gaussian</td>
</tr>
</tbody>
</table>

Table 15: Parameters of the RooHornsdini distribution

The values for these parameters that were found and then fixed for the final fit are

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>csi</td>
<td>$0.7999 \pm 0.0001$</td>
</tr>
<tr>
<td>shift</td>
<td>$18.508 \pm 0.007$</td>
</tr>
<tr>
<td>ratio_sigma</td>
<td>$2.413 \pm 0.001$</td>
</tr>
<tr>
<td>fraction_sigma</td>
<td>$0.1214 \pm 0.0003$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$7.3748 \pm 0.0015$</td>
</tr>
<tr>
<td>$s$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Table 16: Parameters taken from the Clean Signal fit

Another advantage of this clean signal fit is that the shape parameters of the $\bar{B}^0 \to D^+\pi^-$ simulation fit can be tested. As can be seen from Figure 22 they generally describe the data well and just feature small deviations on the flanks of the distribution. However this is very likely an effect of the PID cuts that were applied in order to get this clean signal data and indicates that there are still other components in the region of the signal peak that have not been rejected by the cuts.

### 6.4 Fit to the full 2018 $\bar{B}^0 \to D^+\pi^-$ data set

Now that all the necessary components have been fitted and their shapes verified the final $\bar{B}^0 \to D^+\pi^-$ fit can be performed. For this all of the previously determined shapes are included.
As can be seen from Figure 23 the final result describes the data very well. For the signal yield

\[ N_{\text{Sig}} = 954,520 \pm 6580 \]  

was found.

### 6.4.1 Using the full $\bar{B}^0 \to D^+\pi^-$ fit for systematic studies of training the $D^+$ BDT

The exact understanding of the $\bar{B}^0 \to D^+\pi^-$ mass spectrum acquired in this section allows for different scenarios for the training of the $D^+$ BDT to now be tested. In particular it can be tested which components of the mass spectrum should be classified as signal and which as background to test which of these classifications gives the best BDT response. In total three scenarios for this classification were tested which means that this fit was performed three times. The classification of the components for the three scenarios is the following:

**Scenario A**

- **Signal**: $\bar{B}^0 \to D^+\pi^-$
- **Background**: combinatorial background
- **Rest**: $\bar{B}^0 \to D^+K^-$, partially reconstructed decays, $B_s^0 \to D_s^+\pi^-$, $\Lambda_b^0 \to \Lambda_c^+\pi^-$
Scenario B

- **Signal**: $\bar{B}^0 \rightarrow D^+\pi^-$
- **Background**: $B^0_s \rightarrow D^+_s\pi^-$, $\Lambda^0_b \rightarrow \Lambda^+_c\pi^-$, combinatorial background
- **Rest**: $\bar{B}^0 \rightarrow D^+K^-$, partially reconstructed decays

Scenario C

- **Signal**: $\bar{B}^0 \rightarrow D^+\pi^-$, partially reconstructed decays, $\bar{B}^0 \rightarrow D^+K^-$
- **Background**: $B^0_s \rightarrow D^+_s\pi^-$, $\Lambda^0_b \rightarrow \Lambda^+_c\pi^-$, combinatorial background

The three fits all are very similar to the one in Figure 23, for which scenario B was chosen, and are therefore not explicitly shown here. The BDTs in the following sections were always trained against the category called background.

7 Training the D-from-B BDTs

The training of the BDTs follows the strategy described in section 5.1. To label the training data with the desired classification categories, signal and background, $s$Weights are used [44]. These $s$Weights can be used to project out different components of the data set, which is shown in Figure 24b and they are extracted from the $\bar{B}^0 \rightarrow D^+\pi^-$ fits in the previous sections. They are extracted for each of the three scenarios mentioned before and Figure 24 shows the $s$Weights for scenario B as an example.

![Figure 24: sWeights from the $\bar{B}^0 \rightarrow D^+\pi^-$ fit (Scenario B) ](image-url)
Figure 24b, the reweighted data, when compared to the $\bar{B}^0 \rightarrow D^+\pi^-$ data set, shows that there are positive weights in the region of the signal, negative weights in the regions where there are large amounts of combinatorial background and weights close to 0 for the regions to the left of the signal peak, where there are a lot of partially reconstructed decays.

For the BDT training input a total of 69 variables was used including PID variables, kinematic variables ($p$ and $p_T$) as well as topologic variables [2]. However since these BDTs are supposed to select the $D^+$ particle, only variables for this particle and no variables from the beauty mother were chosen as input. This allows the BDT to be used on many different decays involving a $D^+$.

The BDT training response for the three categories from section 6.4 is shown in Figure 25:

(a) ROC curve, **Scenario A**
(b) Background and signal separation, **Scenario A**

(c) ROC curve, **Scenario B**
(d) Background and signal separation, **Scenario B**

(e) ROC curve, **Scenario C**
(f) Background and signal separation, **Scenario C**

Figure 25: BDT responses for all scenarios
Figures 24 a,c and e show the ROC curves of the three different BDTs. They illustrate the relation between signal efficiency $\epsilon_{\text{Signal}}$ and background rejection $1 - \epsilon_{\text{Background}}$. For example one would reject 95% of the background by retaining roughly 85% of the signal for the BDT which belongs to scenario B (Figure 25c). As can be seen from these plots scenarios A produces the best ROC curve, meaning that this BDT rejects the most background while still getting a large signal efficiency. However this is not surprising since the BDT in scenario A only trained against the combinatorial background, while the other two BDTs also trained against misidentified decays. These are harder to separate from the main signal since they feature a very similar topology which explains the slightly worse ROC curves. Figures 24 b,d and f indicate that the BDTs were not overtrained since the testing and training samples lie right on top of each other for all scenarios.

8 Results for the $\bar{B}^0 \rightarrow D^+ D^-_s$ decay

The BDT can now be applied to the $\bar{B}^0 \rightarrow D^+ D^-_s$ data. However additionally to the $D^+$ a BDT for the $D^-_s \rightarrow K^- \pi^- \pi^+$ decay is also needed in order to properly select the signal for this decay. This means that two BDTs will be applied to the data. The development and training of the $D_s$ BDT is not part of this thesis and the one used in the following sections has been developed by Dr. Marian Stahl of the LHCb group at the University of Heidelberg. It uses the channel $\bar{B}^0_s \rightarrow D^- \pi^-$ as calibration channel and has been developed in much the same way as presented here for the $D^+$ BDT. [2]

8.1 The 2018 $\bar{B}^0 \rightarrow D^+ D^-_s$ data set

Before actually applying the BDTs to the $\bar{B}^0 \rightarrow D^+ D^-_s$ data a first look at the data is presented in this section. This decay has very similar structure to the $\bar{B}^0 \rightarrow D^+ \pi^-$ decay illustrated in Figure 8, except this time the $\bar{B}^0$ decays into two D mesons. The $D^+$ then again decays into a negative Kaon and two positive Pions, while the $D^-_s$ decays into a negative Kaon, a positive Kaon and a negative Pion.
Figure 26 shows a fit to this data set. For this fit the same strategy as in the fit to the $\bar{B}^0 \rightarrow D^+ \pi^-$ data in section 6 was used, i.e. the shapes for the different components used in the fit were taken from simulation and tested on the isolated component, which was positively selected from the data using PID cuts. The following components were taken into account for the fit and they describe the data sufficiently well:

- **Signal**: $\bar{B}^0 \rightarrow D^+ D_s^-$
- **Misidentified decays**: $\bar{B}^0 \rightarrow D^+ D_s^- \& B_0^+ \rightarrow D^+ D_s^-$
- **Partially reconstructed decays**: one PDF sufficient to describe all
- **Exponential combinatorial background**

Figure 27 shows the MC simulation that was used to find the shapes of the Misidentified decays and the signal:
The PDFs that were used here are:

\[
PDF_{B^0_{2DDs}} = JohnsonS_U + Gaussian
\] (14)

\[
PDF_{B^0_{2DD}} = JohnsonS_U * Gaussian
\] (15)

\[
PDF_{B^0_{2DDsDs}} = JohnsonS_U * Gaussian
\] (16)

These PDFs were again chosen by trying out different shapes and settling on the PDF that best describes the data. It is notable here that the PDF used for the \( \bar{B}^0 \rightarrow D^+ D_s^- \) simulation is the sum of a Gaussian and the JohnsonS\(_U\) distribution as opposed to the convolution of the two for the other decays. However when looking at the shapes in the simulation it already becomes clear the \( \bar{B}^0 \rightarrow D^+ D_s^- \) decay shows a different shape compared to the other two decays; it is much more narrow and also more symmetrical. This is why a sum of the two distributions was chosen in this case.

For the fit in Figure 26 a signal yield of

\[
N_{\text{Signal}} = 63608 \pm 1057
\] (17)

This number will be used as a reference point for the signal yields that will be found when using the PID and BDT cuts in the next sections.
8.2 Comparison of the three BDT scenarios

As detailed in section 6.4 three different $D^+$ BDTs were trained on the $B^0 \rightarrow D^+\pi^-$ data corresponding to the three different ways of categorizing the components in the mass spectrum. In order to test which of these BDTs gives the best results they will be applied to the $B^0 \rightarrow D^+D^-_s$ data separately along with the $D^-_s$ BDT. The decision which BDT gives the best results will then be based on the signal yields as well as the background rejection of the different BDTs.

The fits in Figure 28 feature a logarithmic y scale to better see the small background components.

The yields for the signal and the different components are listed in table 17.

When looking at these numbers it becomes clear that Scenario B seems to be the best version of the $D^+$ BDT. Not only does it produce the highest amount of signal yield, it also rejects the highest amount of combinatorial background. On top of that it also rejects the highest amount of misidentified background.
It is notable that scenario B proved to give the best results, despite scenario A featuring the best ROC curve as seen in section 7. This is explained by the fact that scenario B also trained against misidentified decays ($B^0_s \rightarrow D^+_s \pi^-$, $\Lambda^0_b \rightarrow \Lambda^+_c \pi^-$) and is therefore able to reject these decays as well.

The BDT cuts that were used to produce the plots in Figure 28 were:

$$D_- BDT > -0.6 \quad \& \quad D_s BDT > -0.6$$

(18)

Additionally a cut on the $D_s$ mass was placed. These BDT cuts are very loose in order to properly compare the background rejection of the three BDT scenarios.

For the following section scenario B will be used, when comparing the BDT to PID cuts.

### 8.3 Comparison of BDT and PID cuts

The $D^+$ (Scenario B) and $D^-_s$ BDTs will now be applied to the data in Figure 26 with tighter cuts and the resulting mass spectrum will be fitted to find a value for the signal yield. For the fits in Figure 29 and 30 additional mass cuts on the $D^+$ and $D^-_s$ mass were placed to further reduce the background. These were:

$$|m_{D^-_s} - 1968 MeV| < 30 MeV \quad \& \quad |m_{D^+} - 1869 MeV| < 30 MeV$$

(19)
Figure 29 shows the results of this fit. In this fit an additional component for $\bar{B}^0 \rightarrow D^+ D^-$ was fitted. The signal yield that was found is

$$N_{Signal,BDT_1D} = 42688 \pm 223$$  \hspace{1cm} (20)

The cuts that were used here were

$$D_{-}BDT > -0.1 \quad \& \quad D_{s-}BDT > -0.1$$  \hspace{1cm} (21)

and they were chosen blindly as a working point with the only requirement being that the total number of events is nearly equal to that in Figure 30 (cf. Table 19). It could therefore be argued that the performance of the BDT cuts can still be optimized for better results. Additionally to the BDT cuts a cut on the $D^+$ and $D_s^-$ masses was applied to reduce the background contributions of decays without these particles.

Furthermore a fit was produced, where only PID cuts were used to produce a clean signal.
The cuts that were used to produce this plot were

<table>
<thead>
<tr>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{s}Kp_{ProbNNk} &gt; 0.3$</td>
</tr>
<tr>
<td>$D_{s}Km_{ProbNNk} &gt; 0.3$</td>
</tr>
<tr>
<td>$D_{s}pi_{ProbNNpi} &gt; 0.3$</td>
</tr>
<tr>
<td>$D_{s}K_{ProbNNk} &gt; 0.2$</td>
</tr>
<tr>
<td>$D_{s}pi1_{ProbNNpi} &gt; 0.2$</td>
</tr>
<tr>
<td>$D_{s}pi_{ProbNNpi} &gt; 0.2$</td>
</tr>
</tbody>
</table>

Table 18: PID cuts used for Figure 30

and the first three cuts select the $D_{s}^{-} \rightarrow K^{+}K^{-}\pi^{-}$ decay whereas the last three cuts select the $D_{s}^{-} \rightarrow K^{-}\pi^{+}\pi^{+}$ decay.

In the plots 29 and 30 the cuts were generally chosen so that both plots would consist of roughly the same amount of events. This allows for a first comparison between BDT and PID selection:

<table>
<thead>
<tr>
<th>Selection</th>
<th>$N_{Total}$</th>
<th>$N_{Signal}$</th>
<th>Signal percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID cuts</td>
<td>42905</td>
<td>$39181 \pm 208$</td>
<td>(91.32 ( \pm ) 0.48) %</td>
</tr>
<tr>
<td>BDT cuts</td>
<td>43596</td>
<td>$42688 \pm 223$</td>
<td>(97.92 ( \pm ) 0.51) %</td>
</tr>
</tbody>
</table>

Table 19: Total number of events and signal yield for Figures 29 and 30

Table 19 illustrates the better performance of the BDT cuts compared to the PID cuts. With the BDT cuts a significantly higher signal yield could be achieved in fact an improvement of 6% could be reached. However the PID cuts were still able to produce a very clean signal in Figure 29. It is also notable that the the signal yield for the BDT cuts is only smaller by approximately 1000 events compared to the plot in Figure 28b (Table 17, equation 17). This
could be explained when looking at the ROC curve for Scenario B in Figure 25c where the curve is very steep on the right end of the diagram, meaning that a relatively large change in background rejection does not effect the signal efficiency considerably. However it should also be noted that the BDT cuts away a large part of the signal, since the fit to the full data set achieved a signal yield of approximately 63000. These two points would have to be investigated in the future.

Additionally the BDT cuts proved to be easier to handle with only two variables ($D_{BDT}$, $Ds_{BDT}$) to consider compared to the 6 PID variables that had to be considered to achieve the clean signal seen in Figure 28 (compare Table 17).

9 Conclusion and Outlook

This thesis presented the development of a $D^+ \rightarrow K^-\pi^+\pi^+$ BDT as part of the D-from-B BDT package, based on the calibration channel $\bar{B}^0 \rightarrow D^+\pi^−$. The most important and time consuming step here was the exact understanding of the mass spectrum of this calibration channel to produce stable and robust fits and to ensure a good understanding of the selection.

This thesis proved to be a valuable insight into the use of $D^+$ BDTs and their development. For example due to the work presented here, it become apparent that not all partially reconstructed contributions to the $\bar{B}^0 \rightarrow D^+\pi^−$ mass spectrum would have to be included in the fit for the BDT training. This was used for the D-from-B BDTs that were included in the inclusive double-D stripping line for the 2018 LHCb restriping, which were based on the work presented in this thesis, where a smaller mass window of only 5150 MeV - 5800 MeV was used for the $\bar{B}^0 \rightarrow D^+\pi^−$ fit. This tighter mass window resulted in an easier and more robust fit.

Additionally this thesis provided an exact understanding of the misidentified components in the $\bar{B}^0 \rightarrow D^+\pi^−$ mass spectrum, which were included as background for the BDT training. As was shown, the BDTs presented here produced very good results and it was found that scenario B, where $B^0_s \rightarrow D_s^+\pi^−$, $\Lambda^0_b \rightarrow \Lambda^+_c\pi^−$ and the combinatorial background were categorised as background and only the $\bar{B}^0 \rightarrow D^+\pi^−$ component was considered as signal for the training, produced the best results. This BDT was then compared to a standard selection using PID cuts and was found to be more efficient.

Additionally the $\bar{B}^0 \rightarrow D^+D_s^-$ channel was established as a test channel for the $D^+$ and $D_s^-$ BDTs. With this channel the performance of the new stripping lines can be studied and efficiency correction can be calibrated in the future. Moreover efficiency correction procedures for PID variables and D-from-B BDTs can be compared here. Should the BDTs eventually be used in the upgrade trigger for the LHCb experiment the $\bar{B}^0 \rightarrow D^+D_s^-$ channel would also become important in order to develop real-time calibration for these BDTs.
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