5 Detailed study of the efficiency in simulation

5.1 Introduction

The raw yield extracted from data have to be corrected for the efficiency of the experimen-
tal setup. The best situation is when the effect of the detector on the observed signal can
be calculated analytically, but the current heavy ion experiments are too complicated for
analytical treatment. The correction factors due to efficiency was studied using detailed
Monte-Carlo simulation of the CERES setup.

The total efficiency was factorized into three parts: acceptance, tracking efficiency and
peak extraction efficiency. The idea behind was to separate acceptance, which is weakly
dependent on the details of the Monte-Carlo and determined by the geometrical shape of

the detector from the parts that depend on the details of the simulation procedure.

Acceptance for a single track is defined as a fraction of tracks, which momentum is in
a fiducial volume of the polar angle and transverse momentum. For pairs from Kg the
acceptance means a fraction of the primary Ko particles, which both decay products fall
into the single track acceptance and have certain orientation with respect to the primary

track.

Tracking efficiency is defined as a fraction of reconstructed tracks (pairs) out of those that
fall into the acceptance. The efficiency is not independent on the acceptance assumed,
due to lower tracking efficiency at the borders of detector. More generous definition of
the acceptance will lead to lower efficiency and a strict definition of the acceptance to
higher efficiency. The product of acceptance and efficiency will be called overall efficiency.
Actually, the overall efficiency has a direct interpretation, and the acceptance and the

efficiency are useful terms to separate sources of the lost tracks.

After a pair is reconstructed, decision have to be made whether the pair comes from
the real primary track or from the combinatorial background. This decision is based on
the invariant mass of the pair. The peak extraction efficiency factorize with the overall
efficiency and four methods of peak extraction will be discussed and their efficiencies

presented.
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5.2 Simulation chain

The Monte-Carlo framework for CERES experiment is composed of four cooperating pro-
grams. Two of these programs are specific for the analysis performed and two are universal
simulation tools used by the CERES collaboration. The input and the output of the pro-

grams is standardized and they are used consecutively.

The first program, analysis specific, is used to generate primary tracks. These tracks are
then propagated by the standard, GEANT [42] based program, and RAWMC digits are
its output. The digits are processed by CERES analyzer which produces space points
out of digits and performs tracking. Finally the reconstructed tracks are processed by Vg

analysis program to evaluate the efficiency of the K reconstruction.

The notion MC, was used in the previous chapter for the Multiplicity Counter. In this
chapter is stands for Monte-Carlo and exactly for the tandem of GEANT with the CERES
setup and Monte-Carlo analyzer. This two programs are standard tools used by the
CERES collaboration and they were not modified in this work.

The details of the simulation chain procedure is the following:

1. The primary K tracks, following the Boltzmann distribution with 7 = 210 MeV
and y € (1.85,2.45) are generated. Since the resulting efficiencies are (weakly)
dependent on the parameters of the distribution thus the temperature for the MC
have to be iteratively adjusted. The generation is done in a Root macro and data
are stored in text files, each containing 10000 events with one Kg. Additionally, for

technical reasons two muons are generated with every event.

2. Every event is processed by the GEANT with CERES setup. The Kg are propagated
and decayed by the GEANT. If none of the decay products of the K hits the detector
the original particle is not present in the MC output. This feature was introduced
to suppress gammas from bremsstrahlung which did not produce any hit. Storing
all gammas and electrons from showers will blow-up output files. For the analysis
of weakly decaying particles one would prefer to keep these primaries. The obstacle
was work around injecting two muons and using the input text files for the final

analysis.

3. Data are analyzed with Monte-Carlo analyzer which is in principle the same program
as used for the reconstruction of real events (step2). The analyzer can be used in two
ways: as a clean MC or an overlay MC. In the clean MC only the hits created by the

simulation are present. In the overlay MC the signal — hits from tracks resulting from
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a decaying Kg are overlay with the raw-data events. The advantage of the clean MC
is that it reproduces gross properties of the detector and requires less computing time
and disk space. The overlay MC is more correct in particularly when deterioration
due to additional hits is important: studying the number of hits per track or the
invariant mass resolution. For tracks falling in the middle of the detector there is no
difference in the reconstruction efficiency between clean and overlay MC. Moving to
low polar angles, the occupancy increases and the efficiency falls in the overlay MC,
but this feature is not represented in the clean MC. Similarly for large polar angles,
the deterioration of performance is not reproduced in the clean MC. Data presented

in the following sections were obtained with the overlay MC.

4. Reconstructed hits and tracks are associated with the simulated ones. The digits
in the RAWMC format contain information, from which track they originate. This
information is propagated further during the processing and for the reconstructed hit
is can be said from which track it originate. If the reconstructed track is composed
out of hits belonging to a given GEANT track, the tracks are associated. Track
association algorithm have two parameters. The first is the maximum distance
between simulated and reconstructed hit, measured in standard deviations of the
expected resolution at this point. This parameter is usually set to 5. The second
parameter is the purity: the fraction of the hits in the track that originate from this

given simulated track, this parameter is usually set to 60%.

5. After the analyzer, the data are in the format corresponding to the step2 output.
Then the main part of the analysis takes place — the reconstruction of the secondaries
and evaluation of the efficiency. This program will be described in great detail in

the next section.

5.3 Analysis procedure

5.3.1 Phase-space segmentation

The transverse momentum — rapidity space of the primary Kg is segmented into a number
of bins. Five equally sized bins in the rapidity space each 0.15 units wide are created,
spanning the range 1.85 — 2.60, the bins are numbered from (1) to (5). The three central
bins (2)-(4) spanning 2.00 — 2.45 have full acceptance in the transverse momentum. The

side bins have only some small fraction of the transverse momentum in the acceptance.

The transverse momentum is divided into 9 bins spanning area pr < 1.6 MeV/c. The
first 6 bins have width equal 100 MeV /c, next two bins have width equal 200 MeV /¢ and

69



finally the last bins are 300 MeV /c wide. The size of the bins is increased to compensate

for the diminishing signal.

5.3.2 Analysis chain

The most important part of the simulation procedure is the analysis of the MC output

by the Vy analyzer. In this program data are processed in steps, after every step the

properties of the primary Kg are histogramed. Each step reduces the number of Kg left

for the further analysis. The steps are the following:

70

. The distribution of the transverse momentum and rapidity of the primary Kg is

reconstructed using data in the text files.

. Output of the MC is read. The existence of K2 in MC data is checked, its (pr,y) is

used for further analysis.

. Number of decay products of the K is counted. The fraction with 2 pions shall be

equal to the branching ratio. Additional complication is the fact that the number of
decay products is correlated with the probability neither of them will hit the active

volume.

. The polar angle of the MC track is checked. Three values of the lower cut were

studied 6 > 0.12,0.13,0.14 rad and the upper cut is # < 0.26 rad. Since the particle
can scatter at the path between target and entrance of the TPC the actual cut is
extended by 5 mrad in both directions. This extend will be trimmed by a cut on
the actual polar angle of the reconstructed track in step 8. The overall acceptance

for the three scenarios will be compared further.

. The orientation of the decay is checked using Armenteros—Podolanski space. The

Armenteros cut is set to a € (—0.5,0.5) A gr € (0.08,0.5) and is applied on the «
and ¢gr using MC track parameters. The definition of the Armenteros variables «

and gt are presented in Eqs. 4.23-4.24.

. The existence of the TPC segments associated with both MC tracks is checked. At

this point the refitting procedure is applied. In the step2 format, used by MC, the
local angles are not stored and to obtain them the Fitter program is used. This
program uses the same class for refitting as used during step3c production. The

refitting procedure ensures real data and MC data are equally processed.

. The single track cuts are applied, following that in data:



e polar angle of the track, according to the cut performed in the step 4.
e number of fitted hits, dependent on the polar angle:

Nhpits > No 6 € (0.12,0.22)
Npits > Ny — (9 — 0.22) % 150 0 € (0.22,0.28)

with Ny set to 10, 12 and 14. The results presented are performed for Ny = 10.

Other values will be used to estimate the systematical error.

(5.1)

e transverse momentum pr > 100 MeV/c and pr > 150 MeV /c, the value pre-
sented here are for pr > 100 MeV /c.

8. The pair cuts are applied:

e Armenteros cut — the same as in step 5 but performed using the variables from
the reconstructed TPC tracks.

e opening angle cut ¢ € (0.1,0.45) rad.

9. The transverse momentum and rapidity is recalculated using data from the recon-
structed TPC tracks. This step does not reduce the number of events but scatter

them between bins.

10. The invariant mass is calculated using two momentum measurements: combined

momentum and three-parameter fit.

The steps from 1 to 5 define the acceptance. These steps shall be weakly dependent on the
correctness of the MC. The steps 6-9 define efficiency and are dependent on the details
of the MC program. The steps 9 and 10 will be used to evaluate the efficiency of the
peak extraction. The final numbers and effect of each step on the number of Kg will be

discussed in detail in the following subsections.

5.4 Results

5.4.1 Single track efficiency

The efficiency as a function of the azimuthal angle is shown on the first panel of Fig. 5.1.
The efficiency is composed out of a flat part, at the level of 70 — 80 % with a chamber
structure visible. Additionally there are two holes: one deep at ¢ ~ —3 rad and second,

less pronounced at ¢ ~ —0.5 rad.

The tracking efficiency as a function of the polar angle is shown on the consecutive panels.

The upper right panel shows the whole range while the following panels zoom on the
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Figure 5.1: Single track efficiency in a function of the polar and azimuthal angle. Left
top: efficiency as a function of azimuthal angle with chamber structure visible.
Right top: efficiency as a function of polar angle. Bottom: efficiency as a
function of the polar angle zoomed on the borders of the acceptance.
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Figure 5.2: Single track efficiency. Left top: efficiency as a function of total momentum.
Right top: efficiency as a function of the longitudinal momentum. Bottom: ef-
ficiency as a function of transverse momentum for two definition of the fiducial
volume: 0 > 0.12 rad. (left) and 6 > 0.13 rad. (right)
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Figure 5.3: K2 efficiency in rapidity bins as a function of the polar angle cut. Rapidity
bins are shown by symbols: (1) — circles, (2) — squares, (3) — pointing up
triangles, (4) — pointing down triangles, (5) — chevrons. Left panel: efficiency
as a function of the cut. Right panel: efficiency divided by the reference
efficiency with 6 > 0.14 rad.

edges: 6 € (0.12,0.16) rad and 0 € (0.24,0.28) rad. The efficiency rises slowly starting at
0 ~ 0.12 rad and saturates at 6 ~ 0.14 rad at the level of 80%. In this area the tracks
have a full length in the TPC. The efficiency start falling for § > 0.25 rad and no tracks

are reconstructed when 6 > 0.28 rad.

The efficiency as a function of the total and parallel momentum is shown in the upper
row in Fig. 5.2. The second row shows the efficiency as a function of the transverse
momentum for the two cuts on the polar angle # > 0.12 rad (left) and 6 > 0.13 rad
(right). The efficiency is very low at pr ~ 100 MeV/c and grows quickly at pr ~ 150
MeV/c and finally slowly saturates. The stricter the cut on the acceptance, the higher the

efficiency and faster the saturation.

5.4.2 Optimization of the polar angle cut

The pair efficiency is strongly dependent on the cut on the polar angle. With the Monte-
Carlo framework discussed here it is possible to optimize the cut on the polar angle for a
given rapidity range. The maximum theta cut was set to 6 < 0.26 rad, at the single track

efficiency at the level of 60%. The optimization is performed for the minimum 6 cut.

The overall pair efficiency as a function of the minimum theta cut is presented in Fig.
5.3. The rapidity bins are shown as different symbols, described in the figure caption.

Releasing the cut will increase the signal in bins (3) — (5).

To better estimate then gain the results for 8 = 0.12 rad and 6 = 0.13 rad where divided
by the reference value obtained for the cut # = 0.14 rad. The results are displayed in the
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right panel in Fig. 5.3.

The low rapidity bins (1) and (2) are not influenced, and the higher the rapidity the higher
the gain when releasing the cut. For the uppermost bin the difference is by a factor of
2.6. The increase in the efficiency is most pronounced changing cut from 6 = 0.14 rad to
0 = 0.13 rad. Changing the cut from 6 = 0.13 rad to # = 0.12 rad does not increase the
efficiency substantially but in this area the precise understanding of the tracking efficiency
becomes crucial. In particular the momentum resolution for the tracks without a hit in

the first and the last active plane is not fully understood.

From the Monte-Carlo studies one can conclude, the optimum cut giving high efficiency
and independence on the details of the simulation is for # = 0.13 rad. The higher cut
f# = 0.14 rad can be used for the evaluation of the systematical error. In real data it is
visible, with the cut & = 0.13 rad the bin (5) can provide a partial spectrum, but with the
cut § = 0.14 rad only three bins (2) — (4) can provide a signal. Thus the cut of § = 0.13
rad. was selected and the results will be discussed is detail only for the polar angle cut
6 € (0.13,0.26) rad.

5.4.3 Acceptance and efficiency in rapidity bins

The acceptance for each rapidity bin is presented in the first panel in Fig. 5.4. The

acceptance exceeds 16% for the tree central bins and falls below 7% for side bins.

The efficiency follows similar pattern, and is the highest for the central bins at the level
of 60 — 70% and falls below 50% for side bins. The reason for the lower efficiency in the

side bins are the fall of the single track efficiency at the border of the polar acceptance.

The overall efficiency is shown in the next panel. The highest efficiency, for the (3)
bin exceeds 12%. The overall efficiency is low, but it is dominated by the geometrical

acceptance.

The expected relative strength of the signal is shown on the next panel. Higher yield closer
to midrapidity partially compensate for the low acceptance for the bin (5). The first bin
is unfavored by the acceptance, the efficiency and the low yield and thus practically no
signal is present in this bin. The sizable signal can be expected in the tree central bins

and the weak signal in the (5) bin.

The number of events surviving every cut is shown in Fig. 5.5. The first panel shows the
number of events after a given cut is applied, and the second panel shown fraction of the

events rejected by a given cut. The Fig 5.6 shows the same for bins (2)-(5).
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primary (929.4 k) mc cut (17.8 %)
mc cut (764.3 k) 2 pions (33.9 %)
2 pions (505.1 k) theta cut (70.6 %)
theta cut (148.6 k) armenteros (36.9 %)
armenteros (93.8 k) TPC segment (17.4 %)
TPC segment (77.4 k) TPC cuts (17.4 %)
TPC cuts (63.9 k) pair cuts (8.1 %)
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Figure 5.5: Impact of different cuts. Left panel: a number of events after a given cut, right
panel: fraction of events rejected by a given cut.

primary (561.7 k) mc cut (17.9 %)
mc cut (461.3 k) 2 pions (31.9 %)
2 pions (314.1 k) theta cut (61.9 %)
theta cut (119.6 k) armenteros (35.4 %)
armenteros (77.3 k) TPC segment (17.5 %)
TPC segment (63.8 k) TPC cuts (16.5 %)
TPC cuts (53.2 k) pair cuts (5.8 %)

pair cuts (50.2 k) mass from TPC (0.2 %) |—
mass from TPC (50.1 k) total (91.1 %)

165 66 0 lb 26 36 4b Sb 66 . 76 _Sb Qb
number of even]ts fraction rejected (%)

Figure 5.6: Impact of different cuts for bins (2)-(4). Left panel: a number of events after
a given cut, right panel: fraction of event rejected by a given cut.

The most important cuts is the polar angle and Armenteros cut, rejecting respectively
70% and 35% of the K2. The two cuts involving the details of the TPC simulation are

rejecting around 17% each.

5.4.4 Acceptance and efficiency in transverse momentum bins

The overall signal in each (pr,y) bin after full reconstruction chain is shown in the first
panel in Fig. 5.7. The colors represents different rapidity bins: black for bin (1), red for
bin (2), green for bin (3) and blue for bin (4). The highest signal is in the first bin of
width 200 MeV /c. Due to adjusted bin width the signal is almost constant over a wide

range of the transverse momentum spectrum.

The efficiencies after different steps are displayed on the consecutive panels. The efficiency

due to decay topology, shown in the first panel in Fig. 5.7 is at the level of 80% — 90%
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Figure 5.7: Details of the acceptance and efficiency. In consecutive panels: total signal
expected in every bin, efficiency of decay topology, acceptance due to polar
angle cut, acceptance due to Armenteros cut, efficiency due to track recon-
struction and due to resolution of the mass. Rapidity bins depicted in colors:
(2) - black, (3) — red, (4) — green, (5) — blue.

78



and is increasing with the transverse momentum. The higher the transverse momentum,
the lower the opening angle and thus the lower probability, neither of the tracks will hit
active volume of the TPC, taking into account, all generated K in the discussed rapidity

range are heading toward the TPC.

The acceptance of the fiducial volume is shown on the next panel. The acceptance increase
with the transverse momentum for bins (3) — (5) and stays relatively flat for the bin (2).
At transverse momentum of pr =~ 200 MeV /¢ there is a non-monotonic behavior of the
acceptance, this is due to change of the accepted topology from back-to-back with large

opening angle to the topology with the two tracks heading in the same part of the detector.

The acceptance is strongly connected with the decay orientation, which can be seen on
the next panel displaying efficiency of the Armenteros cut. If a decay would be oriented
randomly in 6 with respect to the direction of the K2 the efficiency would be around
60%. For low transverse momenta, only these Kg are accepted which decay parallel to
the direction of Kg , decay products open wide and hit opposite sides of the TPC. Due
to this topology the Armenteros cut does not remove any Kg. With increasing transverse
momentum this topology is less pronounced and when pg > 500 MeV /c the Armenteros cut
rejects around 60% of the pairs — for these particles the decay topology in 6 is not correlated
with the acceptance. The area of steep variation of the efficiency of the Armenteros cut is

the same as non-monotonic area in the acceptance discussed in the previous paragraph.

The tracking efficiency is presented in the next panel. The efficiency is relatively constant
and is at the level 60% — 70%. The pair cuts, in particular opening angle cut are included
into tracking efficiency which is visible as lose of efficiency of high momentum kaons. The
strong opening angle cut of ¢y > 0.1 rad kills the high transverse momentum spectrum in
rapidity bins (4) and (5). This strong cut is not justified by MC but by the shape of the
invariant mass in data. The high momentum spectrum were sacrificed to obtain a reliable
yield of the kaons. The option of momentum dependent opening angle cut was studied in

data and the results will be used for the estimation of the systematic error.

In the MC studies the (pr,y) bin of the K2 was taken form the Monte-Carlo, in reality
the (pr,y) bin is taken from the TPC tracks momenta. The reconstructed tracks and
thus also the momentum of the pair have a finite resolution. Due to this fact some of the
primary tracks are histogramed into a wrong bin. When the spectrum is falling rapidly, as
it does at high momentum, the resolution effect smears the signal into higher momentum
and an artificial increase in the slope parameter is observed. The correction factor due to
this effect is shown on the next panel. The correction is small, well below 5% and some

trend with the mass is visible.

The overall efficiency is shown on the Fig. 5.8. For the first bin, the efficiency drops with
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Figure 5.8: Overall efficiency and the correction factor, colors as in Fig 5.7.

the increasing transverse momentum, for the highest bin it increases and for the middle
bin it have a U-shape with minimum at 500 MeV /c. The inverse of the efficiency — the
correction factor is display on the next panel. It ranges form 7 up to 25, the flattest is the
middle bin.

5.5 Peak extraction efficiency

The reconstructed invariant mass is histogramed for every (pr,y) bin. The transverse
momentum and rapidity is taken using information from the TPC tracks, as in the real
data. The results for both possibilities of choosing the momentum: combined momentum

and three-parameter fit will be presented.

The distribution of the invariant mass using pcomb for three rapidity bins are shown in
Figs. 5.9-5.11. consecutive panels presents consecutive transverse momentum bins. The
width of the bin of the spectra is 5 MeV /c? as used in data.

Each invariant mass spectrum was fit with a Gaussian and the parameters of the fits are
shown in Fig. 5.12. The left column shows the results for the scenario using combined
momentum and the right column using three-parameter fit momentum. For most of the
points, for both scenarios, the mean value is off the PDG value of m = 497.6 MeV by
1 MeV. The resolution behaves differently for the two scenarios. When combined momen-
tum is used, the best resolution is achieved for the low transverse momentum at the level of
o =10 MeV/c? and increases steeply with the transverse momentum up to o = 30 MeV /c?
for high pr tracks. When pcor3 is used, the resolution for low transverse momentum Kg
is 20% worse, but the resolution deteriorates slowly with the increasing transverse mo-

mentum reaching resolution o = 20 MeV /c? for the highest transverse momenta.
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transverse momentum bins.
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The peaks does not follow the Gaussian shape. For the low momentum, with narrow peaks
the tails on the left side develop. For the high momentum peaks the sizable tails on the

high invariant mass are present. The reasons for the tails are manifold:

¢ multiple scattering for low momentum tracks

e usage of pcomb for late decays, pronounced mostly for high By K9

For the middle momentum tracks the shape is not completely Gaussian, but the differences

are less pronounced and the non-Gaussian part is concentrated in the peak.

Two methods are used to extract the peak. The first method is to fit a Gaussian and use
the area under the curve as a yield. In this case the peak extraction efficiency will be
the ratio of the area under the curve and the total number of entries. If the peak will be
Gaussian the efficiency would be n = 100%. The second method consist on counting the
number of entries in a given area, for example £20 around the center, the width taken
from the fit. In this case the efficiency is the number of counted entries divided by the
total number of entries. If the peak would be fully Gaussian the second method shall have
the efficiency of n = 95%.

The peak extraction efficiency is shown in Fig. 5.13. The upper row for the first method,
lower for the second. The left column for the combined momentum and the right for pcors.
When the fit is used, for most of the points the efficiency is at the level of 92 — 94%. At
the edges, for high transverse momenta, it behaves differently for both scenarios: in case
of pcomb it drops to 80% and stays relatively constant when pcor3 is used. When simple
counting is employed, the efficiency is accidentally similar to the case of fitting and is
below the value of = 95%.

The four methods can be used for the data analysis and the differences between results
will give and insight into systematic errors. The numbers presented depend on details of
the simulation and to justify their use the resolutions obtained with data have to follow

the resolutions obtained with the simulation.

For the final analysis of data the tree parameter fit will be used and not combined momen-
tum. This decision is based on two results from the Monte-Carlo. The first is better peak
resolution of the tree-parameter fit at high momentum and the second is a flat correction

due to peak extraction efficiency.

85



peak extraction efficiency

peak counting efficiency

N
o
=]

98
96
94
92
90
88
86
84
82
80

N
o
=]

98
96
94
92

N A A A

TTT TTT[TTT]TT

L

o e b e b b b b

pt bin

90
88
86
84
82

80
0

AR LA AR s U LA AN A

L

L

o e b e b b b b

pt bin

peak extraction efficiency

peak counting efficiency

N
o
=]

98
96
94
92,
90
88
86
84
82
80

N
o
=]

98
96
94
92
90
88
86
84
82

[/

\/ \

TTT T T[T I T TTT 7T

L

L

L

L

L

L

L

L

pt bin

80
0

/)

L

L

L

L

L

L

L

L

L

pt bin

Figure 5.13: Peak extraction efficiency for two methods and two types of momentum. Top:
integral of the Gaussian fit for combined momentum (left) and pcor3 (right).
Bottom: counting the entries using combined momentum (left) and pcor3

86

(right)



6 Final data analysis and results

After data processing, the invariant mass spectra were obtained. A few more steps have to
be performed to obtain the final results. The first step is the extraction of the peak from
the invariant mass spectrum, with the help of the background estimated with mixed events.
Here it is important to note that with the signal-to-background as small as in this case
not only the shape but also the normalization are crucial. The raw yields extracted from
the spectra will be then combined with the reconstruction efficiency to obtain transverse

momentum spectra and finally, after integration, the rapidity spectrum.

The assessment of the quality of data and the estimation of the systematic errors are nec-

essary steps before comparing data to other measurements and to theoretical predictions.

6.1 Peak extraction procedure

The invariant mass spectra of same and mixed events were analyzed to extract the peak.
Since the signal of the K2 is very weak compared to the combinatorial background the
key issue in the peak extraction is a precise normalization of the mixed events. As an
additional challenge is securing the stability of the procedure to obtain a handle on the

systematic error introduced during peak extraction.

The procedure has a number of steps and starts with scaling mixed events to match the
number of entries in same events. The scaling factor has two parts, the first due to mixing
with eg. 4 events and the second due to different number of pairs when events with
different multiplicity are mixed. The second component varies from bin to bin and is
small, at the level of 1074,

After scaling, the signal spectra are created by subtracting mixed events from same events.
Since the mixed events are not exactly reproducing the combinatorial background a set
of 50 signal spectra is created by scaling the mixed events spectra by an additional small

factor e:

G.(m) = S(m) — (1 + &) M(m) (6.1)
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where G¢(m) is the signal spectrum, S(m) is same events spectrum and M (m) is normal-
ized spectrum of mixed events. The small factor ¢ is changing from —103 to +0.6 * 10,
It is worth noting that the mixed events spectrum is multiplied by a number, not by a
function. Multiplying mixed events by a function, for example a second-order polynomial,
can simplify the procedure. On the other hand it would introduce an additional level of

arbitrariness into data analysis.

Every signal spectrum G.(m) is analyzed by fitting a formula representing a Gaussian

sitting on a slope:

2
f(m):A+B*m+C*012ﬂexp(%> (6.2)
where m is the invariant mass and the fit parameters: A, B, C, my and o represent
respectively: A — the offset of the background, B — the slope of the background, C' — the
integral under the Gaussian, mg — the reconstructed mass of the K2 and o is the width of
the Gaussian peak. The range of fitting is chosen arbitrarily to be 0.37 < m < 0.8 GeV.
The variation of the upper limit does not influence the fit stability, while the variation of
the lower limit has an impact on the results obtained at the level of 3% of the extracted

yield.

The spectrum with the best fit is selected. The selection is based on the smallest value
of the reduced x? of the fit. Other methods were also tried, based on the smallest value
of fit parameter B, the slope. The second method gives essentially the same results. For
the control over the systematic error the method can introduce, the parameters of the fit
— integral under the Gaussian and the width of the Gaussian — are histogramed for every
spectra fit with reduced x?/NDF < 2.

The best spectrum is analyzed further. The function g(m) = A + B x m is subtracted
from it and the number of entries in the histogram in the range m € (mg — 20, mq + 20)
is counted. The range was selected arbitrarily, but this range contains most of the signal
and the fluctuations of the background are not very strong. This estimation of the signal
has to be corrected for the range used. Theoretically, the number has to be scaled by
1/erf(2) = 1/0.95. Due to the experimental effects, eg. multiple scattering, the peak is
not fully Gaussian in particular at the tails. Thus the correction factor is estimated using

full Monte-Carlo simulation. The correction factor for tails is presented in Fig. 5.13.

After this procedure there are three estimates of the raw yield: integral under the best
fit, counted entries after subtracting the slope and integral from a set of good fits. The

statistical error of the third estimation is the standard deviation of the obtained values.

88



The statistical error of the yield is calculated using total number of entries in the given

range of the histogram. Strictly speaking the error ¥ equals:
Y =4/o(S) +0(B) (6.3)

where the o(S) is the statistical error of the signal and background and o(B) is the
error of the background. In this case the fluctuations of the signal are negligible and the
background has to be counted twice (in same and in mixed events) thus the statistical

error is:

M+a 1/2

Y =v2x / dm S(m) (6.4)
M—a

where the integration is performed in some arbitrary range. The range is usually chosen

to span 4 units of standard deviation — the same range as used to estimate the yield by

counting the entries. The estimated error scales like ~ y/a, thus changes of range will not

give much difference in the estimation of the error.

Another possibility to estimate the error is to take the value from the fitting program.
This value shall contain some information on non-Gaussian shape of the signal, but in

practice both values of error agree.

After extracting the peak for every bin in (pr,y) in a given rapidity range the same
procedure can be applied to the total signal in the rapidity bin — to assess the stability of

the procedure.

6.2 Results — transverse momentum spectrum

6.2.1 The raw signal

In the chapter discussing Monte-Carlo simulations the rapidity space was divided into 5
bins starting from y = 1.85. Since no signal was observed in the first bin, in this chapter
the rapidity bins, numbered from (1) to (4) cover the range y € (2.0 — 2.45). The bins

have the width of 0.15, the same as in Monte-Carlo simulations.

The signal with the best fit for every rapidity bin is shown in Fig. 6.1. The number of
entries and its error is shown on the picture. The signal looks properly extracted. The
procedure in fact was not expected to work properly on the data from the whole rapidity
bin. The fit expects a Gaussian, and this assumption is true when analyzing a particular
transverse momentum — rapidity bin. When analyzing the whole rapidity bin, the signal

is a set of many Gaussians with different widths.
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Figure 6.1: Signal spectrum for four rapidity bins with the fit. The number on the figure
shows the raw yield.
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Figure 6.2: Extracted raw yield for four rapidity bins. The red points show the signal
extracted from the best spectrum, the black points shows the mean value from
the normalization scan.

The signal spectra for every (pr,y) bin using best fit and counting method are collected

in Appendix A.

6.2.2 The raw yield

The raw yield for every transverse momentum bin is shown in Fig. 6.2. The red points
show the signal from the best fit while the black points shows the mean value from the

normalization scan.

Note that the raw yield is not corrected for the acceptance or the width of the transverse
momentum bin. The signal is relatively constant due to increasing bin size with transverse
momentum. The highest signal is usually in the bin 0.6 — 0.8 GeV /c — the first bin with
the width 0.2 of GeV/c.

Both estimations of the yield agree very well. The discrepancies are well below statistical
error. The statistical errors of the red points represent the real fluctuation of the signal.

The error of the black points represents the stability with respect to the variation of the
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background normalization and the spectra thus obtained are not statistically independent,
so the black errors are often smaller than the red errors. This fact also means that the
systematic error introduced by the normalization of the background is below statistical

errors.

The total signal and its error is also displayed and both numbers can be directly compared
with the numbers from Fig. 6.1. The comparison between the raw signal taken from whole
rapidity bins and the sum of signals taken from every (pp,y) bin is shown in Fig. 6.3.
The left panel shows the raw yield in rapidity bins using two methods. Black points show
the yield extracted from the total rapidity bin and the red points show the yield extracted
bin by bin.

The points are analyzed statistically and the reduced variable is created:

_ 2\ 1/2
AY = (M) (6.5)
or+0p

where Yr is the yield extracted from the whole rapidity range and the Yp is the yield
extracted bin-by-bin, and their errors are or and op respectively. The variable created
should follow Gaussian distribution if the data are statistically independent. The results
of the statistical analysis are shown in the right panel of Fig. 6.3. The data are fully com-

patible and the residuals are below the values expected from the statistical distributions.

While looking carefully at the raw yields from different method, one can observe that the
black points are systematically lower than the red points. This suggest that extracting the
yield from the whole bin leads to a lose of yield. The lost yield is smaller than statistical

error and can be explained by the fact that the signal in not Gaussian in this case.

6.2.3 Fit parameters

The goal of this analysis is the reconstruction of the number of kaons. The other parame-
ters of the fit: reconstructed mass and the width of the Gaussian are important to assess

the data quality.

The parameters of the fit — reconstructed mass and the width of the Gaussian — are shown
in Fig. 6.4. The fit parameters from data are depicted in black and overlaid with the
Monte-Carlo values, depicted in blue. The straight blue line shows the PDG value of Kg
mass equal m = 497 MeV /2.

The reconstructed mass is systematically lower than the value expected from the Monte-
Carlo studies. The systematic shift is comparable with the statistical error of the recon-

struction and smaller than bin-size of the invariant mass spectrum equal to 5 MeV /c2.
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Figure 6.3: Crosscheck of the raw yield extraction for all rapidity bins. Left panel: black —
total signal in a rapidity bin, red — sum of signal in (pr,y) bins. Right panel:
difference between two methods normalized to statistical fluctuations.

The reconstructed resolution agrees very well with values expected from Monte-Carlo
studies. The peak widths from data fluctuate around Monte-Carlo values at the level
of statistical error. Some tendency to higher widths can be observed, but they are not
statistically significant. This agreement justifies both using the peak extraction algorithm

described and the validity of the Monte-Carlo program.

Experimentation with the normalization factor shows that overestimating the background

lead to a narrower peak and underestimation of the background to a broader peak.

6.2.4 Transverse momentum spectra

The first physics result are the transverse momentum spectra shown in the left column of
Fig. 6.5.

The transverse momentum spectra dN2/(dprdy) were obtained by correcting the raw
yields by the efficiencies calculated using Monte-Carlo studies and described in Chapter
5. The spectra were fit by the Boltzmann distribution; the details of the fitting procedure
will be described below. The values displayed in the panels are:

1. rapidity range

2. the yield dN/dy obtained by summation of the measured signal, the errors of indi-

vidual points added in squares.
3. the yield dN/dy obtained from the fit, the error is the statistical error of the fit.

4. the temperature T with the statistical error.
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Figure 6.5: Transverse momentum and transverse mass spectrum for four rapidity bins.
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6.2.4.1 Transverse momentum fit representation

The transverse momentum spectrum was fit with the Boltzmann function. The commonly

used form
EN__ Vs (6.6)
dy de = ApT eXp T .

with two parameters of the fit: scale A and temperature T is not the best choice to fit
data. In this representation the total yield — integral of the function — depends on both
parameters of the fit and thus the error of the yield is correlated with the error of the scale
and temperature. A different representation of the function can be found with two un-
correlated parameters: total yield and temperature. This can be achieved by substituting
parameter A by two parts: the total yield N and the temperature dependent normalization
factor 1/C(T). The normalization factor 1/C(T) can be found by integration:

max

P
C(T) = /0 prexp(—mz/T)dpr (6.7)
The integration yields the formula:

N _ prexp(—mr/T)
dydpr N [T (mo + T) exp(—mo/T) — T(mJMAX +T) exp(—mé‘f“‘X/T)] (68)

where both parameters of interest: N — the total yield — and T' — the temperature — are
direct parameters of the fit. This form has an arbitrary number mJMAX, but when this

number runs to infinity the factor:

lim  T(mMAX £ T)exp(—m¥4X/T) = 0 (6.9)

mTAX —inf
runs to 0, and this part can be neglected. This results in the equation:

d’N prexp(—mr/T)
= N % .
dy dpr T(mo + T) exp(—mo/T)

(6.10)

which was actually used for fitting.
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6.2.4.2 Discussion on the shape of the spectrum

The data points in Fig. 6.5 follow the fit very well. In particular for the bin (2) the points
are aligned on the fit line. For side bins there are deviations which are connected with
the rapid changes of the decay topologies: from back-to-back to the topology with two
tracks at the same side. The change of the topology means that at least one track is at
the border of the geometrical acceptance of the detector. The deviations are comparable

to the statistical fluctuations.

The values of the x2/NDF are at the level of x2/NDF ~ 3, higher than expected for
the statistical distributions. The relatively large values of x2/NDF can be explained by
one of two points with underestimated error. The structure of the relation between data
points and the fit will be studied further.

The important aspect of the transverse momentum spectrum is the fact that the total
yield in the rapidity range can be calculated by two methods: from the fit and by di-
rectly counting the points. The second method is free from the uncertainties due to the

extrapolation.

Since two methods use the same points the results of both estimations agree below the

statistical error.

6.2.5 The transverse mass spectra

The transverse mass spectra are shown in the left column of Fig. 6.5. The points are
recalculated from the transverse momentum and drawn in the logarithmic scale. Both
spectra — transverse momentum and transverse mass — are mathematically equivalent.
However different properties of the spectra are visible when displaying both quantities.
On the plot with transverse momentum spectra, the points with the highest yield are
most visible, and the points with low yield, at high transverse momentum are practically
invisible. On the other hand, in the plot of the transverse mass spectra the alignment of
the points, the temperature, is the most visible. Both methods of presentation provide
complementary insight into the quality of the data. The presented transverse mass is fit

with the exponent

1 d°N
my dmp dy

mr

— Axexp <_T> (6.11)

with two fit parameters: scale A and the temperature T. The temperature obtained is
shown in the panel. The transverse mass spectra and its fits are not used for further

analysis, they are used to check the quality of the data.
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Figure 6.6: Summary: the yield dN/dy obtained from the fit and by integration of the
points. Temperature in the rapidity bins.

6.3 Rapidity spectrum

The parameters of transverse mass spectra can be analyzed further. The measured tem-
peratures in the rapidity bins are displayed it the bottom panel of Fig. 6.6. The precision
achieved is at the level of 5 MeV, which corresponds to around 3%. The first three points
lie on a flat line at T = 220 MeV only the last point does not follow the systematics.
The value measured for the last point has to be treated with caution because of a large

statistical error due to the severely limited acceptance.

The yields are shown in the upper row of Fig. 6.6. The left panel shows the yields obtained
from the fit while the right panel shows the integration of individual points. Due to the
acceptance, the summation is limited to the first three bins in the rapidity. The points
are reflected at midrapidity and the reflected points are displayed as open symbols. Both
yields were fit by a Gaussian and the parameters of the fit are displayed on the panels. The
center of the Gaussian is set to midrapidity equal to yg = 2.973. Fitting a two—parameter
function to three or four points is problematic, because the x?/NDF distribution with the
number of degrees of freedom below 3 does not peak at x?/NDF =~ 1, but is broad [43].
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However, the two fits give similar result. The width o = 1.31 £ 0.20 and the extrapolated
yield at midrapidity dN/dy|y—o = 21.2 4+ 0.9.

6.4 Data quality

The statistical error of the measurement is at the level of 5%. An analysis of the quality
of data has to be performed in order to establish systematic error. The quality of data
was checked in two different ways. In the first method, the fitting procedure was analyzed
in detail, by fitting a part of the spectrum and by the study of the relative errors with
respect to the fit. This method gives an insight into the structure of the data and its
relation to the fit.

The second method is based on the coherent variation of the cuts in data and simulation.
Two data sets will be presented: one with different opening angle cuts and the second
with different cuts on the minimum transverse momentum of the tracks. Additional data

sets were obtained and analyzed, but the results will not be detailed here.

Additional checks were performed, for example dividing the data into two subsets with
different orientation of decay (positive track forward or backward). This method gives an
insight into the peak extraction procedure. Both data samples have the same signal but
the background is different due to proton contamination (see Fig. 4.23). The details of

this analysis will not be presented here only the final results will be quoted.

6.4.1 Stability of the Boltzmann fit

The stability of the Boltzmann fit to the transverse momentum spectrum was checked
by fitting a subset of data. Five consecutive points are fit by Boltzmann function, the
starting point ranging from (0) to (6). The graphs with the fit parameters, the yield and
the temperature, as a function of the starting point of the fit are shown in Fig. 6.7. Since
the fits share data points they are not statistically independent, however the fit starting
at (5) do not share points with the first fit, starting at (0), thus the two are independent

measurements of the yield and the temperature.

The Boltzmann fit has a fixed value at pr = 0 and the rise at pr ~ 0 is dominated by
the phase-space factor not by the temperature. This feature makes the fit starting at
high transverse momentum stable but the fit starting at pr = 0 is not sensitive to the

temperature. This is visible in the first points of the temperature scan.

The data shows high quality and the variation of the reconstructed parameters are at

the level of the statistical errors. The rapidity bin (3) and (4) are not very stable for
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the reconstruction of the temperature, but the yield is stable. The bin (2) which has the

cleanest acceptance offers the best quality in terms of the fit stability test.

6.4.2 Alignment of the points on the fit

The alignment of the points on the fit was studied by plotting the variable:

Nmeas (PT) - Nfit(pT)

opr) = Nyi(pr)

(6.12)

where Npeqs(pr) is the measured point at a given transverse momentum and the Ny (pr)
is the fit value for this momentum. In short (pr) shows the difference between data and

fit normalized to the fit value.

The results obtained are shown in Fig. 6.8. When only statistical errors are present 68%
of the points shall cross the line é(pr) = 0 with their error bars. In the plots shown, no
structure develops, suggesting that the data follow random distribution. The only visible
correlation is that the first point tends to be underestimated by §(pr) ~ 20%. This can be

correlated with the fact that the resolution of the peaks for these points is narrower than
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Figure 6.9: Results with different mixing strategy and cuts on the opening angle. Left:
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width, blue line: two-parameter fit. Right: reconstructed temperature in ra-
pidity bins

expected. This correlation is visible when analyzing a set of spectra, for a single spectrum

this can be explained by the statistical fluctuations.

6.4.3 Results using different cuts

The best method for the analysis of the systematical error is to process data and Monte-
Carlo simulations with a different set of cuts. The difference in the final results are then
used as the estimation of the systematic error. The cuts in the main analysis are chosen

to obtain the best signal, so a small deterioration of the quality of data is also expected.

In addition to the reference data set presented before two additional data sets will be
presented. The first set has the opening angle cut changed. In the standard analysis
the opening angle cut was chosen to be 9 > 0.1 rad. This cut removes the small range
correlation and provides a good shape of the invariant mass spectrum. The drawback of
this cut is the fact that it removes a substantial part of the high transverse momentum
kaons. The variable opening angle cut was applied. The cut was adjusted to the expected
opening of the decay product for every momentum of the kaons obtained in the simulations.
This data set produced a longer spectrum but the low transverse momentum part is
distorted. The spectrum with the highest penalty due to the opening angle cut of 4 > 0.1
rad is the last spectrum, with the new data set this spectrum will gain an additional 2

points.

The results of this data set are shown in Fig. 6.9. This set has a different spectrum in the
temperature space. The spectrum in the rapidity bin (2) has temperature of T'= 235+ 7
MeV and the last spectrum, which gain most on the cut, has a temperature 7" = 212 + 10
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MeV and is now inside the systematics established by the other points. From this diagram
a conclusion can be drawn with regard to the systematic error of the temperature, which
is at the level of §T = 10 MeV.

The yield obtained in this data set has a different shape than that seen in the reference
data. The data set was fit twice with two Gaussians: the first with two parameters (the
yield at midrapidity and the width) and the second with one parameter, the yield and the
width is fixed to the value obtained in the reference data set. The difference between the

yield at midrapidity in this data set and the reference set is §Y ~ 1.

The second data set was obtained by changing of the lower cut on the transverse momen-
tum of the tracks from pr > 100 MeV/c to pr > 150 MeV /c. However, his cut reduced
significantly the signal in the low transverse momentum part, with the topology of two

pions going back—to—back.

The results of this data set are shown in Fig. 6.10. In the case of this data set the shape
of the yield in the rapidity space is the same as for the reference set — thus the fit with

two and one parameters give essentially the same value at midrapidity.

The maximum temperature difference to the reference implementation is 67 ~ 10 MeV.

6.5 Systematic error and the final result

From the checks reported above the systematic error of temperature can be set to 67T =

10 MeV. This value is greater than the statistical error of the individual points.
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The systematic error of the yield is estimated to be 5%, for all points. This error is
expected to move all points coherently (not point by point). Additional checks done by
dividing the data into subsets yielded the result for the systematic error due to peak

extraction procedure to be 3%.

Taking the conservative approach namely that, the two errors are independent and add
linearly gives a total error of 8%. In absolute numbers the total error of the yield at
midrapidity is §Y = 1.7.

The final result of this analysis is shown in Fig. 6.11, as presented at the Strange Quark
Matter conference in the talk about the CERES results [44].
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7 Discussion

The data presented in the previous chapter can be compared with other experiments at
top SPS energy and with theoretical predictions. Three measurements can be used for the
comparison. The first is the Kg yield reported by the NA5T7 experiment [23, 45, 46], the
second is the mean value of the charged kaons published by NA49 [48] and the last is the
preliminary data on K3 from NA49 [47].

The results of other experiments were obtained with different initial conditions: they are
Pb on Pb collisions with 5% centrality for charged kaons from NA49 and neutral kaons
from NA57 and 10% centrality for K2 from NA49. Before the qualitative comparison can
be made the data have to be scaled to CERES conditions. Results will be scaled to the

same number of participants using the Glauber model.

From a theoretical point of view, it is difficult interpret of the yield of the neutral kaons
in isolation. Instead, the yield will be compared to the global fit of the thermal model to
top SPS data.

7.1 Results

Before comparing the obtained results to other experiments, they will be repeated. The
transverse momentum spectra for four rapidity bins are shown in Fig. 7.1. The full
spectrum was obtained in the range of 2 < y < 2.45 and a partial spectrum in the range
2.45 < y < 2.6. The spectrum was reconstructed up to a transverse momentum of py < 1.6
GeV/ec.

The rapidity spectrum and the temperature as a function of the rapidity are shown in
Fig. 7.2. The rapidity spectrum follows a Gaussian shape centered at midrapidity. The
statistical precision of the extrapolation to midrapidity is at the level of 4% and the

systematic error is 8%.

The temperature was obtained independently for each spectrum. For the full spectra in
the first three bins, the reconstructed temperature is T' = 220 £+ 4 MeV and decreases for
the short spectrum. The systematic error of the temperature is estimated to be dT = 10
MeV.
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7.2 The Glauber model

The experimental data show that the particle multiplicities scale with the number of
nucleons participating in the reaction. The geometrical picture allowing the calculation of
the number of participants and the number of binary collisions in heavy ion reactions was
developed by Glauber and also Bialas [50]. The presentation of the method can be found
in Ref. [51].

Within the model it is possible to calculate the number of binary collisions and the number
of participants as a function of an impact parameter b for given nuclei of target and pro-
jectile. The values are obtained by numerically sampling the transverse plane to calculate
the number of nucleons in the target ny and in the projectile np in a given transverse

plane cell. The number of binary collisions is:

NNN = ONN * npnT, (7.1)

where oy = 30 mb is the cross section of inelastic nucleon—nucleon collision. If at least
one binary collision was recorded for a given nucleon it is counted as a participant. The

procedure was implemented in the program [52| used for the calculations presented here.

In the previous paragraph it was assumed that the bulk properties depend on the number
of participants. This statement can be verified with the CERES data. The multiplicity
density of charged particles at midrapidity measured by CERES is shown on the left
panel of Fig. 7.3. The multiplicity density at midrapidity dNg,/dy|y—o was measured in
the centrality classes of 5% of the geometrical cross section og. The measurement was
performed in the Monte-Carlo independent way, using the silicon tracker. Details of the

procedure are presented in Ref. [53].

The mean values of the number of participants were calculated for the centrality classes
using the program in Ref. [52]. The multiplicity density divided by the number of partic-
ipants is shown in the right panel of Fig. 7.3 together with a linear fit. The data points

are compatible with the linear dependence and the mean multiplicity is:

chh
dy

ly=0 = (1.189 £0.005) X Npari.

Using this value, the mean multiplicity density for the analyzed data sample of 0 — 7% o¢

1S:

AN,y /dy = 337 * 1.189 = 400.
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Figure 7.3: Multiplicity density of charged particles dN.,/dy in centrality classes (left
panel), multiplicity density per participant (right).

‘ system ‘ centrality ‘ number of participants ‘ scaling factor ‘

PbAu ™% 337.4
PbPb 5% 357.2 1.059
PbPb 10% 326.6 0.967

Table 7.1: Parameters of the collisions obtained from the Glauber model

This plot also shows that the number of the particles produced scales with the number of

participants over a wide range of centralities.

The number of participants was calculated for the centrality used in this work as well as
for 5% and 10% centrality of PbPb collisions. The calculation was performed using the
program [52] and the results obtained are presented in Table 7.1.

Another possibility of scaling consist of dividing observed yields by the total multiplicity at
midrapidity measured by the individual experiments. From Fig. 7.3 and arguments in the
previous paragraphs, one can conclude that the number of participants and multiplicity

scaling are equivalent. However, the two methods have different systematics.

The actual measurement of the centrality is not “5% most central” but 5% of highest
multiplicity, and depending on the calorimeter this can lead to some differences in the
actual impact parameter range studied. This bias cancels when dividing a given observable

by the multiplicity, but not necessarily when scaling by the number of participants.

On the other hand, the multiplicity of charged particles is not a well defined quantity.
In particular the impact of the weak decays can be treated differently in different exper-
iments. All three experiments offer conceptually different methods for the multiplicity
measurement. For comparison of different experimental results both methods of scalings

will be used and the difference in the multiplicity measurement methods will be discussed.
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7.3 Comparison to other measurements

7.3.1 NAS57 — neutral kaons

The rapidity spectrum of the neutral kaon yield was presented for a set of centralities in
Ref. [23]. Also the spectra of other strange particles (A, A, = and Q) were shown. Here
only the most central bin with 5% of the og will be quoted. The result of the comparison

is presented in Fig. 7.4.

The interpretation of the plot is manifold. The two fits are in disagreement. The yields
at midrapidity differ by about 30% and the widths by a factor of 2. The surprising fact
is that the two lines cross in the place where both measurements have a large acceptance.

The data have to be considered at on a point by point basis.

In the region where both experiments have large acceptance a remarkable agreement is
visible, well below the statistical fluctuations. When comparing NA57 data points with a
CERES fit, four out of six points are compatible within statistical errors and two points
at midrapidity are outside by about 2 standard deviations. One could assume that the 2
points deviate from the CERES fit because of the statistical fluctuations. This conclusion
is not confirmed by the measurements at other centralities. For all 5 measurements, shown

in Fig. 7.5, the two points closest to midrapidity are significantly above the other points.
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Figure 7.5: Results from NA57. Left panel: acceptance for Kg. Right panel: yield of Kg
for 5 centrality classes, note consistent width of all spectra. All plots from Ref.
[23] .

It is also interesting to note that the two points at midrapidity have a limited acceptance

in the transverse momentum as shown in the left panel of Fig. 7.5.

The data points measured by CERES can not be reconciled with the fit obtained by the
NAS7 collaboration. Two points are incompatible with the curve by more than 5 standard

deviations. One of the points is the one with the cleanest acceptance.

Another interesting feature of the comparison is the fact that the statistical precision of
the measurement performed in this work is better than that of NA57 — an experiment
designed and optimized for the detection of weakly decaying strange particles. This fact
can be explained by the difference in the acceptance. The CERES acceptance starts from
pr = 0 GeV /¢, while NA57 acceptance starts at pr ~ 0.6 GeV /¢, thus the yield is actually
not measured but extrapolated. For extrapolation a common temperature estimation is

used, which can also explain why data fluctuate less than the statistical error indicates.

The transverse momentum spectrum of the neutral kaon measured by the NA57 experi-
ment was published in Ref. [45]. The temperatures measured by both experiments are in

good agreement. The value reported by NA5T is:

T = 234 & 954q¢ £ 245y MeV (7.2)
The value obtained in this work:

T = 220 & 354t £ 1055 MeV (7.3)

is compatible within statistical errors.

The comparison of the Kg/Nch ratio gives additional information. For data reported here

the value is:

K2/Ng, = (21.4 + 1.1) /400 = (5.35 +0.27)% (7.4)
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The total multiplicity measured by NA57 was published in Ref. [46]. In the measurement
no particle identification was used and also tracks were not reconstructed. The value is
the correlation of the number of the hits in the telescope with the multiplicity obtained
using Monte-Carlo studies. The reported result is the density in the pseudo-rapidity at
the maximum of dN/dn. This value is close but not equal to the maximum of dN/dy.

The NAS5T result for 5% centrality is N., = 478 & 1044 The ratio of neutral kaons at
midrapidity to the total multiplicity is:

K9/N,, = (30.3 +£2.2)/478 = (6.33 + 0.46)% (7.5)

The difference between the ratios reported by both experiments is at the level of 20%.
One has to stress that the discrepancy in not in the absolute normalization but in the

shape of the spectrum.

Summarizing: agreement was found with data points measured by NA57 in the area of
long transverse momentum acceptance. It is unlikely that the shape as proposed by NA57

can be reconciled with the precision data presented in this work.
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7.3.2 NAA49

The NA49 data on charged kaons were published in Ref. [48]. Charged kaons are identified
using the specific energy loss dE/dX in the TPC. The statistical error of the measurement
is at the level of 2%, the systematic error for positive and negative particles is estimated
to be 5%. In the case of a dE/dX measurement the statistics is not a limitation, the
real issue is the proper description of the tails and is reflected in the systematic error. At
midrapidity an additional point was presented with the particle type separation using the
Time Of Flight (TOF) detector.

The 0.5 x (KT + K ) values were scaled to 7% centrality and overlaid with the CERES
results. The comparison is shown in Fig. 7.6. The data from CERES and NA49 agree
well. The shape of both spectra is the same, with the normalization differing by around

5%, at the level of the statistical errors. The two midrapidity points from NA49 agree
better with the fit from CERES than with the fit from NA49.

The difference observed, at the level of 5%, can have different sources. It can be due to
the systematic error or imprecision in the centrality measurement scaling. This error is
however at the level of the statistical one and below the systematic error quoted by both

experiments, thus the full compatibility can be claimed.

As an additional check, the comparison of the ratio of neutral kaons to multiplicity can
be made. The value from CERES is:

K9/Ng, = (21.4 + 1.1) /400 = (5.35 +0.27)% (7.6)

The NA49 value of the total multiplicity was constructed in [49] from the yields of pions,

kaons and protons. The ratio is:
K3/N, = (23.2 £0.5)/430 = (5.39 £ 0.12)% (7.7)

The ratios are in perfect agreement, at a level below 1% of the yield, below statistical
errors. One has to remember the multiplicity in CERES was measured independently of
this measurement. This not the case for NA49. The multiplicity is the sum of primary

pions, kaons and protons thus the numerator and denominator in the ratio are correlated.

The preliminary data on K2 production were obtained for 10% centrality. The interest-
ing feature of this measurement is a wide acceptance in the rapidity around midrapidity
allowing comparison of reflected points. The data points after scaling are shown in Fig.

7.6 as blue triangles.
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The data points and the reflections are compatible within the statistical limit. In the
rapidity range commonly measured the CERES data are compatible with one point of the
NA49 data, but not with the reflected point. The large rapidity points are compatible
with the extrapolation of the fit, but the midrapidity points are not.

The shape of the fit to the rapidity spectrum is similar, with the same width but the
discrepancy is visible in the details and the absolute normalization. No conclusion can be

drawn, due to the lack of the systematic errors in the NA49 measurement.

7.3.3 Conclusion

The results obtained with this analysis are compatible with the mean of charged kaons
obtained by the NA49 experiment at the level of statistical error of 5%. Partial agreement
with results from NA57 is observed.

7.4 Comparison to the thermal model

With the neutral kaons alone one can not reconstruct the temperature and the baryochem-
ical potential of the chemical freeze-out. One can extract the parameters of the fireball
using other results from central collisions at top SPS energy. The fit to all published ratios

is shown in Fig. 7.7.

The global fit gives the temperature of T' = 160 MeV and baryochemical potential of
up = 240 MeV. For the volume of 350 participants the predicted number of Kg in one
unit of rapidity at midrapidity is N = 24.8 [54].

The prediction has to be scaled using the number of participants scaling by a factor of
a = 338/350 = 0.965, thus the prediction of the thermal model for AuPb collisions with
centrality of 7% is N = 23.9".

The value obtained in this work after integration of the fit is N = 20.6 £ 0.9 £ 1.6y
The value is extrapolation dominated, since in the range of one unit around midrapidity

there are no measured points. The thermal model gives yield greater by 16%.

The best method to compare the data and the model would be a statistical analysis.
This can not easily be performed here, because the measurement has both statistical and
systematic errors. Two options will be discussed. The first option is to add statistical and

systematic errors quadratically and treat the result as statistical, then the error is:

e = 9%. (7.8)

!The error of the model prediction, due to fitting experimental data and scaling to CERES trigger is not
evaluated. The error can be expected to be lower than the experimental error.
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Figure 7.7: Fit of the thermal model to data at top SPS energy. Plot from Ref. [9].
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Using this estimation of the error the difference between the data and the prediction of
the thermal model is 1.80. Statistically around 5% of measurements will give results
different by more than 1.8¢, which means a compatibility of data and the model within

the statistics.

The second option is based on the assumption that all the values inside the systematic
error are equally probable and outside this range the statistical error, following Gaussian
distribution, is used. In this approach the difference is (16% — 8%)/4% = 20.

Two important aspects have to be taken into account. The first is the fact that the thermal
model was fit to all available data, which also contain the results from NA57, which are
incompatible with the results presented here. Thus a small correlation to previously
discussed values has to be taken into account. The second complication is the fact that

the data at hand are an extrapolation to midrapidity

Summarizing, the results obtained are in agreement with the thermal model of hadron
gas. The models with the strangeness suppressed by around 10 — 20% with respect to the
thermal model of hadron gas will also be supported by data.
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Figure 7.9: Energy density as a function of temperature calculated with lattice QCD. Plot
from Ref. [56, 58].

7.5 Longitudinal and transverse dynamics

7.5.1 Longitudinal dynamics

The natural scale of the reconstructed rapidity width is the difference between midrapid-
ity and beam rapidity, Ay = 2.913. The full Gaussian shape of the spectrum is shown in
Fig. 7.8. The acceptance of the measurement is too small for a quantitative interpreta-
tion. The extrapolation away from midrapidity is in line with the concept of the limiting
fragmentation observed by the PHOBOS collaboration [55].

7.5.2 Transverse dynamics

The reconstructed transverse momentum spectrum of K9 can be described by the Boltz-

mann function with a temperature of T' = 220 4 3,44¢ & 10,y MeV.

The shape of the temperature versus entropy (multiplicity) was proposed as a signature of
deconfinement by L. Van Hove in 1982 [57]. In the original argument it was claimed that
the apparent temperature, the inverse slope parameter of the spectrum, is a combination
of two effects: temperature and radial expansion. Close to critical temperature the energy

in the system rises without a change in temperature and also pressure stays constant.

This can be illustrated with the LQCD results shown in Fig. 7.9. When the energy

increases from zero, first the temperature rises quickly due to low e¢/T% = 0.5, then the
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increase in temperature stops at critical temperature T, due to the steep rise of the energy
density with the temperature. For higher energies the temperature grows slowly with
energy. The calculation shows that the system created at SPS has a temperature equal to

the critical temperature and the RHIC energies give higher temperatures.

The systematics of kaon temperature, which is a convolution of the actual temperature
and the collective expansion, is shown in Fig. 7.10. The error bars represent statistical
and systematic errors added linearly. The point obtained in this work, is in the agreement

with the overall systematics.

The data shows an increase in the number of degrees of freedom at SPS energies. The
current data set can not discriminate between a smooth function and a mixed phase
scenario. The RHIC results at energy /s = 60 AGeV with precision better than 67 = 10

MeV would provide discriminating power between the two scenarios.
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8 Reconstruction of neutral strange baryons

The aim of this thesis was the precision measurement of the neutral strange mesons — K 2.
With the programs and the procedures developed for this purpose the reconstruction of the
strange baryon A and anti-baryon A is possible. The full procedure of the reconstruction
will not be described; only the results and important differences of this analysis to the Kg

analysis are presented.

8.1 Hyperons in heavy ion collisions

The A have decay pattern similar to that of Kg:
A —pr— (8.1)

with the branching ratio r = (63.9 £0.5)%. In case of A, unlike the case of K2, the decay
is not symmetric and the proton carries most of the momentum. This asymmetry is visible

in the Armenteros plot of the decay topology shown in Fig. 4.23.

In case of Kg the pions were not only symmetric but also have the same momentum
distribution as the primary pions, thus the decay topology was determined by the detector.
This is not the case for A particle. The momentum released during the decay is low,
g = 101 MeV /¢, and thus also the opening angle is low. Due to low opening angle, one
can not expect the back-to-back decay topology will fall into the acceptance, thus the
acceptance will not start at pr = 0 MeV /c and obtaining the yield of the neutral strange

baryon will need extrapolation of the transverse momentum spectrum.

A is feed-down by XV particle and multi-strange particles. The X° decays electromagneti-
cally £ — Ay with branching ratio r = 100%. This decay is very difficult to resolve and

thus the A content in the thermal model contains feed-down from 0.

The multi-strange baryons = decay weakly into A and the pion:
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ET = An (8.3)

with the branching ratio greater than r > 99%. Other decay channels also lead to A.
The relative abundance of Z~ particles is 27 /A = 0.1 according to the results from NA57
[23]. For the ios-symmetry reasons the same number of = shall be present. Additional
correction, suppressed by the other of magnitude is the contribution from triple strange
baryon 7. The Q~ decays:

Q" = AK™ (8.4)

with the branching ratio of r = (67.8 £ 0.7)%. Other decay channels include = thus at

the end every Q particle produces one A.

The data presented here will not be corrected for feed-down from multi-strange baryons.
The important question is if the efficiency for the reconstruction of late As is the same as
for prompt ones and if the spectrum of the As from decays is the same as the spectrum of

the prompt As.

The lifetime of multi-strange baryons is smaller than that of A and the A carries most
of the momentum of the original particle. These two facts suggest, the reconstruction
efficiency of prompt and late As is the same. If both conditions are fulfilled the numbers
have to be corrected down by around 20% — 25%. If the reconstruction efficiency or the
spectrum are different, even be a small amount, the results can be significantly influenced

due to large extrapolation of the spectrum to low transverse momentum.

8.2 Data analysis and reconstruction scenario

8.2.1 Acceptance and Phase—space segmentation

The acceptance after phase—space segmentation is shown in Fig. 8.1. The upper panel
shows the signal in a given bin and the bottom shows the acceptance. The measurement
is possible in the rapidity range 1.8 < y < 2.6 which was segmented into 4 bins covering
0.2 units each. The rapidity bins will be numbered from (1) to (4).

The acceptance for the A starts at transverse momentum pr > 0.5 GeV/c. This fact
means, a small fraction of the cross-section will be actually measured and obtaining total
number of A will need extrapolation. As discussed in the introduction, this is due to the
absence of the back-to-back topology. The shape of the acceptance is aligned along the

polar angle of the A and thus has a banana shape in the rapidity — transverse momentum
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Figure 8.1: Acceptance for A. Upper panel: expected signal after acceptance cuts, lower
panel: acceptance in transverse momentum — rapidity bins.

121



FTTT T[T T T T[T T T [ TT T[T T T TITr[rITTT

112 114 116 118 1

1 2 12
m, - (GeVic?)

1N

Figure 8.2: A reconstruction. Left: Armenteros plot, right: invariant mass spectrum,
shaded region shows the position of the A peak.

space. The last rapidity bin has transverse momentum cut of pr > 1 GeV/c thus it
can be used to control the systematics but the extrapolation to obtain the multiplicity

measurement will be problematic.

Acceptance efficiency is relatively flat, at the level of n ~ 40% and falls to lower values at
the borders.

8.2.2 Pair cuts and contamination

When a positive pion originating from a neutral kaon is misidentified for a proton, a pair
can look like a A. This is illustrated on the Armenteros plot, in the region where the lines

of neutral kaon and A cross.

The contamination can be removed in many different ways. One of the methods is the cut
in the Armenteros space. This method worked very well to clean K9 from A; however,
in the opposite case, the cut shapes the invariant mass spectrum in a drastic way as
illustrated in Fig. 8.2. The rapid fall of the spectrum, beyond the A mass is due to the
Armenteros cut. The shape of the spectrum at the border of the A signal brings many

problems with the normalization of the mixed events.

The characteristics of pions from Kg is the same as from the bulk, and the opening angle
distribution is shaped by the acceptance. This is not the case with A. The transverse
momentum of the pion is low and also the opening angle is below 3 < 0.2 rad. These
were used to remove neutral mesons and do not destroy the shape of the invariant mass

spectrum.
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Figure 8.3: Proton-pion invariant mass spectrum. Left panel: the spectrum, same events
in black and mixed events in red. Right: ratio of the same events to mixed
events, suppressed for unity. The spectra where normalized above the A mass.

8.2.3 Invariant mass spectrum

The invariant mass spectrum is shown in Fig. 8.3. The spectrum was shaped using the
Armenteros cut so the A peak is located at the top of the distribution at a smooth plateau.
The ratio of same-to-mixed events is shown in the right panel in Fig. 8.3. The mixed events
were normalized to same events above the A mass and the normalization works well also

in the range below the A mass.

The signal of A particles was obtained by subtracting normalized mixed events from same
events. The resulting spectrum is shown in Fig. 8.4. The spectrum was fit with a
Gaussian. The fit has three parameters: the yield, the mass and the mass resolution. The
reconstructed mass is: u = 1115.77 4+ 0.06 MeV/c? in the agreement with the PDG value
of 1 = 1115.683 4 0.006 MeV /c? [14]. The difference of 0.09 MeV/c? is compatible with
the statistical error. The spectrum is not fully described by the Gaussian shape due to
the different mass resolution of As with different momentum. The peak is an overlay of

many Gaussians with different widths.

8.3 Results in rapidity — transverse momentum bins

8.3.1 Normalization of the mixed events

Initially the number of pairs in same and mixed events is the same, due to the selection of
the events for mixing. After applying pair cuts, in particular the Armenteros cut, this is
no longer the case. The true A always pass the Armenteros cut, while the combinatorial

pair have some probability to pass it.
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There are two extreme possibilities in the normalization of the mixed events. In the first,
no normalization is applied and the second is to normalize to the number of entries in
same and mixed events. The second method does not work properly, because the ratio
of the number of entries in the A peak to the total number of entries is at the level of
1073. The difference in the extracted A peak with two extreme normalizations amounts

to around 5% and is greater than the statistical error of the yield.

The actually applied procedure normalizes the mixed events to the background entries in
same events. The procedure works on the bin-by-bins basis and is the following. First the
signal is created without any arbitrary normalization of mixed events and the A signal is
extracted. Then mixed events are normalized to the number of pairs in same events minus
number of entries in the A peak. The number of entries in the A peak depends on the

normalization so the procedure is repeated iteratively for 10 times.

8.3.2 Fit parameters and the raw yield

The signal was divided into transverse momentum — rapidity bins and after the normal-
ization was fit with a Gaussian. No offset or residual background were present in the fit.
The extracted parameters are shown on the consecutive panels. The extracted raw yields
are shown on the left column in Fig. 8.5 for four rapidity bins and the right column shows
the statistical significance of the signal. The signal is strong, the maximum significance is

around 20 — 30 in the bulk and decreases slowly toward high momentum.

The reconstructed mass and the mass resolution on the bin-by-bin basis are shown in Fig.
8.6 The left column shows the difference between the reconstructed mass and the PDG
value. Except the (3) rapidity bin where the high momentum A have higher reconstructed
mass, the mass does not diverge more than allowed by the statistical fluctuations. The
mass resolution is shown in the right column in Fig. 8.6. The trend of the resolution in
Monte-Carlo and in data is the same and the two lines agree well. The resolution obtained

in data tends to be worse up to 10%.

8.3.3 Corrected transverse momentum spectrum

The raw yields presented in Fig. 8.5 where corrected for the acceptance and efficiency and
are shown in Fig. 8.7. The left column shows the transverse momentum spectrum in linear
scale while the right column in the logarithmic scale. The data points are accompanied
by a set of lines. The black lines show the correction factors. The four correction factors
have all different systematics. For low rapidity bins the correction factor increases with

transverse momentum, for high rapidity bin it decreases and for central bins it is flat. The
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Figure 8.5: Extracted yield. Left column: raw yield, right column: statistical significance
of the peak. Rows are for four rapidity bins.
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Figure 8.8: Transverse mass spectra for four rapidity bins.

red line shows the three-parameter fit by Eq. 6.6 while the blue line shows the same fit

performed with the common temperature of 260 MeV.

The panels contain the following informations:

e rapidity range

e parameters of the fit: dN/dy, temperature and x2/NDF

e parameters of the fit with common temperature: dN/dy and x?/NDF

The data follows the fit line, which is also visible in the x?/NDF value displayed on the
plot. For all cases the x? value is comparable with the number of degrees of freedom. The
resulting temperatures are consistent with the common temperature except for the bin (2)

where the reconstructed temperature is lower by 10 MeV.
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8.3.4 Transverse mass spectrum

The transverse mass spectrum, recalculated form the transverse momentum spectrum is
shown in Fig. 8.8. It is important to note, the spectrum in bin (2) with the tempera-
ture lower than the others is the longest spectrum spanning transverse mass range of 1.8
GeV/c2.

8.3.5 Test of the transverse momentum spectrum

The stability of the fit was tested by fitting a subset of the spectrum. This procedure is
the same as for Kg and the results are displayed in Fig. 8.9. The left column shows the

reconstructed yield and the right the reconstructed temperature.

For most of the spectra the fits are stable. The results obtained in bin (3) are difficult
for the interpretation, taking into account that the points are correlated. Considering
uncorrelated points: the first, 5th and 10th, the shape can be attributed to the statistical

fluctuations.

From the plots presented above the conclusion can be drawn the transverse mass of A

follows the exponential distribution in the region m —my = 0.3 — 2 GeV/c?.

8.3.6 Rapidity spectrum

The rapidity spectrum is presented in the left panel in Fig. 8.10. The spectrum was
fit with a straight line and the result of the fit is displayed in the figure. The rapidity
dependence of temperature is shown in the right panel if Fig. 8.10. The spectrum was fit
with a straight line and gave the result 7' = 254 £ 2 MeV.

8.4 Comparison to other experiments

The data can be compared to results from NA49 and NA57. The yield reported by NA57

[23] in the central events, without feed-down correction is:

dN
d—y == ].85 + ]--]-stat + ]--85yst (85)

and the temperature [45]:

T = 305 + 15440 + 3045 MeV (8.6)
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Figure 8.9: Analysis of the transverse momentum spectrum by fitting subsets of data. See
text.
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Figure 8.11: Comparison of the A spectrum to NA57, the NAS7 fit is presented as a black
line. Left: linear scale, right: logarithmic scale.

Both values of the multiplicity density are similar, but this has to be treated as accidental
since the temperatures differ by AT = 50 MeV. In a case of the spectrum with a large
extrapolation the yield and the slope are strongly correlated. The transverse momentum

spectra have to be directly compared.

Comparison between two spectrum is presented in Fig. 8.11 where disagreement at the
level of 30% is visible. The NA57 have lower yield in the range below pr = 1.5 GeV/c
then the two yields agree and the NAS7 yield is greater at higher transverse momentum.
The difference at low transverse momentum can be connected with the steeply changing
correction factor of this analysis. In short, a disagreement between the two results was
found and the source is probably in the data reported here, most probably in the impact

of the feed—down correction on the spectral shape.
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The NA49 experiment reported the results in Ref. [59]. The obtained yield corrected for

feed—down contributions is

— = 11 £ 14 & 1.35ys (8.7)
and the temperature is:

T = 290 £ 19444¢ MeV. (8.8)

The transverse momentum spectrum does not fully follow exponential line, the low trans-
verse momentum points are above the fit. The comparison is shown in Fig. 8.12 where
difference between the two experiments is visible in the low transverse momentum range

and partial agreement at high pp.

Summarizing, the data disagree with other experiments at the level comparable to general
disagreement between SPS experiments. The two experiments: NA49 and NA57 disagree
substantially on the absolute yield but the shape of the spectrum reflected in the tem-
perature is similar. This is not the case for this measurement with the reconstructed

temperature lower than reported by other experiments.

Before any conclusion can be drawn data presented here have to be upgraded with the
simulation of the impact of the multi-strange baryons on the spectrum. With the results

at hand the SPS A puzzle can not be resolved.

8.5 Anti-baryon to baryon ratio

Since the reconstruction efficiency of the A and A is the same the anti-baryon to baryon

ratio can be made on the raw signal. The invariant mass spectrum of the pr™ pairs is
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shown in Fig. 8.13 and the A peak, after subtraction of the combinatorial background
is shown in Fig. 8.14. The signal-to-background ratio is at the level of 1072 and the

significance of the peak is at the level of 15, thus the overall statistical precisions is low.

The raw signal of A and A in four rapidity bins in the range 1.8 < y < 2.6 is shown in
Fig. 8.15. The signal for A was obtained for all bins and for A for the first three bins.

The last bin contains practically no signal.

The A/A rapidity spectrum was fit with a Gaussian and the result is presented in Fig.
8.16. The points are well aligned on the fit and the extrapolated ratio at midrapidity is:

| =1

A ly=0 = 0.125 £ 0.014 (8.9)
the width is ¢ = 1.0 & 0.2. The data were compared in Fig. 8.17 to data points from
NA49 and the fit from NA57, the fit covers the acceptance of NA57.

Relatively good agreement between all three experiments is visible. The data from NA49
have higher ratio but the width of the spectrum is the same as for data reported here.
The NA57 have the same value but the width reported by the collaboration is factor 2
smaller than the data obtained here. In terms of the acceptance the two measurements

are complementary and the smooth transition from CERES to NA57 is visible.

8.6 Interpretation and Outlook

The data presented here are not fully elaborated in terms of impact of decays of the multi-
strange hyperons. Additional simulations are needed to clear the impact of the feed-down
on the spectrum and total yield. With optimization of the kinematic cuts one can expect
to decrease the lower border of the acceptance by Apr ~ 100 MeV /¢ this will give better
constrain on the shape of the transverse momentum spectrum. With data at hand the

SPS A question can not be answered in a reliable manner.

The anti-baryon to baryon ratio gives similar results by all experiments. The data pre-
sented here are closer to NA49 in terms of the width of the distribution and closer to

NA57 in terms of absolute value.
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9 Summary and outlook

In the first chapter the question was asked whether the systematics of the strange particle
production follows a smooth lines as predicted by the thermal model or whether a sharp
structure develops. The subsequent precision measurement of the Kg presented in this

work is one of the measurements to corroborate on the issue.

The whole argument about the sharp structures in the strangeness production was based
on data collected by the NA49 experiment. The results were later challenged by the yields
obtained by the NA57 collaboration.

The results presented in this work are in the agreement with data of NA49 and also the
source of disagreement with NA57 was pointed out. With data at hand the interpretation
of K2 not following the thermal model of hadron gas is not statistically significant. Also
in the analysis of the temperature of the neutral kaons no strong statement can be made.

The situation would be clarified with the measurement at energy /s = 60 AGeV.

The neutral baryons did not reach the precision needed for the definitive comparison.
More effort on the data analysis is needed for the solution of the discrepancies present in
SPS data.

Summarizing, the main progress of this work is the precision measurement of the neutral
kaon and the clarification of the experimental status. This measurement is an important
step in the ambitious plan of building a database of strangeness production. The future
project that will shed more light on the subject is the K reconstruction. This work in
progress in the CERES collaboration will give the spectrum and the precision ratio of
the K™ /K. This ratio with cooperation of the measurement provided here can clarify
the charged kaon production. Additional results can be obtained by reprocessing and the
analysis of the short runs at beam momentum of 40 GeV/c and 80 GeV /¢ per nucleon

with programs discussed in this thesis.

The new data on the energy region discussed will come from the energy scan of the RHIC
collider and in the future, high statistics will be collected with new FAIR project currently
under development. At the same time new opportunities will appear at the new LHC
collider with the ALICE experiment under construction. In the new energy regime the

strongly interacting matter will be studied with hadrochemistry and penetrating probes.
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