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Introduction

• This is mostly a walk-through of theB0→ K∗0µ+µ− analysis like it was

performed in 2012 & 2013 in LHCb.

• It should show how an angular analysis withO(1000) events might look like

and where the problems are.
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Vintage physics (I)

• The electroweak bosonsW and Z0 were proposed in the 60ies.

• They are quite heavy with 80GeV/c2 and 91GeV/c2 and were first seen

directly at UA1.

• However, in principle, the Z0 should also contribute to the process e+ e−

→ µ+ µ−, even at lower energies than
√
s∼ 91GeV

• Look at
√
s = 34GeV. Simple calculation yields: Only very small effect of

Z0 in total cross-section.
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Vintage physics (II)
[Halzen & Martin, Quark & Leptons]

• However, if you look at the differential cross-section, you clearly see the

influence of the Z0 due to interference terms.

• You have discovered a new particle/effect/... indirectly at a centre-of-mass

energy lower than the mass of the particle.

• Even if your total cross-section is according to your prediction of the

(standard) model, one might seen new effects when studying angular

distributions.
.
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Essentials of the B0→ K∗0µ+µ− analysis
aka: The "Sendung-mit-der-Maus" version



.

Essentials of the B0→ K∗0µ+µ− analysis

ƠP

μ+

μ-

• A particle decays into two particles, with angle α.

• Suppose we can formulate the angular distribution as:

dΓ

dα
=

1

2π
[A cosα+B sinα+ C] α ∈ [−π, π]

• The angular terms are given by kinematics / spin only.

• Remember: dσ
dΩ(e

+e− → µ+µ−) = α2

4s

(
1 + cos2 θ

)
.
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Essentials of the B0→ K∗0µ+µ− analysis

dΓ

dα
=

1

2π
[A cosα+B sinα+ C] α ∈ [−π, π]

• The coefficients contain the physics-information we are interested in.

• Do: Run an experiment, collect data, select your decay, plot number of

events as a function of α.

• Fit the angular distribution in collision data with the pdf and extract the

coefficients.

• Ask a theorist and compare prediction with experimental result.
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Folding technique (I)
• Suppose you don't have enough data to fit both terms.

• Solution: Use a variable transformation ("folding"). Example:

dΓ

dα
=

1

2π
[A cosα+B sinα+ C] α ∈ [−π, π]

α→ −α if α < 0
dΓ

dα
=

1

π
[A cosα+ C] α ∈ [0, π]

• By folding we can use symmetries in the angular distribution to cancel

observables without loosing sensitivity. Note: The angular terms are

orthogonal.
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Folding technique (II)
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2π [A cosα+B sinα+ C] fit pdf: 1

π [A cosα+ C]

• Apply transformation to the pdf and to the dataset.

• Results:

• A = 1.03± 0.05 (without folding)
• A = 1.05± 0.05 (with folding)

• We have determinedA!.
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And now the real B0→ K∗0µ+µ− analysis
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B0→ K∗0µ+µ− decay topology

db

ds

PV

B0 K∗0

K+

π−

µ+

µ−

Particle mass lifetime (cτ )

B0 5279MeV/c2 491.1µm
K∗0 892MeV/c2 ≈ 3 · 10−12 µm
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B0→ K∗0µ+µ−: Rare, but exciting

Created by FeynDiag v0.1�
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• B= (1.05+0.16
−0.13)× 10−6

[PDG]

• Pseudoscalar→ Vector-Vector decay: Plenty of observables in the angular

distribution..
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B0→ K∗0µ+µ− angular distribution (I)

• Decay can be fully described by three angles (θℓ, θK , ϕ) and the dimuon

invariant mass (square) q2.
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B0→ K∗0µ+µ− angular distribution (II)

d4(Γ + Γ̄)

d cos θℓ d cos θK dϕ dq2
=

9

32π

[
3

4
(1− FL) sin2 θK + FL cos2 θK+

1

4
(1− FL) sin2 θK cos 2θℓ − FL cos2 θK cos 2θℓ +

S3 sin2 θK sin2 θℓ cos 2ϕ+ S4 sin 2θK sin 2θℓ cosϕ+

S5 sin 2θK sin θℓ cosϕ+ S6 sin2 θK cos θℓ +
S7 sin 2θK sin θℓ sinϕ+

S8 sin 2θK sin 2θℓ sinϕ+ S9 sin2 θK sin2 θℓ sin 2ϕ
]

• The FL, Si depend on q2 and contain the information we are interested in.

• The angular terms are... the angular terms.

• Note that this formula addsB0→ K∗0µ+µ− andB0→ K∗0µ+µ−

i.e. it's a CP average.
.
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B0→ K∗0µ+µ− angular distribution (II)

• This is the full angular distribution ofB0→ K∗0µ+µ−, neglecting lepton

masses (and scalar and tensor contributions).

• There are 8 independent, CP averaged observables that all can be

measured experimentally.

• Could in principle also measure CP asymmetric observables, but then could

not profit from adding the datasets.
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B0→ K∗0µ+µ− angular distribution (III)
• In 2011, LHCb reconstructed≈ 900B0→ K∗0µ+µ− events: Not

enough for full angular fit.

• Apply "folding" technique: ϕ→ ϕ+ π for ϕ < 0.
This cancels four terms in the total angular distribution.

• And leaves:

d4(Γ + Γ̄)

d cos θℓ d cos θK dϕ dq2
=

9

32π

[
3

4
(1− FL) sin2 θK + FL cos2 θK +

1

4
(1− FL) sin2 θK cos 2θℓ

− FL cos2 θK cos 2θℓ +

S3 sin2 θK sin2 θℓ cos 2ϕ+

S6 sin2 θK cos θℓ +

S9 sin2 θK sin2 θℓ sin 2ϕ
]

• This expression was fitted to the 1 fb−1 of LHCb data at
√
s = 7TeV in

2011.
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Experimental aspects (I)
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[JHEP 08 (2013) 131]

• Select signal events with a multivariate classifier (BDT): Based on kinematic

quantities (IP, pointing angle, pT) and particle identification for µ, π,K

• Dominated byB0→ J/ψK∗0 andB0→ ψ(2S)K∗0 in two regions of

q2: Cut out.

.
.17

.45

http://arxiv.org/abs/1304.6325


.

Experimental aspects (II)
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Figure 4.3: The distributions of invariant masses and DLL values used to veto
B0
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!�µ+µ� decays for B0!K⇤0µ+µ� (black solid histogram) and misidentified
B0

s

!�µ+µ� (grey shaded histogram) simulated events. Solid lines indicate the selected
regions; the dashed and dot-dashed lines indicate the veto requirements described in
Sec. 4.3.4. The m
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(a), m
K(⇡!K) (b), mK(⇡!K)µµ (c) and pion DLL

K⇡

(d) distribu-
tions are shown.
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[Thesis C. Parkinson]

• Peaking background due to misidentification of particles.

e.g.B0
s → ϕµ+µ−, whereK → π.

• EvaluatemKπ mass under hypothesis that the π is actually aK . Does it

peak in the ϕ region?

• Other peaking backgrounds likeB0→ J/ψK∗0, where π → µ and

µ→ π

.
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Experimental aspects (III)
 )4/c2 ( GeV2q

0 5 10 15 20

ar
b.

 U
ni

ts

0

0.05

0.1

generator selected re-weighted

(a)

)lθcos(
-1 -0.5 0 0.5 1

ar
b.

 U
ni

ts

0

0.2

0.4

0.6

generator selected re-weighted

(b)

)Kθcos(
-1 -0.5 0 0.5 1

ar
b.

 U
ni

ts

0

0.2

0.4

0.6

generator selected re-weighted

(c)

/M_PIφ
-1 -0.5 0 0.5 1

ar
b.

 U
ni

ts

0

0.2

0.4

0.6

generator selected re-weighted

(d)

Figure 5.15: Generated (black), offline selected (red) and re-weighted (blue) events for
B0→ K∗0µ+µ− using the factorised acceptance correction method.

Table 5.3: The q2 binning scheme used in both angular analyses. The binning is analogous
to the binning used in Ref [51] including the q2 region of 1 to 6 GeV2/c4.
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[Thesis A. Shires]

• Remember: We want to measure an angular distribution and extract physics

parameters.

• We need to be sure, the angular distribution reflects the physics.

• Acceptance of detector distorts angular distribution. Need event-by-event

correction, determined on simulation.

• Need to have a simulation describing collision data: Correct for particle ID

and efficiency (tracking, trigger, ...)-differences in simulation and collision

data.
.
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Figure 6.4: One-dimensional projections of (a) cos θl, (b) cos θK , (c) φ
′
for the angular

distribution of B0 → K∗0#+#− with (blue-dashed) and without (red-solid) an S-wave
component of 7%. The dilution effect of the S-wave on the asymmetry in cos θl and the
asymmetric effect in cos θK can be clearly seen.

where the normalisation of the angular distribution is given by

Γ
′
=

dΓ

dq2
. (6.28)

The ‘dilution’ effect of the S-wave can clearly be seen from the factor of (1 − FS) that

appears in front of the observables in Eq. 6.27.

The effect of an S-wave on the angular distribution as a function of cos θK , cos θl

and φ
′
is illustrated in Fig. 6.4. Here it is possible to see that the asymmetry in cos θl,

given by AFB, has decreased and that there is an asymmetry in cos θK introduced by the

interference term.

135

[Thesis A. Shires]

• B0→ K∗0µ+µ− is contaminated with S-waveKπ contributions,

stemming from non-resonant decays or higherK
(∗)
(i) states.

• Ideally one would fit for this contribution. However, this adds many terms in

the angular distribution.

• Instead: Estimate the S-wave contribution and check with simulation how

large the effect on the results is. Add to systematic uncertainty.

.
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Distribution of events in q2 (I)

• Told you that FL, Si depend on q2.

• Need to parametrize / bin in q2 to understand dependence.

• This analysis uses 6 q2 bins. The binning scheme was copied from the

analysis of the Belle collaboration.

• See later for a possible unbinned way (in a slightly different context).
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Distribution of events in q2 (II)
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[JHEP 08 (2013) 131]
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Example of angular distribution
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Figure 7.8: Distribution of B0!K⇤0µ+µ� candidates in the data with 4.30 < q2 <
8.68GeV2/c4 in m

K⇡µµ
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(b), cos ✓
K
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responds to S9 (d) and A9 (e). The total fit pdf (solid black line), the B0!K⇤0µ+µ�

component (dot-dashed line) and the Class III background component (dashed line) are
indicated.

149

[Thesis C. Parkinson]

q2 = 4.3− 8.68GeV2/c4.
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Results
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[JHEP 08 (2013) 131]

AFB = 3
4
S6

.
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Differential branching fraction
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[JHEP 08 (2013) 131]

• Note that the theoretical uncertainty is larger than the experimental one.

• This is / was a major showstopper for discovering smallish effects of new

physics.

• However, new lattice results can reduce the uncertainty for high q2.
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Comparison with other experiments
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ATLAS: [ATLAS-CONF-2013-038] CMS: [CMS-BPH-11-009] CDF: [PRL 108 (2012)]

Belle: [PRL 103 (2009)] BaBar: [PRD 86 (2012)]
.
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More observables

• Angular distribution has 8 independent observables in total. Have only

measured 4 of them due to folding. Want to measure the remaining ones as

well.

• Could now go on and devise other foldings to extract the remaining

S4, S6, S7 and S8.

• Or we can try something slightly different...

.
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Esses and Pees
• While all Si observables can be predicted theoretically, they have large

theoretical uncertainties.

• We can do a basis-transformation:

• Old basis: FL, S3 − S9 (8× large theo. uncertainty)
• New basis: FL, dB

dq2 , P1, P2, P3, P
′
4, P

′
5, P

′
6 (2× large theo. uncertainty,

6× small theo. uncertainty)

P ′
4 =

S4√
FL(1− FL)

P ′
5 =

S5√
FL(1− FL)

P ′
6 =

S7√
FL(1− FL)

[sic!]

P ′
8 =

S8√
FL(1− FL)

(not fully independent)

• Replace the Si observables with the P
(′)
i observables and determine their

values on collision data.
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B0→ K∗0µ+µ− folded
angular distribution

• The first folding gave us with one transformation 4 observables.

• To extract the other observables, more effort is needed.

• Example: Extracting P ′
5:

ϕ→ −ϕ for ϕ < 0

θℓ → π − θℓ for θℓ > π/2

• Similar foldings for P ′
4, P

′
6, P

′
8.

.
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B0→ K∗0µ+µ− folded
angular distribution
• The folding for P ′

5 leads to:

d4(Γ + Γ̄)

d cos θℓ d cos θK dϕ dq2
=

9

8π

[
3

4
(1− FL) sin2 θK + FL cos2 θK+

1

4
(1− FL) sin2 θK cos 2θℓ − FL cos2 θK cos 2θℓ +

1

2
S3 sin2 θK sin2 θℓ cos 2ϕ+√
FL(1− FLP

′
5 sin 2θK sin θℓ cosϕ

]

• Only three observables left after the folding. Now we can fit the distribution.

• Only one of them we are interested in, the other two are "nuisance

parameters".

• Selection, corrections, etc. all are the same as for the "first" analysis.
.
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Example of angular distribution
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)LJXUH ����� 7KH�ILJXUH�VKRZV�WKH�UHVXOWV�RI �WKH�PD[LPXP�OLNHOLKRRG�ILW� LQ�WKH�WKLUG�ELQ
RI P ′

5� 7KH�EOXH�OLQH�LV�WKH�FXUYH�RI �WKH�RYHUDOO�3')��WKH�JUHHQ�GDVKHG�OLQH�LV
WKH�EDFNJURXQG�FRPSRQHQW�DQG�UHG�GDVKHG�OLQH�LV�WKH�VLJQDO�FRPSRQHQW� 7KH
EODFN�GDWD�SRLQWV�DUH�WKH�PHDVXUHG�YDOXHV�IURP�FROOLVLRQ�GDWD� 7KH�LQYDULDQW
PDVV�RI �WKHB0 FDQGLGDWHV�LV�VKRZQ�LQ��D�� WKH�DQJXODU�GLVWULEXWLRQV�LQ φ� FRV θ!
DQG FRV θK DUH�VKRZQ�LQ��E�� �F��DQG��G��UHVSHFWLYHO\� 7KH�ILJXUHV�IRU�WKH�DQJXODU
GLVWULEXWLRQV�LQWHJUDWH�RQO\�RYHU�WKH�VLJQDO�UHJLRQ�RI �WKH�FDQGLGDWH�PDVVHV�DQG
QRW�RYHU�WKH�IXOO�FDQGLGDWH�PDVV�UHJLRQ�

���

[Thesis MDC]

total = signal +
background

q2 = 4.3− 8.68GeV2/c4 for P ′
5
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P ′
4 and P ′

5
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[PRL. 111 (2013) 191801]

• Analysis is performed in the same six bins of q2 as the first analysis.

• Good agreement for P ′
4 for the full q2 range.

• Disagreement for P ′
5 for low q2.

• Discrepancy in third bin is about 4 standard deviations. The chance of this

happening in one bin out of 24 is about 0.5%.
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P ′
6 and P ′

8
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[Thesis MDC]

• Good agreement for P ′
6 for the full q2 range.

• Good agreement for P ′
8 for the full q2 range.
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Statistical uncertainties

4P'
-0.7 -0.6 -0.5 -0.4Pr

oj
ec

tio
n 

of
 P

ro
fil

e 
of

 -l
og

(li
ke

lih
oo

d)

0

0.2

0.4

0.6

0.8

1

�D�
5P'

-0.4 -0.2 0Pr
oj

ec
tio

n 
of

 P
ro

fil
e 

of
 -l

og
(li

ke
lih

oo
d)

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

�E�

)LJXUH ����� )LJXUH��D��VKRZV�WKH�SURMHFWLRQ�RI �WKH�SURILOH�OLNHOLKRRG�RI P ′
4 LQ�ELQ��� 1RWH

WKH�VOLJKWO\�DV\PPHWULF�FXUYH� )LJXUH��E��VKRZV�WKH�SURMHFWLRQ�RI �WKH�SURILOH
OLNHOLKRRG�RI P ′

5 LQ�ELQ���

− ORJL = −
N∑

i=1

wi ORJ (SGI(xi)) �����

− ORJL′
= −

N∑

i=1

w2
i ORJ (SGI(xi)) �����

,Q�VLWXDWLRQV�ZKHUH P ′
i LV�IDU�DZD\�IURP�WKH�ERXQGDU\� ERWK�PHWKRGV�\LHOG�UHVXOWV�ZKLFK�DUH

YHU\�FORVH�

7KH�UHVXOWV�RI �WKH�PD[LPXP�OLNHOLKRRG�ILWV�IRU�DOO�IRXU P ′
i DUH�VKRZQ� LQ�7DEOH ���� $OO

XQFHUWDLQWLHV�DUH�FDOFXODWHG�E\�VFDQQLQJ�WKH�OLNHOLKRRG�H[FHSW�WKH�IRXUWK�ELQ�IRU P ′
5 DQG�WKH

ORZHU�ERXQG�IRU�WKH�VL[WK�ELQ�RI P ′
5 ZKLFK�ZHUH�FDOFXODWHG�XVLQJ�WKH�FRYDULDQFH�PDWULFHV�RI

WKH�ILW� ,Q�WKHVH�FDVHV� LW�LV�SRVVLEOH�WKDW�WKH�QHJDWLYH�HUURU�H[SDQGV�EH\RQG�WKH�ERXQGDU\�
)XUWKHUPRUH� WKH�VL[WK�ELQ�RI P ′

5 LV�RXWVLGH�WKH�DOORZHG�UHJLRQ�ZKHQ�FDOFXODWHG�ZLWK�WKH
PHWKRG�GHVFULEHG�LQ�6HFW� ������ +RZHYHU� WKH�ILW�VWLOO�FRQYHUJHV�QRUPDOO\� 7KLV�LV�PRVW
OLNHO\�GXH�WR�D�VWDWLVWLFDO�IOXFWXDWLRQ�ZLWK�WKH�SDUWLFXODU�YDOXHV�UHDOLVHG�LQ�FROOLVLRQ�GDWD�EHLQJ
DQ�©DOORZHG�LVODQGª�LQ�WKH�QRQ�DOORZHG�UHJLRQ� $Q�H[DPSOH�RI �D�ILW�SURMHFWLRQ�LQ�WKH�LQYDULDQW
PDVV�DQG�WKH�WKUHH�DQJOHV�LV�JLYHQ�LQ�)LJ� ����

���

P5 true
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P5
 m
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1
CL = [-0.349, -0.027]

_L = 0.159σ
_R = 0.163σ

Measured value

• For some bins the likelihood looked was perfectly parabolic, for some not.

Evaluate statistical uncertainty using "Feldmann-Cousins".

• FC:

• For each possible value of x, generate toys (with: removing events and

correcting for acceptance).
• Order them according toR = L(x|µ)

L(x|µbest)
, where µbest is the value of µ

that maximises L(x|µ).
• Determine 68% CL.
• Construct band and read off interval.
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Measuring the zero-crossing point
of AFB(I)

The zero-crossing point of A
FB

is found by solving for the value of q2 at which A
FB

(q2) is
zero.

Using third-order polynomials to describe both the q2 dependence of the signal and
the background, the zero-crossing point is found to be

q2
0

= 4.9± 0.9GeV2/c4 .

The uncertainty on q2
0

is determined using a bootstrapping technique [44]. The zero-
crossing point is largely independent of the polynomial order and the q2 range that is
used. This value is consistent with SM predictions, which are typically in the range
3.9� 4.4GeV2/c4 [45–47] and have relative uncertainties below the 10% level, for example,
q2
0

= 4.36 +0.33

�0.31

GeV2/c4 [46].
The systematic uncertainty on the zero-crossing point of the forward-backward asym-

metry is negligible compared to the statistical uncertainty. To generate a large systematic
bias, it would be necessary to create an asymmetric acceptance e↵ect in cos ✓

`

that is not
canceled when combining B0 and B0 decays. The combined systematic uncertainty is at
the level of ±0.05GeV2/c4.
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Figure 6: Dimuon invariant mass squared, q2, distribution of forward-going (left) and
backward-going (right) candidates in the K+⇡�µ+µ� invariant mass window 5230 <
m(K+⇡�µ+µ�) < 5330MeV/c2. The polynomial fit to the signal and background distribu-
tions in q2 is overlaid.

9 Conclusions

In summary, using a data sample corresponding to 1.0 fb�1 of integrated luminosity,
collected by the LHCb experiment in 2011, the di↵erential branching fraction, dB/dq2, of
the decay B0! K⇤0µ+µ� has been measured in bins of q2. Measurements of the angular
observables, A

FB

(ARe

T

), F
L

, S
3

(A2

T

) and A
9

have also been performed in the same q2 bins.
The complete set of results obtained in this paper are provided in Tables 1 and 2.

These are the most precise measurements of dB/dq2 and the angular observables to date.

20

Forward Backward

[JHEP 08 (2013) 131]

• Zero-crossing point of AFB is a very clean measurement, as the form

factors cancel (to first order).

• AFB = Forward−Backward
Forward+Backward

. "Forward" = cos θℓ > 0

• Zero-crossing point was extracted using "unbinned counting" technique:

Make a 2D unbinned likelihood fit to (q2, mass) for "forward" and

"backward" events (with respect to cos θℓ).
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Measuring the zero-crossing point
of AFB (II)

The zero-crossing point of A
FB

is found by solving for the value of q2 at which A
FB

(q2) is
zero.

Using third-order polynomials to describe both the q2 dependence of the signal and
the background, the zero-crossing point is found to be

q2
0

= 4.9± 0.9GeV2/c4 .

The uncertainty on q2
0

is determined using a bootstrapping technique [44]. The zero-
crossing point is largely independent of the polynomial order and the q2 range that is
used. This value is consistent with SM predictions, which are typically in the range
3.9� 4.4GeV2/c4 [45–47] and have relative uncertainties below the 10% level, for example,
q2
0

= 4.36 +0.33

�0.31

GeV2/c4 [46].
The systematic uncertainty on the zero-crossing point of the forward-backward asym-

metry is negligible compared to the statistical uncertainty. To generate a large systematic
bias, it would be necessary to create an asymmetric acceptance e↵ect in cos ✓

`

that is not
canceled when combining B0 and B0 decays. The combined systematic uncertainty is at
the level of ±0.05GeV2/c4.
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Figure 6: Dimuon invariant mass squared, q2, distribution of forward-going (left) and
backward-going (right) candidates in the K+⇡�µ+µ� invariant mass window 5230 <
m(K+⇡�µ+µ�) < 5330MeV/c2. The polynomial fit to the signal and background distribu-
tions in q2 is overlaid.

9 Conclusions

In summary, using a data sample corresponding to 1.0 fb�1 of integrated luminosity,
collected by the LHCb experiment in 2011, the di↵erential branching fraction, dB/dq2, of
the decay B0! K⇤0µ+µ� has been measured in bins of q2. Measurements of the angular
observables, A

FB

(ARe

T

), F
L

, S
3

(A2

T

) and A
9

have also been performed in the same q2 bins.
The complete set of results obtained in this paper are provided in Tables 1 and 2.

These are the most precise measurements of dB/dq2 and the angular observables to date.

20

Forward Backward

[JHEP 08 (2013) 131]

• Extract AFB = NF ·PDFF (q2)−NB ·PDFB(q2)
NF ·PDFF (q2)+NB ·PDFB(q2)

• Standard Model theory predicts zero-crossing in 4.0 - 4.3 GeV2/c4 (central

values)

[JHEP 1201 (2012) 107][Eur. Phys. J. C41 (2005), 173][Eur. Phys. J. C47 (2006) 625]

• LHCb result: 4.9± 0.9GeV2/c4
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Yes, we did some crosschecks
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[Thesis MDC]

• Surely, if there is a discrepancy in P ′
5, there is also one in S5.

• Measure S5 with a "counting" experiment (similar to zero-crossing point)

and with an angular fit and compare results.

• Can define S5 as an asymmetry between two type of events:

S5 =
#type1 - #type2
#type1 + #type2

• There is excellent agreement between fitting and counting.
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Yes, we did more crosschecks...

• Cut very hard in selection until essentially no background is left. No effect.

• Apply selection, data-simulation corrections, acceptance correction to

B0→ J/ψK∗0. The values come out as predicted.

• Evaluate many systematic effects: Background angular distribution, signal

mass distribution, removing events at large angles, neglecting acceptance

correction, ...

• None had a seizable effect.
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What is it? Possible answers:

• A statistical fluctuation. The chance of one bin fluctuating that much

(assuming all bins independent) is 0.5%.

• A peaking background nobody could think of. Something else, nobody

could think of...

• An underestimation of the theoretical uncertainty.

• If you dare to believe: New physics.
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The future!

• Everything I showed so far was performed on data from 2011.

• We have 2 fb−1 more to analyse, giving in total≈ 3000 events.

• What can we do with them?

• Goal would be to do a full angular analysis without folding.

• None of these studies is public yet, cannot show too much...

.
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Full angular analysis

• In principle would like to fit all observables at once to get the values and the

correlation matrix.

• Would also like to have a different (finer) binning scheme, to take steep

shapes better into account.

• And would like to disentangleB0 andB0.

• Would also like to have sunny weather every day.

• Realistic seems a full angular analysis with the same binning scheme - or

again folding with a finer binning scheme. But not both.

• It might also be possible to gain back the correlation matrix from toy studies.

This would allow folding (=more stable) fits and provide the same

information as the full analysis.
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Amplitude analysis

Status and prospects 10 / 20

q2 unbinned approaches to B0 ! K⇤0µ+µ�

1 Fit of decay amplitudes

⌅ Fit decay amplitudes AL,R
0,k,?

⌅ Provide general description of
B0 ! K⇤0µ+µ�

⌅ Parametrize q2 dependence
↵+ �q2 + � 1

q2

⌅ Can build observables out of
amplitudes
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Toys

2 Direct fit of Wilson coe�cients

⌅ Fit of four di↵. decay rate
d4�/d cos ✓` d cos ✓K d�dq2

⌅ Profit from theory tools, e.g.
EOS/SuperIso etc.

⌅ Input: angles, q2, decay flavour
⌅ Vary Wilson coe�cients,

nuisance parameters from theory
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Input welcome!
C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb• Si = fi(A

L
⊥, A

L
∥ , A

L
0 , A

R
⊥, A

R
∥ , A

R
0 ). Can we measure the amplitudes

directly?

• Need to parametrize q2 dependence: α+ βq2 + γ
q2

.

• Can in the end still build observables out of the amplitudes.

• Looks quite promising at the moment, but will be restricted to

q2 = 1− 6GeV2/c4 (as q2 parametrisation does not hold anywhere else).
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Moment analysis

• All angular terms are orthonormal.

• Basic linear algebra tells you: g =
∑

i cigi with ⟨gi||gj⟩ = δij

• ⇒ ci = ⟨g||gi⟩
• ⇒ To extract the angular coefficients, one can multiply distributions with

each other.

• Looks quite promising at the moment, but study is only in an early stage.

• A nice thing about the moment analysis: The S-wave terms are orthogonal

to all other (P-wave) terms, so they don't need special treatment.

• However, still need to care about acceptance correction.
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Other EW penguins

Status and prospects 16 / 20

⇤0
b ! ⇤µ+µ�

⌅ Baryonic FCNC, ⇤0
b has non-zero spin, but production pol. small

⌅ Performed most precise measurement of dB/dq2 with 1 fb�1

⌅ Significant signal only at high q2 Is this expected?

⌅ Will update with 3 fb�1, also search for ⇤0
b ! ⇤⇤(1520)µ+µ�
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SM predictions [PRD87 (2013) 074502]

C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[PLB B725 (2013) 25]

Status and prospects 15 / 20

B0
s ! �µ+µ�

⌅ Not self-tagging ! reduced number of observables (FL, S3,4,7, A5,6,8,9)

⌅ Clean selection due to narrow � resonance, less S-wave pollution than K⇤0

⌅ Angular observables in good agreement with predictions, B low

⌅ Updated analysis with 3 fb�1 will allow for 3D angular analysis
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C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[JHEP 1307 (2013) 084]

dashed - SM prediction, solid - normalised to measured BR

• There are other electroweak penguin decays which are sensitive to the same

underlying physics: B0
s → ϕµ+µ−, Λ0

b→ Λµ+µ−, ...

• Less events than forB0→ K∗0µ+µ−, angular analysis difficult.

• Isn't it fascinating that all branching fractions we measure are at the low end

of the prediction?
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Summary

• Presented the 2012 & 2013 analyses ofB0→ K∗0µ+µ−.

• Have seen some "interesting" effects in the 2011 data.

• Looking forward to analysing the 2011+2012 data.

• Atlas & CMS can analyse this decay as well...
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B+→ K+µ+µ−

Status and prospects 14 / 20

B+ ! K+µ+µ� ACP and resonance

Measure CP asymmetry

⌅ A
CP

= �(B�!K�µ+µ�
)��(B+!K+µ+µ�

)

�(B�!K�µ+µ�
)+�(B+!K+µ+µ�

)

= 0.000± 0.033
stat

± 0.005
syst

± 0.07
norm

⌅ Production/detection asymmetry controlled
using B+ ! J/ K+

⌅ Good agreement with SM prediction

Observation of µ+µ� resonance at high q2

⌅ Mass 4191+9

�8

MeV/c2, width 65+22

�16

MeV/c2

Significance > 6�

⌅ Compatible with known  (4160)

⌅ Amounts to ⇠ 20% of K+µ+µ� at high q2

No strong evidence for other modes

⌅ Treatment of res. in B0 ! K⇤0µ+µ�?
See also the � at low q2
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[PRL 111 (2013) 112003]

C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[PRL 111 (2013) 112003]

• Only angle θℓ and q
2 for description of decay:

1

Γ

dΓ
d cos θℓ

=
3

4
(1− FH) sin2 θℓ +

1

2
FH +AFB cos θℓ (1)

• Branching fraction smaller than forB0→ K∗0µ+µ−, but cleaner. About

1200 events to analyse in 1 fb−1.

• Good agreement with Standard Model, including resonance at high-q2

(compatible with ψ(4160)).
.
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B+→ K+µ+µ−

Status and prospects 13 / 20

B+ ! K+µ+µ� B and angular analysis
⌅ Decay described by q2 and one angle ✓`

1
�

d�(B+!K+µ+µ�)
d cos ✓`

= 3
4 (1� FH)(1� cos2 ✓`) +

1
2FH +AFB cos ✓`

⌅ Clean “high statistics” channel, 1232± 40 events in 1 fb�1

⌅ Good agreement with SM predictions
[Bobeth et al. JHEP 1201 (2012) 107], [Bobeth et al. JHEP07 (2011) 067]
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C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[JHEP 02 (2013) 105]
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B0
s→ ϕµ+µ−

Status and prospects 15 / 20

B0
s ! �µ+µ�

⌅ Not self-tagging ! reduced number of observables (FL, S3,4,7, A5,6,8,9)

⌅ Clean selection due to narrow � resonance, less S-wave pollution than K⇤0

⌅ Angular observables in good agreement with predictions, B low

⌅ Updated analysis with 3 fb�1 will allow for 3D angular analysis
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C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[JHEP 1307 (2013) 084]

• Very similar toB0→ K∗0µ+µ−, however, lessB0
s produced thanB0.

Only∼ 175 signal events in 1 fb−1.

• Decay is not self-tagging, as ϕ→ K+K−.

• Need to restrict to observables invariant underB0
s ↔B0

s : FL, S3,4,7,
A5,6,8,9.

• Only projections in one angles fitted, not full 3D-fit.

• Angular observables show good agreement with SM.

.
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B0
s→ ϕµ+µ−

Status and prospects 15 / 20

B0
s ! �µ+µ�

⌅ Not self-tagging ! reduced number of observables (FL, S3,4,7, A5,6,8,9)

⌅ Clean selection due to narrow � resonance, less S-wave pollution than K⇤0

⌅ Angular observables in good agreement with predictions, B low

⌅ Updated analysis with 3 fb�1 will allow for 3D angular analysis
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C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[JHEP 1307 (2013) 084]

dashed - SM prediction, solid - normalised to measured BR

• However the branching fraction is significantly lower than the SM prediction.
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Λ0
b→ Λµ+µ−

Status and prospects 16 / 20

⇤0
b ! ⇤µ+µ�

⌅ Baryonic FCNC, ⇤0
b has non-zero spin, but production pol. small

⌅ Performed most precise measurement of dB/dq2 with 1 fb�1

⌅ Significant signal only at high q2 Is this expected?

⌅ Will update with 3 fb�1, also search for ⇤0
b ! ⇤⇤(1520)µ+µ�
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SM predictions [PRD87 (2013) 074502]

C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[PLB B725 (2013) 25]

• Even less signal than forB0
s → ϕµ+µ−,∼ 80 events in 1 fb−1.

• Still most precise measurement of branching fraction.

• Basically no events at low q2 (but very large uncertainties).

.
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B+→ π+µ+µ−Status and prospects 17 / 20

Observation of B+ ! ⇡+µ+µ�
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⌅ b ! d FCNC, in the SM suppressed by ⇠ |Vtd/Vts|2 wrt. b ! s

⌅ SM prediction B(B+ ! ⇡+µ+µ�) = (2.0±0.2)⇥10�8 [PRD77 (2008) 014017]

⌅ LHCb observes 25.3+6.7
�6.4 signal candidates in 1 fb�1, Significance 5.2�

⌅ Measured B(B+ ! ⇡+µ+µ�) = (2.3± 0.6stat ± 0.1syst)⇥ 10�8,
good agreement with SM

⌅ Update will be more precise, allow for |Vtd/Vts| measurement
Depends on FF ratio

C. Langenbruch (CERN), Implications 2013 B ! (K,K⇤,�)`+`� from LHCb

[JHEP 1212 (2012) 125]

• b→ d process, suppressed by |Vtd/Vts|2 compared to b→ s

• LHCb observed∼ 25 signal candidates in 1 fb−1..

• Measured branching fraction of: (2.3± 0.6± 0.1) · 10−8, in good

agreement with Standard Model.
.
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More penguins

• B0→ K∗0e+e−: Interesting at low q2, where muon mass cannot be

neglected anymore.

• More EW penguin measurements: CP asymmetry and isospin asymmetry in

B0→ K∗0µ+µ−,B+→ K+µ+µ−.

• None of the other modes (except isospin asymmetry) shows such a large

deviation.

• However, none of the other modes has the same sensitivity to "P ′
5-physics"

asB0→ K∗0µ+µ−.

.
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BDT input variables

• the B0
pointing to the primary vertex, flight-distance and IP χ2

with183

respect to the primary vertex, pT and vertex quality (χ2
);184

• the K∗0
and dimuon flight-distance and IP χ2

with respect to the pri-185

mary vertex (associated to the B0
), pT and vertex quality (χ2

);186

• the impact parameter χ2
and the ∆LL(K − π) and ∆LL(µ− π) of the187

four final state particles.188

When training the BDT selection, B0 → K∗0J/ψ candidates from the 2010189

data were used as a proxy for the signal and B0 → K∗0µ+µ−
candidates190

from the upper mass sideband were used as a background sample. Half of191

the candidates were used for training (corresponding to 18 pb
−1
) and the192

remaining half used to test the performance of the BDT.193

3.4 Specific background and vetoes194

The decays B0 → K∗0J/ψ and B0 → K∗0ψ(2S) are treated separately in195

the analysis due to the different underlying physics that contributes in the196

decays. Event in the regions 2946 < mµ+µ− < 3176 MeV/c2 and 3586 <197

mµ+µ− < 3766 MeV/c2 for B0→ K∗0J/ψ and B0→ K∗0ψ(2S) are removed198

from the analysis. In addition the veto was extended to the region 2796 <199

mµ+µ− < 3176 MeV/c2 and 3436 < mµ+µ− < 3766 MeV/c2 for the events200

mKπµ+µ− < 5230 MeV/c2, to account for the radiative tail of the J/ψ decay.201

The veto was also extended to the region 3176 < mµ+µ− < 3201MeV/c2,202

to account for a misreconstructed tail of the J/ψ decay. This is shown in203

Fig. ??. Combinatorial background events are also removed by extending204

the veto regions. In order to correct for this, the remaining candidates in205

the bins of q2 adjacent to the J/ψ and ψ(2S) in the affected K+π−µ+µ−
206

invariant masses regions are re-weighted according to the fraction of the q2207

bin removed by the extending the vetoes.208

In addition a number of specific background were considered in this anal-209

ysis and the following additional vetoes have been applied:210

• B0 → K∗µ+µ−
with K ↔ π misidentification. This is dealt with by211

requiring KDLLKπ + 10 < πDLLKπ for events where the swapped212

mass hypothesis K ↔ π is in the region 792 < mKπ < 992.213

• B0 → J/ψK∗
where a muon is misidentified and swapped with the pion214

or kaon. This background is removed by rejecting candidates where215

the pion/kaon passes the IsMuon requirements or has DLLµπ > 5.0216

if the K+µ−
or π−µ+

mass is in the range [3036, 3156] MeV/c
2
, after217

exchanging the π/K with the muon mass hypothesis.218

9
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Possible interpretations (I)
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FIG. 1: Fit to (CNP
7 , CNP

9 ), using the three large-recoil bins
for B ! K⇤µ+µ� observables, together with B ! Xs�, B !
Xsµ

+µ�, B ! K⇤� and Bs ! µ+µ�. The dashed contours
include both large- and low-recoil bins, whereas the orange
(solid) ones use only the 1-6 GeV2 bin for B ! K⇤µ+µ�

observables. The origin CNP
7,9 = (0, 0) corresponds to the SM

values for the Wilson coe�cients CSM
7e↵,9 = (�0.29, 4.07) at

µb = 4.8 GeV.

and dileptonic decays, lead to contours in the (CNP
7 , CNP

9 )
plane similar to Fig. 1.

We would like to understand whether this conclusion
is due to peculiarities of individual bins. For this pur-
pose we repeat the analysis restricting the input for the
B ! K

⇤
µ

+
µ

� observables to [1, 6] GeV2 bins, exploiting
several theoretical and experimental advantages. Such
wider bins collect more events with larger statistics. Fur-
thermore, some theoretical issues are less acute, such as
the e↵ect of low-mass resonances at very low q

2 . 1
GeV2 [36], or the impact of charm loops above ⇠ 6
GeV2 [37]. On the other hand, integrating over such a
large bin washes out some e↵ects related to the q2 depen-
dence of the observables, so that we expect this analysis
to have less sensitivity to NP [15]. This can be seen in
Fig. 1, where the regions in this case are indicated by
the orange curves, and as expected the constraints get
slightly weaker. In addition, due to the fact that the-
oretical uncertainties happen to increase moderately for
large negative NP contributions to C9, the constraints are
looser in the lower region of the (CNP

7 , CNP
9 ) plane. We

emphasise that even in this rather conservative situation
the main conclusion (a NP contribution CNP

9 ⇠ �1.5)
still prevails, whereas the SM hypothesis has still a pull
of 3.2�.

We illustrate the improvement gained by shifting C9 in
Fig. 2, where we show the predictions for CNP

9 = �1.5

(and other CNP
i

= 0) for the observables P2, P 0
4 and P

0
5,

together with the experimental data and SM predictions.
In particular, we observe how the various observables de-
scribed in Sec. 1 change for CNP

9 < 0. If the data is in
general well reproduced in this scenario, there are still a
few observables di�cult to explain theoretically. Looking
at Fig. 2, the most obvious cases are hP 0

5i in the first and
third bins. One can see there is a tension between these
two bins: more negative values for CNP

9 reproduce bet-
ter the third bin, but drive the first bin upwards, whose
experimental value is consistent with the SM. A similar
situation happens with the second and third bins of hP2i,
although in this case a good compromise is achieved.

Concerning the individual constraints to the fit, the
large-recoil bins for P2 and P

0
5 both favour the same

large region away from the SM in the (CNP
7 , CNP

9 ) plane,
providing a negative correlation between CNP

7 and CNP
9 .

B ! X

s

� selects values of CNP
7 close to the SM value,

leading to the combined (smaller) region shown in Fig. 1.
To be more quantitative, we have considered the pulls
obtained by removing in turn one or two observables
from the fit. We find that the largest pulls are as-
sociated to hP 0

5i[4.3,8.68], B ! X

s

�, hP2i[14.18,16] and
hP 0

4i[14.18,16]. B ! X

s

� has a large pull because it plays a
very important role in disfavouring a scenario with large
and negative CNP

7 , which can mimic the CNP
9 scenario in

B ! K

⇤
µ

+
µ

� observables. The observables hP 0
5i[4.3,8.68]

and hP2i[14.18,16] pull in di↵erent directions: the former
favours more negative and the latter less negative values
for CNP

9 , while the best fit point lies somewhat in the
middle, with or without these observables. On the other
hand hP 0

4i[14.18,16] has a marginal e↵ect on the results of
the fit.

The role of individual observables is confirmed by
comparing our analysis with the preliminary results in
Ref. [25], performed in the same framework, but with
only P1,P2 and AFB as inputs for B ! K

⇤
µ

+
µ

�, lead-
ing to a 3� deviation from the SM in the (CNP

7 , CNP
9 )

plane (in our present analysis, this e↵ect is magnified by
the addition of P 0

4,5,6,8 [20] among the observables). We
emphasise the importance of choosing the right set of ob-
servables among the three correlated inputs AFB, P2, FL

:
F

L

has a very significant dependence on the choice of
form factors (Fig. 5), which is less acute in the case of
AFB and P2, so that the choices (F

L

, P2) or (F
L

, AFB)
[38] lead to results that are more biased by the specific
parametrisation of form factors considered and less sen-
sitive to NP compared to (AFB, P2) [25]. For this rea-
son, we use AFB instead of F

L

in our analysis. We have
checked by two di↵erent procedures (NLO QCD factori-
sation and naive factorisation) that the 3� deviation re-
ported in Ref. [25] using [1-6] bins gets reduced to around
1 � if F

L

is used as an input instead of P2 or AFB (in
agreement with Ref. [38], where F

L

is used).
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FIG. 2: Comparison between the SM predictions (gray boxes), the experimental measurements (blue data points) and the
predictions for the scenario with CNP

9 = �1.5 and other CNP
i = 0 (red squares).

3. ROBUSTNESS OF THE RESULTS

In view of the results of the previous section, it is im-
portant to assess the robustness of the NP interpretation
for the B ! K

⇤
µ

+
µ

� anomaly and how stable the con-
clusion CNP

9 < 0 is, taking into account potential pollu-
tion from SM sources mimicking a negative CNP

9 .

3.1. Charm Loop

One of the key sources of uncertainty in the extraction
of C9 from B ! K

⇤
µ

+
µ

� is related to the charm-loop
contribution (subsequently decaying through a photon
into a dilepton pair) coming from the insertion of 4-quark
current-current (Oc

1,2) or penguin operators (O3�6). The
contributions from Oc

1,2 are particularly important since
the Wilson coe�cients are numerically large and the pro-
cesses are not CKM suppressed. This contribution can
be described through a short-distance (perturbative) con-
tribution, which exhibits a noticeable sensitivity to the
value of m

c

near the threshold of cc̄ production, and
a long-distance (non-perturbative) contribution which is
di�cult to assess.
The perturbative charm-loop contribution is usually

absorbed into the definition of Ce↵
9 (q2) = C9 + Y (q2) [22]

and is given at leading order by

Y

c(q2,m
c

) = � 4

27
(4C1 + 3C2 + 18C3 + 180C5)⇥ (5)

⇥

ln

m

2
c

µ

2
� 2

3
� z + (2 + z)

p
|z � 1| arccot

p
(z � 1)

�

where z = 4m2
c

/q

2. There is a threshold at q2 = 4m2
c

'
6 GeV2, above which Eq. (5) must be continued ana-
lytically and an imaginary part is generated. The real
part exhibits a cusp at this threshold, whose exact po-
sition depends on m

c

. There is a significant variety of
choices in the literature concerning the value of m

c

for
such computation, for instance the pole mass (around 1.4
GeV) [22], the MS mass at the scale µ = m

c

(around 1.27
GeV) [39] or the same mass at the scale µ = 2m

c

(around
1 GeV) [37]. Following Ref. [21], we take the second op-
tion and perform the computation of B ! K

⇤
µ

+
µ

� ob-
servables with a reference value m

c

= 1.27 GeV. We can
study the dependence on m

c

by reinterpreting its change
as a shift in the value of C9, given by:

�Ccc̄,pert
9 = Re[Y c(q2,m

c

)� Y

c(q2,m
c

)] . (6)

The same analysis can be performed for the imaginary

[Phys. Rev. D 88, 074002 (2013)]

• Matias et al. did a combined fit of observables ofB0→ K∗0µ+µ−,

B0
s → µ+µ−,B0→ K∗0γ to extract the Wilson coefficients.

• Split Wilson coefficients in C(′)
i = C(′)

i,SM + C(′)
i,NP

• Determine best fit point and confidence intervals.

• Looks like a clear case for NP....
.55
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Possible interpretations (II)
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Figure 3: Constraints in the CNP
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9

[arxiv:1308.1501]

• Straub et al. did a combined fit of observables ofB0→ K∗0µ+µ−,

B+→ K+µ+µ−,B0
s → µ+µ−,B0→ K∗0γ. They also included

results from other experiments besides LHCb.

• The trend is the same as for Matias et al., however the picture is a bit less

clear..
.56
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FIG. 2. Credibility regions of the Wilson coe�cients C
7,9,10 obtained from the fit of the full dataset after the EPSHEP 2013

conference at 68% CL (dark red) and 95% CL (light red). The SM-like solution A (upper row) and the flipped-sign solution B
(lower row) are magnified. Overlaid are the results of the selected experimental inputs at 68% CL (blue, solid line) and 95%
CL (blue, dashed line). The black diamond and the black cross represent the projections of the SM point and the best-fit point
to the respective 2D plane.

the findings of [46], where the sign-flipped solution B
had been discarded. However, in our results the 2D-
marginalized posterior shows merely a ' 2� deviation
from the SM, in contrast to the 3.2� significance stated
in [46]. The ratio of posterior masses is RA : RB = 47% :
53%, slightly in favor of the flipped-sign solution.

For the full dataset we obtain similarly the solutions
A and B. As in the case of SM(⌫-only), the p values sig-
nificantly reduce compared to the selection data, but still
indicate a good fit at 0.13 and 0.12, respectively. Con-
trary to the selection, solution A is now strongly favored
over solution B as indicated by the posterior masses,
RA : RB = 74% : 26%, underlining the importance of
a combined analysis of all available experimental data
rather than a selected subset.

As can be seen in fig. 2, the SM lies within the 1�
credibility regions of all 2D-marginalized posterior distri-
butions. With the updated experimental data, the cred-
ibility regions are reduced in size by roughly a factor of
two when compared to our previous results [30]. For the
1D credibility regions we refer to tab. IX, which yield at
68% CL in solution A

�
7

= 0.0+0.03
�0.04 , �

9

= �0.3+0.6
�0.5 , �

10

= �0.3+0.5
�0.4 .

The authors of [47] do not consider a scenario of simulta-
neous NP contributions to C

7,9,10, but only single-Wilson-
coe�cient scenarios C

7

and C
9

, the two-Wilson-coe�cient
scenario C

7,9 and the full set of Wilson coe�cients of
SM+SM0. Their results show a decrease of |�

7

| once
allowing for NP contributions to C

9,10 in the ballpark of

our findings2. The NP contributions �
9

and �
10

are also
found to be preferentially negative.

The situation of the P 0
5

anomaly is the same as in the
SM(⌫-only) fit, and the modifications to the posterior

distributions of ⇣
L(R)�
K⇤ , � =?, k, 0 are of the same type

and roughly the same size for both datasets. The same
applies to the postdiction hP 0

5

i
[1,6] given in tab. VIII. The

pull value of hP 0
5

i
[1,6] decreases only little from 2.1� in

the SM(⌫-only) fit to 1.6� in the SM fit when allowing
for NP contributions to C

7,9,10, however, the tensions in
other measurements are not eased.

Assuming the prior ranges were shrunk to only one
eighth of the nominal ranges in the SM scenario, and
still fully contained A, an individual fit to the SM-like
solution A would yield

P (SM|full)
P (SM(⌫-only)|full)

���
A
= 1 : 100 . (IV.7)

In the absence of substantial improvements in the
handling of subleading contributions to the B !
K(⇤)`+`� amplitudes and given the statistical evaluation,
we are therefore forced to conclude that the SM interpre-
tation of the data is more economical than a New Physics
hypothesis.

2 Note that in [47] Wilson coe�cients are determined at the scale
µ = 160 GeV but RGE e↵ects are only of concern for �

7

.

[arxiv:1310.2478]

C7

C9

• Van Dyk et al. did a Bayesian analysis using observables of

B0→ K∗0µ+µ−,B+→ K+µ+µ−,B0
s → µ+µ−,B0→ K∗0γ

(and other information) where the QCD-uncertainties were allowed to float

(using a prior).

• They conclude: "In the absence of substantial improvements in the handling

of subleading contributions to theB0→ K∗0µ+µ− amplitudes and

given the statistical evaluation, we are therefore forced to conclude that the

SM interpretation of the data is more economical than a New Physics

hypothesis.".
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Likelihood for P ′
5, bin 3
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)LJXUH ����� )LJXUH��D��VKRZV�WKH�SURMHFWLRQ�RI �WKH�SURILOH�OLNHOLKRRG�RI P ′
4 LQ�ELQ��� 1RWH

WKH�VOLJKWO\�DV\PPHWULF�FXUYH� )LJXUH��E��VKRZV�WKH�SURMHFWLRQ�RI �WKH�SURILOH
OLNHOLKRRG�RI P ′

5 LQ�ELQ���

− ORJL = −
N∑

i=1

wi ORJ (SGI(xi)) �����

− ORJL′
= −

N∑

i=1

w2
i ORJ (SGI(xi)) �����

,Q�VLWXDWLRQV�ZKHUH P ′
i LV�IDU�DZD\�IURP�WKH�ERXQGDU\� ERWK�PHWKRGV�\LHOG�UHVXOWV�ZKLFK�DUH

YHU\�FORVH�

7KH�UHVXOWV�RI �WKH�PD[LPXP�OLNHOLKRRG�ILWV�IRU�DOO�IRXU P ′
i DUH�VKRZQ� LQ�7DEOH ���� $OO

XQFHUWDLQWLHV�DUH�FDOFXODWHG�E\�VFDQQLQJ�WKH�OLNHOLKRRG�H[FHSW�WKH�IRXUWK�ELQ�IRU P ′
5 DQG�WKH

ORZHU�ERXQG�IRU�WKH�VL[WK�ELQ�RI P ′
5 ZKLFK�ZHUH�FDOFXODWHG�XVLQJ�WKH�FRYDULDQFH�PDWULFHV�RI

WKH�ILW� ,Q�WKHVH�FDVHV� LW�LV�SRVVLEOH�WKDW�WKH�QHJDWLYH�HUURU�H[SDQGV�EH\RQG�WKH�ERXQGDU\�
)XUWKHUPRUH� WKH�VL[WK�ELQ�RI P ′

5 LV�RXWVLGH�WKH�DOORZHG�UHJLRQ�ZKHQ�FDOFXODWHG�ZLWK�WKH
PHWKRG�GHVFULEHG�LQ�6HFW� ������ +RZHYHU� WKH�ILW�VWLOO�FRQYHUJHV�QRUPDOO\� 7KLV�LV�PRVW
OLNHO\�GXH�WR�D�VWDWLVWLFDO�IOXFWXDWLRQ�ZLWK�WKH�SDUWLFXODU�YDOXHV�UHDOLVHG�LQ�FROOLVLRQ�GDWD�EHLQJ
DQ�©DOORZHG�LVODQGª�LQ�WKH�QRQ�DOORZHG�UHJLRQ� $Q�H[DPSOH�RI �D�ILW�SURMHFWLRQ�LQ�WKH�LQYDULDQW
PDVV�DQG�WKH�WKUHH�DQJOHV�LV�JLYHQ�LQ�)LJ� ����

���

• (Profile) likelihood for P ′
5 in bin 3.

.
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