
Department of Physics and Astronomy

University of Heidelberg

Master thesis

in Physics

submitted by

Sarah Philips

born in Fürth

2023





Characterizing a High-Resolution Imaging System
for the Dysprosium Experiment

This Master thesis has been carried out by Sarah Philips

at the

Ruprecht Karl University of Heidelberg

under the supervision of

Prof. Dr. Lauriane Chomaz





Abstract

The Dysprosium Lab of the Quantum Fluids group at the University Heidelberg ex-
plores a dipolar Bose-Einstein Condensate of dysprosium, the most magnetic atom.
Ultracold quantum gases, with their tunable interactions, are an ideal platform to
observe quantum phenomena, while the dipolar regime enables additional degrees of
control. In this thesis, the characterization of a high-resolution imaging system is
presented. Using a test setup, the optical assembly was prepared and the properties
of the custom-designed microscope objective with a numerical aperture of 0.6 were
investigated carefully. To check its overall performance, a nanopore target was used
together with the four different wavelengths of interest for the experiment. Theoreti-
cal thoughts as well as experimental results of the measurements are discussed. The
minimal observed resolution was 483 nm at a wavelength of 405 nm. Over the whole
field of view, the average resolution was (0.60± 0.13)µm at the same wavelength. Ad-
ditionally, properties like depth of field, tilt behavior, and chromatic focal shift were
observed and an alignment procedure was tested. The setup was transferred into the
main experiment and will be used to image the atomic cloud.

Kurzfassung

Im Dysprosium Labor der Quantum Fluids Gruppe an der Universität Heidelberg
wird dipolare Bose-Einstein-Kondensation von Dysprosium-Atomen in einem neuar-
tigen experimentellen Aufbau erforscht. Ultrakalte Quantengase sind eine ideale Platt-
form, um Quantenphänomene zu beobachten, da sie steuerbare Wechselwirkungen
ermöglichen, während das dipolare Regime weitere Freiheitsgrade mit sich bringt. In
dieser Arbeit wird die Charakterisierung eines hochauflösenden Abbildungssystems
präsentiert. Mit einem Testaufbau wurde das optische Equipment geprüft und die
Eigenschaften des individuell gestalteten Mikroskopobjektivs sorgfältig bestimmt. Um
dessen generelle Leistung zu testen, wurden Nanoporen als Referenz gemeinsammit vier
verschiedenen Wellenlängen verwendet, die für das Experiment von Interesse sind. Die
theoretischen Überlegungen sowie die experimentellen Ergebnisse der Messungen wer-
den diskutiert. Die minimal gemessene Auflösung war 483 nm bei einer Wellenlänge von
405 nm. Über das gesamte Sichtfeld ist die durchschnittliche Auflösung (0.60±0.13)µm
bei derselben Wellenlänge. Zusätzlich wurden Eigenschaften wie die Tiefenschärfe, das
Verhalten unter Neigungswinkel und die chromatische Fokalverschiebung gemessen und
ein Justierungsschema getestet. Der Aufbau wurde in das Experiment transferiert und
soll dort genutzt werden, um die Atomwolke mit hoher Auflösung abzubilden.
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1 Introduction

In 2001, Nobel laureate in Physics Wolfgang Ketterle stated that ”Bose-Einstein con-

densation is one of the most intriguing phenomena predicted by quantum statistical

mechanics” [1]. The quest to create and study ultracold quantum gases has revolution-

ized our understanding of quantum mechanics and has led to breakthroughs in several

different fields [2]. From simulating exotic condensed matter systems to probing new

states of matter, ultracold quantum gases have opened up new possibilities in scientific

research [3]. Moreover, they have enabled the development of advanced technologies,

including ultra-precise atomic clocks [4], quantum simulators [5], and quantum comput-

ers [6]. One goal in the ultracold atom community is to gain local control and probing

capability. An important tool are atom-light interactions, providing new methods for

optical trapping and detection of neutral atoms as they enable strong control, optical

manipulation, and high-resolution detection [7]. A particular strength is the number

of detection methods that are available. By tailoring the detection process, specific

scientific questions can be explored in the experiment. The images provide crucial

information for investigating the properties of the atomic gas. One tool to achieve this

is an imaging system including a microscope objective to probe the ultracold atomic

cloud with high resolution. For now, this local control imaging has been little used in a

setting with dipolar quantum gases while new physics have been observed in these sys-

tems. Due to the long-range and anisotropic dipole-dipole interactions competing with

isotropic short-range contact interactions, new phenomena, such as quantum droplets

and supersolids, were observed [8].

Outline: In this thesis, the characterization of a microscope objective for a high-

resolution imaging system will be presented. This includes the description of a test

setup and measurements for determining specific properties. The gained knowledge

was used to implement the imaging system into the ultracold atom experiment with

dysprosium at the Quantum Fluids group in September 2023.

Chapter 2 will introduce the field of ultracold quantum gases with a focus on Bose-
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Chapter 1 Introduction

Einstein condensates. Since the here presented cold atom experiment is carried out

with dysprosium, this element will be described by discussing its important properties.

Subsequently, the experimental setup in its current status will be outlined in order

to relate to the specific requirements that are set for the imaging system. Finally,

the technique of absorption imaging, which is used for high-resolution imaging in our

experiment, will be explained.

In Chapter 3, the theoretical concepts of imaging systems will be discussed for a better

understanding of limitations and expectations for the experimental work. Thereby, the

simulations of the optical performance and the underlying assumptions performed in

the context of this thesis will be presented, as well as possibly occurring image errors.

A description of the custom-designed microscope objective, which is the basis of the

high-resolution imaging setup, will be given in Chapter 4. The specific properties of

this essential component will be defined in order to give a basis for the characterization

measurements.

The test setup design will be sketched in Chapter 5, giving specifications of the indi-

vidual parts. The measurements carried out within this test setup will be described,

and by presenting the results, the performance of the objective will be characterized.

The alignment procedure to ensure the best possible results will be described as well.

In Chapter 6, the implementation of the high-resolution imaging setup in the experi-

ment will be outlined. The changes with respect to the test setup due to the mechanical

constraints will be explained.

Chapter 7 will provide a summary of the thesis followed by an outlook on the future

prospective of the experiment.
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2 The Dysprosium Experiment

In the Dysprosium laboratory of the Quantum Fluids group at the University Heidel-

berg, a cold atom experiment has been constructed under the supervision of Lauriane

Chomaz. This experiment aims to study quantum degenerate gases of dysprosium

atoms in low dimensions. In this chapter, section 2.1 introduces the field of ultracold

quantum gases, while section 2.2 describes the most important properties of dyspro-

sium. Section 2.3 offers an overview of the experimental setup with its custom me-

chanical design. Finally, the technique of absorption imaging that will be used in the

experiment to depict the atoms is explained in 2.4.

2.1 Ultracold Quantum Gases

Ultracold quantum gases are composed of atoms or molecules whose motion and inter-

actions are precisely controlled and manipulated at the quantum level. They provide an

ideal platform for exploring a wide range of quantum phenomena, such as Bose-Einstein

condensation, fermionic superfluidity, quantum chemistry, and more.

One of the pioneering experiments in cold atom physics is the creation of a Bose-

Einstein Condensate (BEC), where a dilute gas of bosonic atoms is cooled to extremely

low temperatures close to absolute zero [2]. When the temperature falls below the criti-

cal temperature TC in the Microkelvin regime, the system undergoes a phase transition.

A macroscopic fraction of the bosons in the gas populates the lowest quantum state,

forming a single quantum mechanical wave. Cooling techniques, such as laser cooling

and evaporative cooling, are employed to lower the temperature of the bosons to the

ultra-cold regime. In addition, the bosons must be trapped within a specific volume.

Various methods, such as magnetic traps or optical traps are used for confinement. The

density of particles in the trapping volume must be sufficiently high to achieve a large

phase space density of the system to cross the phase transition. Since the background

gas is very hot compared to the trapped atoms, any collision will lead to atom loss. By

conducting experiments under a vacuum environment, the density of background gas
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Chapter 2 The Dysprosium Experiment

molecules is greatly reduced, minimizing collisions and preserving the ultracold state.

The field has been a subject of great interest as it offers new insights into the behavior

of matter at the quantum level.

After many efforts in the experimental techniques of laser trapping and cooling, the

first Bose-Einstein-Condensations of rubidium and sodium were achieved in 1995. Both

accomplishments were honored with the Nobel prize in 1997 [9, 10, 11], and in 2001

[12, 1], respectively. Another important step in the field of ultracold quantum gases

was the realization of an optical dipole trap, allowing to hold atoms independent of

their spin state and at various magnetic offset fields [13]. Confining the atoms in an

optical lattice allows to observe quantum phase transitions like the bosonic superfluid

to Mott transition [14]. When changing the dimensionality of the gas from 3D to lower

dimensions, further effects can be observed, e.g. the Berezinsky–Kosterlitz–Thouless

phase transition [15]. In the meantime, more elements were cooled to degeneracy, such

as atomic hydrogen [16] and several alkali metals [17, 18, 19, 20]. Each of them comes

with own challenges and prospects due to different physical properties. While the so far

mentioned elements interact mainly through short-range contact interactions, atoms

with large magnetic dipole moments offer the opportunity to use dipole-dipole inter-

actions. This was first achieved with a dipolar BEC of chromium in 2005 [21]. Other

elements followed, including dysprosium in 2011 [22]. Based on that, novel many-

body quantum states were discovered, such as quantum droplets, droplet crystals, and

supersolids [8]. Besides the preparation of the atomic cloud itself, precise detection

techniques are an important part of these experiments to provide detailed insights into

the processes. Common imaging methods allow to extract the momentum-space distri-

bution of atomic clouds with time-of-flight measurements or to detect even individual

atoms locally in two dimensions with quantum gas microscopes [7].

2.2 Properties of Dysprosium

Dysprosium is a chemical element that belongs to the lanthanide series of the periodic

table and has an atomic number of 66. It was first discovered in 1886 by Paul Émile

Lecoq de Boisbaudran, a French chemist. The name ”dysprosium” is derived from the

Greek word ”dysprositos”, which means ”hard to get.” This name reflects the difficulty

in isolating this element from a holmium mineral in which it was found [23]. It was first

isolated by the French chemist George Urbain in 1906. Dysprosium is a silvery metal
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Chapter 2 The Dysprosium Experiment

Isotope 160Dy 161Dy 162Dy 163Dy 164Dy
Abundance [%] 2.3 18.9 25.5 24.9 28.3
Atomic mass [u] 159.93 160.93 161.93 162.93 163.93
Statistics boson fermion boson fermion boson

Table 2.1: Abundances and properties of the most common stable dyspro-
sium isotopes [23].

and is relatively stable in air at room temperature but can tarnish when exposed to

moist air [24]. It is classified as a rare earth element due to its presence in the Earth’s

crust alongside other rare earth elements [25]. As many other lanthanide elements, Dy

has a high melting temperature of 1412◦C [26].

In nature, dysprosium has several stable isotopes, shown in Table 2.1. Four of them

have relatively similar abundances, two of them follow bosonic statistics, and the other

two follow fermionic statistics. In the here presented experiment, measurements are

carried out with 164Dy, the most abundant isotope.

With its 66 electrons, the ground state electronic contribution of dysprosium is

[1s22s22p63s23p63d104s24p64d105s25p6]Xe 4f
106s2 , (2.1)

where the 54 electrons of the inner shell exhibit the structure of Xenon [26]. The

closed outer 6s shell is filled by two electrons leading to convenient electronic tran-

sitions for laser cooling. In the 4f orbital, three electron pairs are formed and four

electrons remain unpaired. This leads to an orbital angular momentum of L=6 and

a total angular momentum of J=8 in the ground state, which can be written as 5I8

in spectroscopic notation. The large electronic angular momentum is one of the most

important characteristics of Dy, as it results in the largest magnetic moment among

all elements in the periodic table, along with holmium. The magnetic moment of Dy

is about 10 times larger than that of alkali atoms, hence it is a suitable quantum gas

for studying dipolar interactions in a quantum system. This dipole-dipole interaction

leads to long-range, anisotropic forces between dysprosium atoms, in contrast to the

short-range, isotropic contact interactions.

Due to the complex level structure, the excitation spectrum of Dy is complex and offers

many different decay channels. A small part of the level structure is shown in Figure

2.1. The broadest transition line at 421 nm between ground state J = 8 and final state

J ′ = 9 has a decay rate of Γ/2π = 32.2MHz. It can be used for the first cooling and
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Figure 2.1: Energy level diagram of dysprosium for the levels of total elec-
tronic angular-momentum quantum number J = 8 and J = 9. The color of
the energy states indicate their parity, where red relates to even and blue
to odd parity. The used transitions are indicated with arrows, where the
thickness of the arrows corresponds to their linewidths. Figure from [27].

deceleration processes [28]. Due to the large transition linewidth ∆ν, laser slowing and

cooling are very efficient, allowing to capture atoms with large velocities. However,

the minimal temperature achievable via standard laser cooling (Doppler temperature)

is limited by the short lifetime of the excited state 1/Γ and calculates to 774µK. For

cooling to lower temperatures, a narrow transition has to be chosen that comes with a

smaller velocity at which the atoms can be captured. The 626 nm transition with its

transition rate of Γ/2π = 136 kHz can be used, providing a lower Doppler temperature

of 3.2µK due to its narrow linewidth.

With its strong magnetic properties and complex energy levels, dysprosium is an in-

teresting element for quantum physics experiments. It is notable for its numerous

Feshbach resonances, which are effective tools for manipulating the short-range inter-

actions of an ultracold gas [29]. The s-wave scattering length of a colliding pair of

atoms exhibits a dependency on the magnetic field due to the presence of bound states
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in different scattering channels, weakly coupled to the entrance collision channel. The

energy of the closed channel can be shifted up and down relative to the energy of the

entrance channel by applying a uniform magnetic field and tuning its strength [30].

When the scattering length is negative, the atoms are attracted to each other, while a

positive scattering length indicates repulsion. The magnetic Feshbach resonances can

be used to tune the relative strength of the short-range interactions and the long-range

dipole-dipole interaction [31]. The complex level structure and coupling mechanisms

of dysprosium give rise to a high density of narrow Feshbach resonances. This can be

exploited to investigate different interaction regimes leading to exotic quantum states

like dipolar quantum droplets and quantum ferrofluids [8]. These states exhibit unusual

properties that are not observed in classical systems and provide valuable insights into

fundamental quantum physics.

2.3 Experimental Setup

In the Dysprosium Lab in Heidelberg, we are building a new-generation experiment to

cool and trap dysprosium atoms. The aim is to examine the gas in lower-dimensional

space and create traps with tailorable and dynamically tunable geometries. The ex-

perimental setup consists of a vacuum system with several components, as depicted

in Figure 2.2. A high-temperature oven is used to reach the melting point of dys-

prosium atoms at T ≈ 1300◦C. The hot jet of atoms heads towards the vertical two-

dimensional magneto-optical trap (2D-MOT) chamber, where the atoms are slowed

down and trapped in two dimensions by four crossing 421 nm laser beams, and a mag-

netic field. This confinement allows the atoms to move only along one horizontal axis.

The 2D-MOT design is further described in [27] and [32]. A push beam transfers the

atoms through a differential pumping stage into the science chamber, also called the

main chamber, in an ultra-high vacuum environment with pressure below 10−11mbar.

The atoms are captured in a 3D-MOT consisting of six crossing 626 nm laser beams

and a set of four coil pairs. Details can be found in [33], [34], and [35]. The science

chamber itself is octagonal shaped and is made of stainless steel. It contains eight

CF40 flanges on the sides and two CF100 flanges on top and bottom to ensure optical

access for the imaging system. Four of the 3D-MOT beams enter the chamber from the

sides and two from the top and bottom. In the summer of 2023, we further improved

the setup and realized a 3D-MOT with only five instead of six beams by removing

the top beam. The downward restoring force is provided by gravity, while the power

7
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SOLIDWORKS Lehrprodukt. Nur für Lehrzwecke.

Figure 2.2: Experimental overview: The atoms from the hot jet produced
in the high-temperature oven are captured in the 421 nm 2D-MOT (blue
arrows), redirected to the main chamber and captured again in the 636 nm
3D-MOT (red arrows). From there, the atoms are loaded into an 1064 nm
optical dipole trap and evaporative cooling is performed to reach the BEC
regime.

and detuning of the vertical, upward propagating beam are adjusted in order to com-

pensate for this effect. By decreasing the light detuning and intensity of the beams,

the MOT is compressed. Afterward, the atoms are loaded into an optical dipole trap

made of two crossing beams with a wavelength of 1064 nm [36]. Here, the evaporative

cooling process is performed, where the depth of the trapping potential is reduced,

which allows the most energetic atoms to escape from the trap. Due to interactions

between the atoms, they thermalize and a new thermodynamical equilibrium emerges.

The mean kinetic energy of the remaining particles is smaller, resulting in the reduction

of the overall temperature of the system. Eventually, as the temperature drops low

enough, a transition to Bose-Einstein condensation will occur. At this point, degener-

ation is achieved. The Bose-Einstein condensate is formed by a surfboard-shaped trap

potential and can be further explored.

Four imaging setups along the horizontal axes are already included in the experiment

8
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[37]. The main imaging system along the vertical axis that contains the microscope

objective is currently in the building phase. It is mounted above the main chamber

on an additional layer of breadboards. An imaging beam crosses the chamber and

objective from below. This optical setup, as well as the absorption imaging technique

and the implementation in the experiment, will be further explained in the course of

this thesis.

The next steps to expand this setup in the near future are adding an accordion lattice

to reduce the expansion of the atomic cloud to two dimensions, as well as adding a

Digital Micromirror Device (DMD) for generating arbitrary trapping potentials. The

accordion lattice setup will consist of two crossing 532 nm laser beams entering the main

chamber from the side and creating sheets of light with variable spacing in the plane of

the atoms. This is described in more detail in [38] and [39]. A DMD is an array of small

mirrors that can be flipped individually to reflect light in or out of the optical path.

Thereby, the intensity profile of a laser beam is modulated such that any potential can

be projected onto the atoms. A more detailed description can be found in [40]. The

DMD setup will be combined with the vertical imaging. Therefore, the coating of the

microscope objective is chosen to be suitable for four different wavelengths in order to

combine both optical systems.

2.4 Imaging Techniques

In cold atom experiments, the detection typically consists of imaging the gas density in

two spatial directions. To determine the density distribution, different optical imaging

techniques can be used, e.g. fluorescence imaging, absorption imaging, and phase

contrast imaging. For fluorescence and absorption imaging, resonant light that shines

on the atomic cloud gets absorbed and scattered due to spontaneous emission. In

fluorescence imaging, the scattered light is collected from the side, while in absorption

imaging, the shadow of the cloud is observed as a reduction in light intensity on the

image compared to the beam itself. Fluorescence imaging is often used for single-atom

sensitivity in a lattice due to its higher signal-to-noise ratio. However, absorption

imaging provides more information about the whole cloud. On the other hand, phase

contrast imaging relies on the dispersive phase shift that off-resonant light exhibits.

The same effect of the light is used for dipole trapping. In general, imaging can be

carried out in situ or in time of flight, where the atoms are released from the trap and

9



Chapter 2 The Dysprosium Experiment

expand in free space. The velocity of the atoms can be calculated by measuring the

traveled distance at a certain time. Hence, by varying the time of flight, the initial

momentum distribution and, from that, its temperature is determined. The in situ

images have a high atomic density compared to the time of flight method since the

atomic cloud gets more dilute during the expansion.

Absorption imaging In the following, we will focus on absorption imaging. This

method allows to capture spatially dependent images of the atomic density distribution

by using the absorptive behavior of atoms on resonant light. The following explanation

is adapted from [41] and [42]. For dysprosium, a beam with a wavelength of 421 nm can

be used to drive the strong ∆J = 1 transition. After the MOT compression, the cloud

is fully spin-polarized in the lowest Zeeman sublevel mJ = −8 of the electronic ground

state in all the subsequent experimental steps. Therefore, σ− polarized light excites

the closed transition from mJ = −8 to mJ = −9, while σ+ polarized light excites the

transition to mJ = −7, and π polarized light the one to mJ = −8. This is plotted in

Figure 2.3. The axis of quantization is fixed along the magnetic field so in the direction

of light propagation. The probabilities of excitation are given by the squares of the

corresponding Clebsch–Gordan coefficients. A closed optical transition is required for a

quantitative imaging scheme to avoid losses into dark states that can not be addressed

by the imaging light and to be able to know the scattering cross-section of the imaging

[43]. For dysprosium, the σ+ transition is suppressed by a factor of about 150 and the

π polarized one by a factor of about 10 compared to the σ− driven one. Therefore,

we can use in the experiment linearly polarized light parallel to the B-field direction

for the vertical imaging to drive the σ− transition and to achieve an effectively closed

transition, while neglecting the σ+ part of the light.

Due to absorption of the incident light, a shadow of the cloud is created and imaged

onto the camera. If the incoming intensity Iin is sufficiently below saturation, the

absorption is described by the Beer-Lambert law

Iout
Iin

= e−ñ(x,y)σ0 , (2.2)

with the resonant absorption cross-section σ0 = 3λ2

2π
, wavelength λ, and outgoing in-

tensity Iout after absorption. The column density ñ is the particle density n(x, y, z)

integrated over the z-direction ñ(x, y) =
∫
n(x, y, z)dz. The optical density (OD) of
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mJ = - 9 mJ = - 8 mJ = - 7
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σ+π

-0
.0

3
3

Figure 2.3: Simplified level scheme of the 421 nm transition in dysprosium.
The mJ = −8 state represents the ground state, σ− polarized light couples
to the transition into the mJ = −9 state, σ+ polarized light to the one
into the mJ = −7 state, and π polarized light to the one into the mJ = −8
state. The Clebsch-Gordan coefficients are given for each transition.

the atomic cloud is defined as

OD = ñ(x, y)σ0 . (2.3)

Saturation effects have to be taken into account for large intensities. They occur

because a significant fraction of atoms becomes excited to higher energy states at high

laser intensities. When a large fraction of the atomic population is already in an excited

state, there are fewer ground-state atoms available to absorb additional photons. The

absorption cross-section has to be replaced with a factor

σsat =
σ0

1 + Iin
Isat

. (2.4)

The saturation intensity is then given by

Isat =
π

3

hcΓ

λ3
, (2.5)

with Planck constant h, speed of light c, and natural linewidth of the imaging transition
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Chapter 2 The Dysprosium Experiment

Γ. Including saturation effects, the Beer-Lambert law for absorption modifies to

dI(x, y, z)

dz
= −nσsatI(x, y, z) = −n

σ0

1 + I(x,y,z)
Isat

, (2.6)

where I(x, y, z) is the intensity at position (x, y) of the imaging light propagating in

z-direction [44]. Integrating Equation 2.6 along the beam direction yields the optical

density

OD = − ln

(
Iin − I0
Iout − I0

)
+

Iout − Iin
Isat

, (2.7)

where I0 describes the constant background intensity on the camera. For intensities

much smaller than the saturation intensity, the linear term can be neglected leading to

the logarithmic Beer-Lambert law (2.2), which only depends on relative intensities[44,

45]. The second term dominates at high intensities when the transition is saturated.

The intensities have to be known in units of the saturation intensity. From the optical

density, also the column density of the atomic cloud can be determined with 2.3 by

ñ(x, y) = OD
σsat

.

In order to determine the optical density of the atomic cloud without introducing

systematic errors due to the camera properties, a calibration process is carried out.

It involves obtaining a set of three images that are used to establish a quantitative

relationship between intensity profiles and OD. The first image is taken with atoms,

measuring Iout. Two reference images are acquired, one without atoms, referring to

OD = 0 and measuring Iin, and another one without the beam, referring to Iin = 0 with

a constant background I0. With these three images and the saturation intensity, one

can extract the optical density, which is independent on the camera characteristics. By

subtracting the constant background I0, contributions from camera noise and residual

background light are removed.

To be able to reconstruct the properties of the cloud from the images, the aim is to

achieve an accurate determination of the local density. This is typically limited by

the resolution of the imaging system, which will be introduced in 3.2. The imaging

setup contains a microscope objective, lenses, and a camera to depict the atoms in the

vertical direction. Since the atoms are located inside an ultrahigh vacuum system, one

technical problems is the accessibility of the atoms. The components of the imaging

system and its performance will be the topic of this thesis with a focus on the properties

of the microscope objective that was custom designed to meet the requirements of the

experiment.

12



3 Theory of Imaging and Simulation Principle

To understand the challenges, limitations, and potential of high-resolution imaging,

it is important to first look at the physical principles of optics. This chapter will

give a short introduction to the fundamental concepts, providing a basis for the sub-

sequent discussion on the characterization of the microscope objective. Furthermore,

the expected performance will be estimated by simulations based on those theoretical

thoughts. The primary concepts of the theoretical background have been adapted from

[46]. For the following considerations on very small objects with an extension close to

the wavelength, geometric optics is not sufficient. In this regime, it is necessary to

take the wave nature of light into account due to the diffraction limit. Understanding

light as an electromagnetic wave with properties such as wavelength and frequency,

described by the wave equation, are key principles. By taking into account diffraction

and interference, the way light passes through materials or obstacles can be described.

Since real optical systems come with additional imperfections, different types of aber-

rations will be introduced.

3.1 Fourier Optics

In Fourier optics, the propagation of light is described by Fourier analysis, considering

the waveform as a superposition of harmonic wavefunctions. In the harmonic analysis,

an arbitrary function f(x) can be decomposed as an integral of harmonic functions of

different frequencies and complex amplitudes:

f(x) =

∫ +∞

−∞
F (ν) exp(i2πνx) dν . (3.1)

The component with frequency ν has the complex amplitude F (ν), which is the Fourier

Transformation of f(x), given by:

F (ν) =

∫ +∞

−∞
f(x) exp(−i2πνx) dx . (3.2)
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Equally, f(x) is the inverse Fourier Transformation of F (ν). Therefore, if one of the

functions is known, the other one can be calculated. A function f(x, y) depending on

the two spatial coordinates x and y can similarly be expanded as a superposition of

harmonic functions of x and y. Here, F (νx, νy) is the complex amplitude with the spa-

tial frequencies νx and νy in the x- and y-direction, respectively. Two approximations

for different regimes are often used in the analysis of diffraction patterns and wave

propagation: The Fresnel approximation for near-field, and the Fraunhofer approxima-

tion for far-field diffraction. In the Fraunhofer regime, the incident light is effectively

a plane wave with a constant phase and negligible curvature of the wavefront. This re-

sults in a simplification of the mathematical description when taking only linear terms

into account. The diffraction pattern can be calculated as the Fourier Transform of the

aperture function. For distances within a few wavelengths of the source, the Fresnel

approximation is applied, where also second-order terms are considered. Both, the

wavefront curvature and the propagation distance affect the phase of the wave and,

in general, the integral can not be solved analytically. The near-field can be specified

with the definition of the Fresnel Number

NF =
a2

λd
, (3.3)

with the distance d between the input and output plane, and the characteristic size a

of the aperture. If the Fresnel number is small, NF ≪ 1, the Fraunhofer approximation

is applicable. For values NF ≈ 1, the Fresnel approximation hold. For the regime of

NF ≫ 1, the Fresnel diffraction pattern appears to be a shadow of the aperture, as it

is expected in ray optics.

The spatial Fourier transform reveals the far-field distribution in the Fraunhofer ap-

proximation. By using a lens, this pattern can be revealed without a large propagation

distance. Incoming parallel rays will be focused behind the lens to an imaging plane

at a fixed distance f , the so-called focal plane. Therefore the diffraction pattern is

brought from an infinitely large distance to the focal plane of the lens, which is then

the Fourier plane of the incoming distribution. Each position in this plane corresponds

to a certain spatial frequency of the input field before the lens. With a second lens, one

can transform back into real space. The distance between the two lenses corresponds to

the sum of their focal lengths f1 and f2 in order to form a sharp image. This two-lens

imaging system is called a 4-f system, depicted in Figure 3.1. It can be understood as

a cascade of two Fourier-transforming subsystems. The first lens transfers the input

f(x, y) from the object plane to its Fourier transform F (νx, νy) in the focal plane at a
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f2 f2 f1 f1

Object planeFourier planeImage plane

Optical axis

Figure 3.1: The 4f-system. Scheme of the two lenses placed with a dis-
tance of the sum of their focal lengths. The first lens performs a Fourier
transform and the second lens performs an inverse Fourier transform. As
a result, in the absence of an aperture, the image is a perfect replica of the
object with a magnification factor of f2/f1.

distance f1 and separates its component in a way that every point in the Fourier plane

corresponds to a single frequency:

x = λf1νx , y = λf1νy . (3.4)

The second lens represents the inverse Fourier transformation of F (νx, νy) and produces

the reconstruction g(x, y) of the input at the imaging plane in distance f2 by recom-

bining the components. In an ideal system, this output g(x, y) would be a replication

of f(x, y). It can be enlarged or reduced depending on the ratio of the characteristic

lengths f2/f1 of the two lenses.

By placing an optical aperture in the Fourier plane, one can effectively modulate the

spatial frequency spectrum. With a circular aperture centered on the optical axis,

one can implement a low-pass filter, transmitting only components with sufficiently

low spatial frequencies. Additionally, the finite size of a lens acts as an aperture and

a low-pass filter as well. Thereby, the image g(x, y) is only a filtered version of the

object f(x, y). To calculate the filtered Fourier transform G(νx, νy) of g(x, y) out of

the original the Fourier transform F (νx, νy) of f(x, y), the transfer function H(νx, νy)

represents the mask in the Fourier plane:

G(νx, νy) = H(νx, νy)× F (νx, νy) . (3.5)

The transfer function has the same shape as the aperture. Therefore, for a symmetric
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circularly shaped mask, the transfer function for the effective low-pass filter reads as

H(νx, νy) =

1 for ν2
x + ν2

y < ν2
cut

0 else
(3.6)

In this case, spatial frequencies up to the cut-off frequency νcut can pass, and higher

frequencies are blocked. In the optical setup, this aperture has a diameter D defined

by D/2 = νcutλf , where λ is the wavelength of the passing light.

3.2 Diffraction Limit

Any optical system has a theoretical limit for its resolution based on the principle of

diffraction. It describes the bending of light waves when passing around an obstacle or

through an aperture. Due to the wave nature of light, the diffraction pattern deviates

from the geometrical shadow of the aperture, depending on the distance between the

aperture and observation plane, the wavelength, and the dimensions of the aperture.

The consequences of this behavior are an imperfect focus point and the formation of

an interference pattern. In classical physics, this is described by the Huygens-Fresnel

principle, which treats every point on a wavefront as a source of secondary spherical

waves. In Fourier space, spatial frequencies can be blocked by apertures, as described

before. This means only a part of the full feature of the pattern can be imaged. The

diffraction phenomenon has significant consequences for the design and performance of

optical systems.

The point spread function (PSF) describes how light from a point source forms an image

after passing an optical system and is the inverse Fourier transform of the transfer

function H(νx, νy) of an imaging system. It characterizes the response of the system,

and describes how the light is distributed in the image space. Due to diffraction, a point

source of light cannot be perfectly focused onto a single point in the image. Instead,

the light forms a characteristic pattern around the ideal point. This phenomenon

directly impacts the system’s ability to resolve fine details and produce sharp images.

Furthermore, errors like lens imperfections and aberrations introduce more deviations.

The point spread function serves as a valuable tool to characterize these effects and to

understand their impact on the final image.

The smallest resolvable details, determined by the diffraction of light, are specifically
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Figure 3.2: The Airy Disk pattern representing the Point Spread Function
for circular apertures.

characterized by the Airy disk. It is a central bright spot surrounded by concentric

rings of diminishing intensity that is observed when light is diffracted by a circular

aperture, as shown in Figure 3.2. The intensity distribution depends on the distance

R to the center of the aperture and is described by:

I(r) = I0 ×
(
2J1(πr)

πr

)2

, r =
k a q

πR
, (3.7)

with the first order Bessel function J1, the circular wave number k = 2π
λ
, the wavelength

λ, the radius a of the aperture, and the distance q between object and image plane.

The size of the Airy disk is proportional to the wavelength of the light and inversely

proportional to the diameter of the aperture. The angle θ, at which the first minimum

of the Airy Disk is located, is given by the Rayleigh criterion

θ ≈ arcsin

(
1.22

λ

D

)
≈ 1.22

λ

D
, (3.8)

with the diameter D of the aperture. The factor of 1.22 is often approximated as the

first zero crossing point of the Bessel function J1. The angle θ defines the smallest

angular separation between two point sources of light that can be resolved separately

by the optical system. At this distance, the maximum of one Airy Disk is then located

at the first minimum of the second. For a given aperture size, smaller wavelengths

of light allow to resolve finer details, while larger wavelengths limit the achievable

resolution. If two point sources are located closer than the diffraction limit, they will

appear as a single blurred spot in the image. Therefore, the Rayleigh criterion defines
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the theoretical limit of resolution for an optical system. This limit applies to all optical

systems using light to form images. It provides a guideline for the smallest resolvable

details that can be distinguished when imaging objects.

3.3 Aberrations

Every real optical system differs in some way from the theoretical ideal specifications.

Accordingly, the produced image will deviate from the perfect performance. Such

deviations are called aberrations. Several kinds of errors can occur, including blurring

or deformation of the image. This is more precisely explained in [47], on which the

following is based. Aberrations are caused by the lenses themselves or by misalignment

of the system. By choosing optical parameters like refractive index, thickness, material,

and distance of the lenses carefully, the aberrations can be minimized. They can also be

corrected by placing apertures at certain positions in the optical path or by adjusting

the optical path.

Spherical Aberrations For describing the trace of light through a lens or an optical

system, the paraxial approximation is used. It assumes that the angle α between the

light rays and the optical axis is small enough to justify a small-angle approximation

sin(α) ≈ α. The rays that exhibit such a small angle are called paraxial rays. If this

assumption is not fulfilled, non-paraxial rays influence the ability of the system to focus

the light. Incoming light with a larger distance to the optical axis experiences stronger

refraction towards the focal point. This phenomenon is called spherical aberration.

This aberration is caused by the spherical shape of lens surfaces and is particularly

problematic for lenses with a large aperture or wide field of view. It can be reduced by

placing an aperture in front of the lens and thereby blocking the outer rays. However,

this reduces at the same time the light intensity that passes through the system. An-

other option is the use of aspherical lenses, which are carefully shaped to eliminate or

significantly reduce spherical aberration.

Coma For objects that are not located on the optical axis, a coma can appear. In this

case, the incoming rays striking the lens under different angles are focused on different

points along the optical axis. Coma aberration is particularly prominent when light

rays pass through the edge of a lens, where the angle of incidence is higher, resulting in

18



Chapter 3 Theory of Imaging and Simulation Principle

different focal points for rays of varying angles. Objects appear distorted and show a

characteristic tail that extends radially outwards from the central point source, similar

to a comet. This aberration can be reduced by choosing the lens shape carefully and

placing an aperture in the system, as well.

Astigmatism An aberration that causes distorted and stretched images is astigma-

tism. It occurs due to a difference in focal length along two orthogonal axes within

the optical system. Light rays are not focused evenly in both the horizontal and ver-

tical directions. This happens because the curvature or refractive power of the optical

elements varies along different axes. The primary causes of astigmatism include irreg-

ularities in the shape of lens or mirror surfaces and asymmetry in the optical system.

Point sources of light and objects with fine details appear stretched or distorted along

certain directions. These distortions are more prominent in regions of the image far

from the optical axis. It can be corrected in optical systems by using specialized op-

tical elements, such as cylindrical lenses. Careful alignment and adjustment of optical

components in the system can help minimize astigmatism.

Chromatic aberrations When using several wavelengths in one optical system, chro-

matic aberrations occur. Due to the dispersion of light, the diffraction is wavelength-

dependent. Therefore, an optical system exhibits different focal points along the optical

axis for different wavelengths. This results in the separation of focal points. Usually,

shorter wavelengths are refracted stronger than longer wavelengths, leading to a closer

focus for blue light than for red light. To address chromatic aberrations, achromatic

lenses are designed by combining multiple lens elements made from different types of

glass to bring different colors to a common focus.

Strehl ratio A parameter to describe the quality of an optical system’s performance

is the Strehl ratio. The Strehl ratio is a dimensionless number that ranges from 0 to

1, with 1 indicating perfect imaging. It is determined by comparing the actual perfor-

mance of an optical system to an ideal diffraction-limited system. Mathematically, the

Strehl ratio S is defined as the ratio of the peak intensity Iactual of the actual system

to the peak intensity Iideal of the idealized system:

S =
Iactual
Iideal

. (3.9)
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Figure 3.3: Comparison of an aberrated wavefront (dashed lines) to the
ideal reference (blue). The optical path difference W is marked as path
difference between the ideal and aberrated wavefront. The focus point on
the image plane changes depending on the error sources. Figure taken
from [48].

Following the Maréchal criterion, an image is practically indistinguishable from the

aberration-free ideal when the Strehl ratio is larger than 0.82. This is a way to set a

minimum acceptable level of image quality for an optical system and ensures that the

optical system’s performance aligns with the specific requirements of the application.

Wavefront aberrations The wavefront of a time-varying wave field is the surface of

all rays having the same phase. For an ideal system, the wavefront of a point source

of light is a perfect sphere, but it may have a distorted or irregular pattern for a

real optical system [49]. This is depicted in Figure 3.3, where W (ρ, θ) indicates the

optical path difference between a point on the ideal wavefront and the same point on

the real, aberrated wavefront. To describe W (ρ, θ) of imaging elements with circular

pupils, Zernike polynomials can be used. They are a sequence of polynomials with

two variables that are continuous and orthogonal over a unit circle, first employed by

Frits Zernike [50]. They are often expressed in polar coordinates (ρ, θ), where ρ is

the normalized radial coordinate (0 ≤ ρ ≤ 1) and θ is the polar angle (0 ≤ θ < 2π).

This mathematical description is useful to describe the differences between the image

formed by an optical system and the original object. These differences are caused by

optical imperfections in the individual elements or the system as a whole.

The normalized Zernike circle polynomials Zm
n (ρ, θ) are defined as the products of
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Figure 3.4: Pyramid of the Zernike circle polynomials. The indices n and
m correspond to radial degree and azimuthal frequency. The aberrations
associated with the polynomials are given. Figure adapted from [51].

normalization factors, radial polynomials, and azimuthal functions. The indices n and

m correspond to radial degree and azimuthal frequency. They can be expressed in terms

of the polynomial number j as Zj(ρ, θ) corresponding to a combination of n and m to

obtain a single index. For an even j, the corresponding polynomial is symmetric and

for an odd j, the polynomial is anti-symmetric. In general, polynomials independent of

θ describe spherical aberration, where cos θ terms correspond to coma and cos 2θ terms

to astigmatism. Figure 3.4 shows the visualization of the Zernike circle polynomials

up to the third degree, together with the classical aberrations that are associated with

them.

3.4 Principle of the Simulations of our Imaging Setup

Based on the explained principles of Fourier optics, the test setup for the characteriza-

tion of the microscope objective can be simulated by a 4-f system using Python. The

structure of this is taken from [52]. The objective can be seen as a single lens with its

focal length f1 and aperture D as fixed properties. A second lens with focal length f2

focuses the light rays into the image plane where a camera is positioned. The output
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Figure 3.5: Structure of the Fourier Simulations. The left image shows the
object plane with the 2D input function f(x, y), followed by the Fourier
plane with the Airy Disk distribution and the mask function H(νx, νy) as
white ring. The inverse Fourier transform ofG = H×F results in the image
in real space. The final output is determined by the magnification factor
and the pixel size. The right picture shows the camera image |g(x, y)|2.

function is magnified by a factor M = f2/f1, depending on the focal lengths of the two

lenses. We chose f2 > f1 to achieve a magnification M > 1. A mask is applied in the

Fourier plane by the limited aperture of the objective, which is described by a circle

with fixed radius D. The cut-off frequency calculates to νcut = D/2λf depending on

the wavelength λ passing the system.

As input f(x, y) of the 4f-system, a 2D array of pixels is generated in the shape of

of a top-hat function. It represents a uniform illuminated circular aperture as used

in the experimental setup. This source image f(x, y) is Fourier transformed to ob-

tain the location of the components in the Fourier plane with using F (νx, νy) =∫ ∫∞
−∞ f(x, y) exp [i2π(νxx+ νyy))] dx dy. The first lens in the setup, which is the ob-

jective lens in our case, corresponds to this step. To achieve the intensity distribution of

the illuminating light in the Fourier plane, the square (F (νx, νy))
2 of the Fourier Trans-

form needs to be computed to obtain the diffraction pattern of the aperture. To take

the limited size of the objective housing into account, the mask function H(νx, νy) = 1

for ν2
x+ν2

y < ν2
cut and H(νx, νy) = 0 otherwise, describes a circle with radius νcut =

D
2λf

.

By multiplying this with the Fourier transform of the input function, the low-pass

filtered Fourier image G(νx, νy) = H(νx, νy) × F (νx, νy) is determined. The second

lens performs an inverse Fourier transformation of G(νx, νy), which leads to the cal-

culation of the output g(x, y) =
∫ ∫∞

−∞G(νx, νy) exp [−i2π(νxx+ νyy))] dνx dνy at the

image plane. The intensity of the light that hits the camera is described by the square

|g(x, y)|2, eliminating the negative values. This represents the actual light intensity
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Figure 3.6: Cross section of the 2D simulation with 421 nm. The dashed
line indicates the top-hat function that is used as input for the simulations.
The red curve shows the light field after the second Fourier transformation
and the blue curve is the squared amplitude representing the camera image.
The lower x-axis does not include the magnification of the 4f setup yet and
has units of micrometer, while the top axis labels are in units of camera
pixel, including the magnification.

distribution on the camera sensor. The size of this camera image will be scaled by the

magnification M of the system and the pixel size dpixel of the camera.

The output of the simulations is the 2D intensity distribution, which will be visible on

the camera, as shown in Figure 3.5. The 1D cross-section is depicted in Figure 3.6,

corresponding to the intensity after the 4f setup. The first zero of the output function

determines the resolution of the setup. It is larger than the radius of the input function

and depends on the wavelength of the laser beam. The given size of the input meets

the dimensions that will be used in the experimental setup. The intensity is normalized

to its maximum since the radius is independent of the amplitude of the peak. The size

of the radius on the camera depends on pixel size and magnification. The 2D pixel

plot and 1D cross-section provide an expectation for the test measurements that can

be adjusted for the different wavelengths of interest.

Defocus calculations Up to now, the simulation cannot describe the defocus behav-

ior. This means that the distance between the object plane and the first lens does
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Figure 3.7: Diffraction from a slit of width D = 2a with light propagating
in z-direction. The shaded area represents the geometrical shadow of the
aperture. The dashed line is the width of the Fraunhofer diffracted beam
in the far field. Where the dashed lines coincide with the edges of the
geometrical shadow, the Fresnel number NF = a2

λd = 0.5 with distance d
between input and output plane. Larger distances corresponds to smaller
Fresnel numbers.

not match the theoretical value but is shifted along the beam propagation axis. An

approach to include this in the simulations is to use an altered input function for the al-

gorithm. Therefore, the light propagation from the original object plane to the shifted

one has to be calculated. It takes a spatial path with the length of the translation

that can be set individually. The function that describes the light after propagating to

the new object plane is taken as a new input function for the Fourier transform series.

Different approaches are possible to calculate the light propagation depending on the

distance to the origin. The Fresnel number gives information about the approximation

that can be used in the specific regime. At very small distances, which means large

NF , the diffraction pattern is a perfect shadow of the slit. When the distance increases,

NF decreases, and the wave nature of light leads to oscillations around the edges of the

aperture. For a Fresnel number smaller than 0.5, the width of the Fraunhofer diffrac-

tion is larger than the geometrical shadow of the aperture, as can be seen in Figure 3.7.

For the given conditions in the region of interest, the Fresnel number ranges around

NF = 0.1 leading to the far-field regime, where the Fraunhofer pattern is obtained.

The pattern can be calculated for certain distances and taken as new input for the

4f-system simulations. This describes the translation of the object along the optical

axis in the range of micrometers. From calculating the radius of the output function for

different distances to the object plane, the defocus behavior of the system is predicted

to be linear. This means the PSF radius increases linearly when shifting the objective

out of the focus plane. The slope of this depends on the wavelength and aperture size.

This will be further discussed in Section 5.4.4 with the defocus measurements.
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4 Design of the Objective

The heart of the high-resolution imaging setup is the microscope objective. It is custom-

designed by the company Special Optics. The optical design of the objective incor-

porates advanced lens elements and coatings that minimize aberrations and allow for

capturing small details while maintaining minimal distortion across the image. These

are considerations to achieve exceptional resolution and define, to some extent, a lower

boundary for the diameter of the lenses and the physical extent of the housing. Addi-

tionally, the mechanical constraints of the setup must be adhered to in order to ensure

the objective can be integrated into the experiment. This means that an upper limit

to the overall size of the objective, as well as other length scales, are fixed and have to

be kept in order to ensure proper integration into the experimental setup. These two

contrasting requirements have to be balanced in a way that the minimum necessary

but maximal possible size of the objective is chosen. In the following section, the spe-

cific properties of the microscope objective will be discussed. Explanations of general

properties are based on [53], which gives an introduction to optical microscopy.

4.1 Mechanical Design

The objective will be placed above the science chamber and has to fit between the coil

holder, which limits the size of the housing. Furthermore, this requires a fully non-

magnetic and non-conductive material for the housing. It is manufactured of Ultem1

with an outer diameter of 52mm and an overall length of 60mm. The mounting thread

on the back is 7.5mm long with a diameter of 55mm. In the front, there is a diagonal

cut-off at an angle of 40° to ensure an unobstructed view of the main chamber. This

is depicted in Figure 4.1. More details on the mechanical design can be found in the

Appendix A.1. The 52 mm outer diameter strikes a balance between maximizing the

aperture for light collection and fitting within the available space to accommodate the

constraints of the surrounding, while maintaining optimal performance. The mounting

1Ultem® 2300 PEI-30
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Figure 4.1: The microscope objective housing is shown as a 3D simulation
with its total length of 60mm and diameter of 56mm. On the right, the
position above the science chamber is illustrated. The atoms are positioned
in the middle of the chamber with a distance of 17mm to the viewport
that has a thickness of 3.505mm. Due to the 40° cut-off angle at the
objective, a view of the main chamber with an angular size of 7.78° remains
unobstructed.

thread allows secure attachment, which is particularly important since the objective

lens will be installed from the upper breadboard. Therefore, mechanical stability has

to be ensured through the design.

4.2 Working Distance

The working distance (WD) of an objective refers to the distance between the first lens

of the objective and the focal plane. While the focal length is an intrinsic property of a

lens related to its optical behavior, the working distance is an extrinsic parameter. It is

affected by the arrangement of lenses inside the objective housing and has to match the

space, which is available in the experiment. A microscope objective for high-resolution

imaging would usually have a rather small working distance to be able to collect light

from large angles while having a limited aperture diameter. In the setup is the minimal

distance to the focal plane already fixed by construction with a distance of 17mm from

the middle of the chamber to the viewport in vacuum and a thickness of the viewport

of 3.505mm. To have a tolerance for mounting and adjusting, another 2mm in the

air are added, resulting in a working distance of WD = 17mm + 3.505mm + 2mm =

22.505mm. This value was set by the mechanical conditions and sets the first constrain.
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4.3 Numerical aperture

The numerical aperture (NA) is a dimensionless number that describes the range of

angles where light can be gathered by the system based on geometric considerations.

It is calculated by the formula

NA = n× sin θ, (4.1)

where n is the refractive index of the medium in which the lens operates and θ is the

half-angle of the maximum cone of light that can enter the objective. It is schematically

depicted in Figure 4.2. A higher numerical aperture corresponds to a larger cone of

light entering the objective. This means that the objective can capture more light,

resulting in a brighter and more detailed image. It determines other parameters like

resolution, depth of field, and image brightness and is crucial for the performance of

the whole system. The numerical aperture of the Special Optics objective is set to be

NA = 0.6, which corresponds to an angle of θ = 36.8°. This property was the key

requirement for the whole system, to ensure high resolution for the imaging. All other

characteristics were secondary and had to be adjusted to achieve the best possible

performance.

4.4 Focal Length

The focal length is a fundamental optical property that describes the ability of a lens

to converge or diverge passing light rays. For positive values, the light converges and

the focal length indicates the distance it takes to focus initially parallel light rays. On

the other hand, for negative values, the light diverges. A negative focal length is the

distance in front of the lens at which a point source subsequently forms a collimated

beam. When choosing the focal length, a balance must be found between magnification,

field of view, and optical performance. The focal length of the microscope objective

determines the magnification of the imaging setup, as further explained in Section 4.5.

Shorter focal lengths correspond to higher magnifications, while longer focal lengths

correspond to lower magnifications. For a system with several lenses acting together,

one effective focal length describes the entire system. The effective focal length of the

custom-designed microscope objective is fobjective = 32.2mm.
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4.5 Magnification

High-resolution microscope objectives are often infinity corrected, which means they

use parallel light beams instead of focusing the intermediate image to simplify the op-

tical design, enhance image quality, and provide more flexibility. This simplifies the

mechanical design because any optical element placed after the objective can manipu-

late the parallel light without inducing significant focus shifts. Infinity correction pro-

vides the flexibility to introduce components between the objective and camera, such

as filters, beam splitters, and other accessories, with minimal impact on the image

quality. Additionally, it reduces optical aberrations introduced by other components.

The design is well-suited for coupling microscopes with imaging devices like cameras or

digital sensors. Parallel light beams are directed onto these devices through an addi-

tional lens, which focuses the collimated beam onto the image plane without significant

loss of image quality. The overall magnification M of the optical system is determined

by the focal length flens of this additional lens placed behind the microscope objective

and can be calculated by

M =
flens

fobjective
. (4.2)

Since the focal length of the objective is fixed, only the focal length of the lens can

be varied to reach a suitable ratio. This has to be chosen in a way that the aimed

area can be depicted with sufficient precision. For a larger magnification, a sufficient

number of photons per pixel has to be detected on the camera to ensure an atom signal

higher than the camera noise. In the experiment, we aim for a value of approximately

M = 20 to meet those requirements. With a pixel size of 4.6µm of the camera used in

the experiment, the effective area of one pixel is 0.23µm × 0.23µm. The overall area

that can be depicted will be about 942µm× 392µm.

4.6 Back Focal Plane

At the back focal plane, incoming parallel light rays converge after passing through

the objective. Behind this plane, the beams are highly diverging. For a defocusing

system, the back focal point can be a virtual point located on the front side. Some

interesting features like the Fraunhofer diffraction and the Fourier transform of the

image are located there. It is situated on the back side the lens opposite to the focal

plane and lies often inside of the lens system. However, for this objective, effort was
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θ

17mm
2 mm

60 mm

Objective glass window

3.505 mm

0.5 mm

Figure 4.2: Focus and backfocus of the objective. Blue lines indicate light
originated in the working distance that leaves the infinity corrected objec-
tive collimated. Red lines indicate parallel incoming rays, that are focused
in the backfocal plane. The rectangular on the right represents the glass
viewport of the science chamber. The angle θ is the maximum angle at
which light can enter the objective determining the numerical aperture.

made to position it outside of the housing. It is located approximately 0.5mm behind

the last lens. Shifting the back focal plane to an external position allows to place other

optical components, which leads to a more adjustable design. The position of the focus

and backfocus plane is schematically depicted in Figure 4.2. The parallel incoming

beams from the right are focused close to the surface of the objective housing on the

left. The focus plane on the right is positioned at the working distance of 22.505 nm, as

described in 4.2. This also includes the 3.505mm thick glass window shown in Figure

4.2. Light beams that originate at the focus plane leave the infinity-corrected objective

parallel on the left.

4.7 Resolution

The objective is diffraction-limited to the four wavelengths of 421nm, 532nm, 626nm,

and 1064nm that are used in the experiment. Achieving diffraction-limited performance
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Wavelength PSF radius depth of field
421 nm 428.01 nm 0.4667µm
532 nm 540.87 nm 0.5906µm
626 nm 636.43 nm 0.6950µm
1064 nm 1081.73 nm 1.1812µm

Table 4.1: Minimal PSF radius by Rayleigh criterion and depth of field
calculated for the four wavelengths of interest, respectively.

means that the system reaches the theoretical limit of resolution, described in Section

3.2. Therefore, the details of the produced images are limited only by the diffraction

of light itself and not by optical aberrations or other imperfections in the system.

For a microscope, the minimal PSF radius rtheo can be calculated from equation 3.8

with the definition of the numerical aperture NA in equation 4.1 as

rtheo =
1.22

2

λ

NA
= 0.61

λ

NA
. (4.3)

If the separation between two objects is smaller than this limit, they will appear blurred

and merged in the image. From equation 4.3, the theoretical value for the radius of the

point spread function can be determined for the four wavelengths of interest, as depicted

in Table 4.1. Overall, the image quality of the optical system is also influenced by other

components of the microscope system, including the quality of the optics, illumination

sources, and detectors.

4.8 Depth of Field

The depth of field is the distance in front of and behind the focused plane that can

depict objects still in focus on the imaging sensor. Since it is measured parallel to the

optical axis, another description is axial resolution. For microscopes, the depth of field

is in the micrometer region. It is determined by the numerical apertures, while a higher

value results in a shallower depth of field. Since higher NA objectives capture more light

the effects of diffraction are increased and, thus, the depth of field is reduced. From

the Rayleigh criterion (Eq. 4.3), the depth of field (DOF) is calculated in first-order

approximation to

DOF =
λ
√
1− NA2

2 (NA)2
. (4.4)
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This means that up to this spatial distance orthogonal to the focal plane, the radius of

the point spread function is still at the minimal theoretical value. The values for that

can be found in Table 4.1. If an object or aperture is positioned at a larger distance

than the focal plane, the light first spreads out from there to the focus plane. The

light is imaged from there by the objective. The input is then bigger than originally

and will be depicted on the image plane as an enlarged picture. As explained in 3.4,

calculating this with the Fourier simulations of the setup leads to a linear growth of

the point spread function radius. The slope of the curve depends on the wavelength

and the size of the aperture. This is only valid in the Fraunhofer regime.

4.9 Field of View

The field of view (FOV) is the area in the focal plane, perpendicular to the optical axis,

where the required parameters are fulfilled, which is understood as a Strehl ratio below

0.82 (see 3.3). It is circular shaped and has a diameter in the order of micrometers

to millimeters. Objects positioned inside the field of view can be imaged without

larger aberration effects, while light from outside will be distorted stronger. The size

of the field of view is primarily determined by the optical design, magnification, and

aperture of the objective. Typically, higher resolution objectives have smaller fields of

view because they maximize the image quality in the central part of the object plane,

while outer regions exhibit stronger optical aberrations. The Special Optics microscope

objective has a field of view diameter of 200µm for all wavelengths of interest.

4.10 Chromatic focal shift

For high-resolution imaging, already small aberrations have an impact on the image

quality. The chromatic focal shift is of particular interest for the setup. As described in

3.3, this is the optical phenomenon of different distances between the focal point and the

objective along the optical axis for different wavelengths. This effect can be minimized

or corrected using techniques such as achromatic lens designs and coatings, carried out

by Special Optics without participation from our side. While these techniques reduce

chromatic focal shift, complete elimination is not possible. Due to the dispersion

of light, the refractive index of the lens elements varies with the wavelength of the

light. Therefore, the design must strike a balance between achieving optimal color
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1064 μm

626 μm

532 μm

421 μm

Figure 4.3: Chromatic focal shift of the microscope objective for the chosen
wavelengths, calculated with Zemax. The dashed horizontal lines highlight
the wavelengths of interest.

shift and addressing other optical considerations, such as resolution and field of view.

The objective is designed to minimize chromatic aberration over the chosen range of

wavelengths. For the chromatic focal shift, an upper limit of 10µm is set for this

range. The exact behavior for the wavelength region of interest is depicted in Figure

4.3. With respect to 532 nm as zero point, the largest deviation occurs at 1064 nm with

around 6µm. The other two values, 421 nm and 626 nm, lie within a 2µm interval,

respectively.

4.11 Transmission

The transmission of a lens refers to the amount of light that passes through the ob-

jective and reaches the image plane. It quantifies the efficiency of transmitting light

without absorption or scattering. This impacts the overall image brightness and con-

trast. It can be influenced by various factors, including lens coating quality (which can

reduce reflections and increase transmission), the type of glass or materials used in the

lens construction, the design of the lens elements, and the wavelength of the passing

light. This lens processing is fully done by Special Optics. By calculating the ratio of

outgoing to incoming intensity, the transmission coefficient of the objective lens can be

calculated. The transmission coefficient is a dimensionless number between 0 and 1,

indicating the fraction of incident light that successfully passes through the lens. For
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Figure 4.4: Coating curves of the microscope objective. The blue line
indicates the reflectance at an incoming angle of 0°, the red curve of 41°.
The wavelengths of interest are highlighted by the dashed lines. This plot
was provided by Special Optics.

Wavelength Transmission Coefficient
421 nm > 0.78
532 nm > 0.86
626 nm > 0.86
1064 nm > 0.86

Table 4.2: Expected transmission coefficients for the four wavelength,
given by Special Optics.

a value of 1, all energy of an incoming wave passes through the material while for a

value of 0, the light is entirely absorbed or reflected. The transmission coefficients for

this microscope objective, given by Special Optics, are shown in Table 4.2.

Additionally, the light’s angle of incidence on a lens is a crucial factor that affects

the transmittance and reflectance of the lens. This phenomenon is described by the

principles of electromagnetic optics. The angle at which light enters the lens relative

to the normal perpendicular to the lens surface is called the angle of incidence. When

light enters a lens at an angle, it may experience different levels of refraction depending

on the angle and the refractive index of the material. Therefore, it is crucial to design

lenses, which minimize the impact of aberrations caused by varying angles of incidence.

A complex lens design with multiple lens elements can be used to correct for these

effects. For the experiments, the angles of interest are between 0° and 41°, since this is
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the cone in which light will hit the objective lens. In Figure 4.4, the reflectance of the

objective is shown for an incoming angle of 0° and 41° as a function of the wavelength.

For the wavelengths of interest, marked by dashed lines, the reflectance is chosen as low

as possible with values below 1% for both angles. At 421 nm, the behavior is optimized

with <0.25% reflectance for 0° incoming angle and <0.75% for 41°, respectively. This
behavior is determined by the anti-reflection coating that was applied by Special Optics

in order to achieve the best possible result for the given requirements of the experiment.
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So far, only theoretical predictions of the objective’s performance have been presented.

Next, this will be tested in reality by characterization measurements, which refer to

the process of quantitatively assessing the properties of the objective. This involves

collecting data and analyzing the results to gain insights into the different aspects

that play a role in image formation. By conducting these comprehensive tests and

evaluations, one can ensure that the microscope objective performs as expected and

gain insights into its capabilities, limitations, and optimal usage. In order to charac-

terize the objective and perform measurements on the specified properties, a separate

test setup is useful. It should simulate the requirements in the experiment as close

as possible. Therefore, length scales, distances, and available degrees of freedom were

chosen accordingly. In this chapter, the test setup with the used components and their

properties will be described as well as the results of the characterization. Important

parameters are resolution, field of view, depth of field, and focal shift. In addition, the

alignment procedure was tested and optimized.

All measurements were conducted with four wavelengths: 405 nm, 532 nm, 635 nm, and

1064 nm. They are close to the ones in the experiment, for which the microscope objec-

tive is optimized. Some parts could not be included in the test setup, for example, the

custom-designed mount for the objective or the camera of the experiment. The direct

transfer between characterization in the test setup and performance in the experiment

is limited by these elements. After finishing the characterization and implementing the

objective in the experiment, we found that some more measurements would have been

good to include. The actual orientation of the microscope in the experiment is vertical,

while it was placed horizontally in the test setup. The performance of the stages, when

working in the direction of gravity, was not measured. This has an impact on the step

size, which differs for moving upwards and downwards. The design of the actual mount

was not finished when building the test setup. Therefore, a simpler version of it was

used and the final one was not tested. Additionally, a more quantitative estimate of

the tilt angles between objective and viewport would have been useful.
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5.1 Test Setup Design

In the following description, the chosen coordinate system treats the optical axis as

the z-axis, where the positive direction refers to the beam propagation. The definition

of the reference can be found in Figure 5.1. For convenience of operation, the z-axis

is horizontal in the test setup. This is contrary to the experimental implementation

in Chapter 6, where the z-axis is vertical. The setup consists of a resolution target1

to simulate the atomic cloud in the experiment. It consists of a quadratic 5mm long

silicon frame. Inside, a silicone nitride membrane with a size of 0.3mm x 0.1mm is

fixed. It has a thickness of 50 nm and a coating with 5 nm chromium and 50 nm gold

on both sides. In the middle, two nanopores are positioned. They have a pitch of 7µm

and each has a diameter of 350 nm. The target is glued on the opening hole of a fiber

adapter2, which itself is screwed into a lens tube. An optical fiber is attached on the

other side of the tube in a fiber adapter of the same kind. The tube itself is mounted

on a three-axis translation stage3 that can be controlled remotely by a piezo motor.

It moves in x-, y-, and z-direction with a step size of 1µm and a range of 20mm.

As light sources, four laser diodes4 with a power of 5mW are used for the different

wavelengths, coupled into the mentioned fiber. After a distance of 17mm, a glass

window with a thickness of 3.505mm and a diameter of 48mm is mounted to simulate

the viewport. Therefore, the distance between target and glass window corresponds to

the same distance of 17mm between the atomic cloud and the viewport of the vacuum

chamber in the main experiment.

The microscope objective is mounted on two stages to ensure all necessary degrees of

freedom. The distance is chosen in accordance with the working distance of 22.505mm.

Between the objective and glass window are 2mm of free space. The lower stage

translates the objective in z-direction5 with a range of 25.4mm. The piezo controller6

has a step size below 30 nm. On top, a four-axis stage7 is mounted via a self-designed

adapter plate. It translates and tilts the objective in x- and y-direction with a travel

range of 3mm and an angle range of 8°, respectively.

To magnify and focus the image on the imaging plane, a plano-convex lens with a

1Norcada Nanopore Products
2Thorlabs SM1FCA2 - FC/APC Fiber Adapter Plate
3Thorlabs ORIC® 20 mm Linear Translation Stage ORIC® 20 mm Linear Translation Stage
4Roithner Lasertechnik CW405-05, CW532-005, LDM635/LJM, and CW1064-05
5Newport 9063-X-P-M Motorized Gothic-Arch Bearing Stage with Picomotor™ actuators
6Newport 8742-4-KIT Picomotor Controller
7Newport 9071-M Four-Axis Tilt Alignment Stage
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camera f = 750mm objective window target fiber

Figure 5.1: Scheme of the experimental test setup for the characterization.

focal length of 750mm and a diameter of 50.8mm is placed on a five-axis stage8. The

4f-system introduced in 3.1 follows. The stage translates in all three linear directions

with a range of 3mm and rotates around the x- and y-axis with a range of 8°.

At the focal point of the lens, a CMOS camera9 is placed. It has a sensor size of 1440

x 1080 pixels with a pixel size of 3.45µm. For the measurements with 1064nm, the

quantum efficiency is not sufficient. Therefore, a different camera has to be used. Here,

a beam profiler10 with a wavelength range of up to 1150nm was used. The optical path

of the setup is schematically depicted in Figure 5.1. A beam height of 100mm above

the optical table is suitable for the mounting of all optical elements within the setup.

For more stability of the objective and the resolution target on their stages as most

sensitive parts, an additional plate was designed. This breadboard can be fixed on the

optical table with M6 screws and provides a base plate for positioning the components.

It contains inlets for the stages of the target and objective, as well as the glass window

(see Fig. 5.2). The thickness of the board is 15mm, so the beam height of the com-

ponents on the breadboard is 85mm. The one-axis linear translation stage is directly

fixed in the inlet with four M6 screws, while an adaptor plate connects it with the

four-axis stage mounted above. Another adaptor allows to screw the objective mount

on the upper plate. The housing of the objective itself has a thread that ensures proper

attachment. The glass window lies on a smooth recess and is fixed by a two-inch ring.

This ring is screwed into a thread in the holder, which is fixed on the respective inlet

in the plate. The three-axis stage is just fixed on a rectangular solid that itself is fixed

on the breadboard in its own inlet. The tube with the resolution target is fixed on the

vertical surface of the stage.

The stages used in this setup are open-loop. This means no feedback system is imple-

mented, such that the step size depends on the workload and may differ in space and

8Newport 9081-M Five-Axis Tilt Alignment Stage
9Thorlabs CS165CU/M - Zelux® 1.6 MP Color CMOS Camera

10DataRay WinCamD-LCM – 1” CMOS Beam Profiler
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SOLIDWORKS Lehrprodukt. Nur für Lehrzwecke.

(a) Rendering of the assembly
SOLIDWORKS Lehrprodukt. Nur für Lehrzwecke.

(b) Section view of the assembly

Figure 5.2: Breadboard of the test setup, including the stages and mounts,
as well as objective, glass window, and resolution target. Technical Draw-
ings can be found in Appendix A.1.

over time. In the setup, the weight on the stages was constant, but a deviation of the

movement in different directions was observed, particularly for shifting the target in

the y-direction. This had to be taken into account for the handling during the mea-

surements. Therefore, the position of the target after moving the stage was checked on

the camera. Using closed-loop stages instead could provide more stability and reduce

uncertainty.

5.2 Alignment

Proper alignment of the objective is crucial for accurate imaging. Misalignment can

cause aberrations, resulting in reduced resolution and the inability to distinguish fine

details. Several steps were carried out to adjust the different components of the test

setup step by step.

After mounting, all distances between the components were measured with a ruler

ensuring a rough alignment with precision in the order of a few millimeters. The first

optical alignment was done without the target due to its low transmittance. The beam

from an optical fiber is collimated by an adding a lens and passes on the designated

beam height through the middle of the glass window. At a far distance, the position

of the beam is marked before the objective is screwed into its holder on top of the

two stages. By adjusting them, the marked position of the light beam must remain
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(a) (b) (c) (d)

Figure 5.3: Camera view of the target during alignment. First, a blurred
sport appears (a). During alignment, a sharp rectangle emerges (b) with
the pores in the middle (c). The pores have an Airy disk structure (d).

the same at a far distance. If this is achieved, the focusing lens is positioned in a

way that the beam passes through the middle. Again, the path of the light has to

remain unchanged. If the lens is placed correctly, the position of the camera has to be

arranged. The beam should again hit the camera in the center of the sensor. Now, the

target can be inserted at its intended position in front of the other components.

At first, only the semi-transparent membrane is visible on the camera as a bright

blurred spot, depicted in Fig. 5.3a. When correcting the distance of the camera to the

last lens, the image sharpens and shows a bright rectangle (5.3b). The position on the

camera can be adjusted by moving the target with the 3-axis linear translation stage

along the x- and y-direction to center the membrane on the camera. Next, the focus

has to be found by moving the target along the z-direction, so towards or away from

the objective. After a more precise adjustment of the focus, the two nanopores in the

middle of the membrane appear as two bright spots, visible in Fig. 5.3c. In 5.3d, the

pores are shown enlarged. They exhibit an Airy disk structure, as explained in 3.2.

The one-axis stage of the objective is used to align the z-axis much more precisely due

to the smaller step size of the picomotor controller. The distance between target and

objective is a crucial parameter and has to be adjusted carefully since the depth of

field is in a range of less than a micrometer.

For the exact alignment, the picture of the pores has the be evaluated. The intensity

of the illuminating light is chosen in a way that the camera is not saturated at the

maximum of the Airy Disk peak. There is always a nonzero background since the pores

are surrounded by a semitransparent membrane. The intensity of the first minimum

of the Airy Disk pattern is below this background due to destructive interference. If
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the pores appear elliptical on the camera, the focusing lens has to be adjusted. For

comatic aberration (see 3.3), the diffraction disc is not symmetric and exhibits a tail

in one direction that resembles a comet. This occurs if the surfaces of the objective are

not perpendicular to the z-axis and can be solved by aligning the tilt of the objective

in the direction of the tail. If the side maxima of the Airy Disk look brighter on one

side than on the other, the target should be moved linearly in that direction. Once

there is a good-looking spot found, the target can be shifted around in the x-y-plane.

If the focus changes, which means the Airy Disk looks more blurred in some areas, the

tilt angle of the objective should be arranged again. This can be done by the four-axis

stage of the objective.

In the experiment, the atoms can not be moved like the target in the test setup.

Therefore, the position of the objective itself has to be shifted. The available space

limits also the range of movement for the objective and the stages. In the test setup, the

target is mounted on stages with a larger range making it easier to access properties

as field of view in the characterization. For the alignment in the experiment, the

atomic cloud itself will be used as a target to focus on. The microscope objective

should be placed centered above the upper viewport without any tilt angle between

the lens surface and the viewport and perpendicular to the imaging beam. For the

mounting procedure, mechanical spacers can help with positioning as it will be further

explained in 6.1. With a vertical reference beam and pinholes above and below the

objective, the orientation of the objective can be controlled further. The alignment in

the main experiment was not fully done when finishing this thesis. The current status

and further plans will be explained in Chapter 7. When the atomic cloud is visible on

the camera, aberrations and asymmetric behavior can be minimized by the same steps

as in the test setup.

5.3 Measurements with a commercial Objective

To test the alignment procedure and check the functionality of the setup, the first

measurements were carried out with a commercial microscope objective11. It has a

numerical aperture of 0.28, a working distance of 30.6mm (including a glass plate of

3.5mm thickness), and a focal length of 10mm. The dimensions of this objective can

be found in the technical drawing in the Appendix A.4. To focus on the camera, a

11Mitutoyo G Plan Apo 20X, Model Number 378-847
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lens with focal length flens = 200mm and 25.4mm diameter was used, so that the

magnification calculates with equation 4.2 to M = 20. By determining the known

distance between the pores on the camera, the magnification was calculated to be

M = 19.3. This value was used for the evaluation of the data. The other elements of

the test setup were the same as already described, positioned at the respective distances

to each other, taking into account the characteristic lengths of the objective. Therefore,

the distance between the resolution target and the objective front surface corresponds

to the working distance, while the distance between the lens and camera corresponds to

its focal length. The focusing lens was placed on a rigid mount without a stage for this

first measurements. However, manual alignment of the focusing lens happened to be

quite difficult due to the sensitivity of the system, so we decided to place the focusing

lens on the five-axis stage for the measurements with the custom-designed objective.

With this arrangement, the alignment was realized with the described procedure by

using a wavelength of 405 nm. From the Rayleigh criterion, the minimal radius of

the point spread function for this objective calculates to 0.88µm. Within the mea-

surements, the best achieved value was 0.95µm. This value was determined by the

distance between the global maximum and the first minimum of the fit. In Figure

5.4a and 5.4b, the 2D camera image of one nanopore, as well as its 1D cross-section,

are depicted with a pixel size of 3.45µm and a magnification of 19.3. The expected

Airy Disk shape is visible in both plots, consisting of a main peak and several smaller

side maxima, where the intensity is normalized to the maximal value. As previously

mentioned, the data has a non-zero background due to the semi-transparent membrane

of the resolution target.

When moving the pores out of focus, so in z-direction along the optical axis, the point

spread function gets blurred. This was tested by shifting the pores and taking pictures

at different distances to the focal plane. The PSF radius values get linearly larger when

shifting further, as can be seen in Figure 5.4c.

This was expected from the defocus simulations in 3.4. The distance to the focal

plane in which the minimal PSF resolution was still observed is the depth of field, as

explained in 4.8. This value was expected to be 1.85µm, while 1.6µm was observed

in the measurements. To get an idea of how the resolution behaves spatially, the

target was moved with the three-axis linear translation stage in the focal plane so

perpendicular to the optical axis. Pictures were taken at several points across the

area and the PSF radius was calculated from the fit for each data point separately.

The results of this are depicted in Figure 5.4d and show the distribution of the values
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(a) 2D plot with normalized intensity as colorbar
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(b) 1D cross-section with Airy disk fit
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(c) Depth of Field plot with linear fit
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(d) Spatial distribution of PSF radius

Figure 5.4: Commercial Objective Measurement Plots with a wavelength
of 405 nm, a pixel size of 3.45µm and a magnification of M = 19.3.

over the camera area. The average of the PSF radius over the area is 1.20µm with

a standard deviation of 0.06µm. If the tilt angle of the objective is well aligned, the

appearance of the pores on the camera changes only slightly when moving them. The

PSF radius varies within a small range but the images stay symmetric. The results of

the test setup are summarized in Table 5.1. With this, the functionality of the test

setup and its components were observed and the commercial objective was replaced by

the custom-designed one.

minimal PSF radius 0.95µm
Depth of field 1.6µm

FOV average PSF radius 1.20µm
FOV standard deviation 0.06µm

Table 5.1: Commercial Objective Measurement Results
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5.4 Characterization of the custom-designed Objective

Now, we focus on the custom-designed Special Optics objective and want to systemat-

ically evaluate its properties, which range from resolution to field of view and depth of

field. Furthermore, the characterization process involves the examination of technical

specifications, such as focal length and aberration correction. Each of these parameters

contributes to the overall performance of the microscope objective and its suitability

for imaging tasks.

The output of optical systems can vary at different wavelengths of light due to optical

phenomena including refraction, chromatic aberration, and dispersion, as described

before. Therefore, all measurements to determine properties for the characterization,

described in the following, are performed at the four designated wavelengths 405 nm,

532 nm, 635 nm, and 1064 nm. By that, performance variations can be identified to

ensure that the objective meets the requirements of the various possible applications

in the experiment. This also allows us to check if the specifications are fulfilled overall.

5.4.1 Magnification

The magnification of the objective is determined by comparing the observed image size

with a known reference. In the test setup, a known size is the distance of the two

pores on the target, which is 7µm. By measuring the distance of the pores within

the captured camera image in pixels and taking into account the known pixel size, the

magnification can be extracted. To measure this helps to confirm that the objective is

providing the expected level of magnification, which can be calculated with equation

4.2 to M = 22.87. The calibration of the objective ensures that the following mea-

surements it are accurate, since the magnification is also needed to determine other

observables like resolution and field of view. By calibrating the distance of the pores,

a magnification of 24.15 was found for the 405 nm measurements, 22.18 for 532 nm,

25.63 nm for 635 nm, and 20.42 for 1064 nm, respectively. The values vary due to the

chromatic focal shift (see 4.10 and 5.4.7). The focal lengths changes for different wave-

lengths and the positioning of the components was slightly adjusted. The alignment

procedure was repeated and the magnification was determined again after changing the

wavelength. The magnification measurement contributes to the reliability of the overall

characterization, subsequently enabling accurate determinations of other observables

within the optical system.
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Figure 5.5: Back focus test setup scheme. On the right, a collimated laser
beam with a small diameter is provided from an optical fiber. A Keplerian
telescope magnifies the beam before it passes the objective, depicted on
the left. The back focal plane, where the parallel beams are focused, lies
close to the last lens surface of the objective.

5.4.2 Back Focal Plane

The back focus of an objective lens refers to the plane where the light rays that have

passed through the objective parallel to the optical axis, converge (see 4.6). This plane

is often located inside the objective housing, which makes it inaccessible. For this

microscope objective, it lies outside, so behind the surface of the last lens. Hence, the

back focus area can be used for light manipulation. For example, a point mirror can

be mounted there to reflect the collimated 3D-MOT beam that passes the objective.

The distance from the rear lens element of the objective to the back focal plane is

called back focal length. To determine this position, a measurement was conducted in

an adapted version of the test setup. Therefore, a large beam had to pass the objective

to observe the plane where the rays converge. The optical path is depicted in Figure

5.5. The collimated beam of a 626 nm laser diode is enlarged by a Keplerian beam

expander. It consists of two positive lenses, separated by a distance equal to the sum

of their focal lengths. The amount of expansion achieved is determined by the focal

lengths of the lenses. The magnification calculates to M = f2
f1
, where f1 is the focal

length of the first lens and f2 corresponds to the second lens in the setup along the

beam propagation direction. Therefore, to enlarge the beam f2 has to be larger than

f1. For the setup, values of f1 = 40mm and f2 = 750mm are chosen leading to a

magnification of M = 18.75. Thereby, the incoming beam with a diameter of 2mm is

expanded to a diameter of 37.50mm before passing the objective.

The measurement revealed that the focus lies very close to the surface of the lens of the

objective and that the beam diverges very fast afterwards. As depicted in the datasheet

(see Appendix A.1), the surface of the last lens lies 1.42mm inside the housing. When

pressing a piece of paper directly on the metal of the holder, the focus appears as a
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Figure 5.6: The focused red beam behind the objective is visible on a paper
that was pressed directly against the mount.

small spot with a size in the order of 1mm, which is shown in Figure 5.6. The point

mirror that should reflect the MOT-beam has to be fixed as close to the surface of the

lens as possible. Since the objective itself is fixed in a threaded tube, a second thread

can be added from the other side to screw a holder with the point mirror in. The size

of the mirror should be around 1mm to reflect the converged beam, while blocking the

imaging beam as little as possible.

5.4.3 Resolution

The resolution of an optical system is the ability to distinguish two closely spaced point

sources as separate entities rather than a single blurred spot, as explained in Section

3.2. The resolving power of the objective is evaluated by observing the size of the

above-described target. For each of the two pores, the point spread function resembles

an Airy disk, as can be seen in Figure 5.7. The size of the central spot is related to the

resolution of the optical system. Additionally, there are interference effects between

the light of the two pores since their point spread functions are partly overlapping. To

evaluate this, one can look at the images as well as 1D cross sections in Figure 5.7. The

pictures always show a non-zero background. As previously mentioned, this originates

in the semitransparent membrane around the pores. The minima of the Airy Disk can

have intensity values below the background value due to destructive interference. To

determine the size of the main peak, there are two possibilities. It can be calculated as
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Figure 5.7: Resolution measurement results with the four different wave-
lengths. In the left column, a section of the camera image is depicted
where the colorbar represents the normalized intensity. On the right, a 1D
cross-section through the middle with an Airy Disk fit. The pixel size is
5.5µm for 1064 nm and 3.45µm for the other wavelengths, the scales for x
and y extension includes the magnification.
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Wavelength rexp rtheo DOFexp DOFtheo

405 nm 483 nm 428 nm 0.3µm 0.467µm
532 nm 573 nm 541 nm 0.4µm 0.591µm
635 nm 680 nm 636 nm 0.5µm 0.695µm
1064 nm 1093 nm 1082 nm 0.9µm 1.181µm

Table 5.2: Measurement results for Resolution and Depth of Field, com-
pared with the expected values from theoretical calculations.

the distance between the global maximum and the first minimum of the Airy Disk or as

the full width half maximum of the main peak. Those values can be determined from

the fits of the cross-section plots depicted in the right column of Figure 5.7. In Table

5.2, the values from the data fit can then be compared to the theoretically calculated

ones. Here, the distance between the global maximum and the first minimum was used.

5.4.4 Depth of Field

As explained in Section 4.8, the depth of field is the range of distances in front of

and behind the focal plane where objects appear reasonably in focus on the imaging

sensor. To measure this, the target is first brought into the focus. By the one-axis

linear translation stage, the objective is then moved in z-direction, towards and away

from the target. In this way, the distance between the objective lens and the target gets

smaller/larger and moves out of the focus area. This can be seen best in the fit based

on the image. By plotting the size of the main peak versus the shift in z-direction, the

behavior of the defocus can be depicted, where z = 0 refers to the focus plane (Fig.

5.8). As described in Section 3.4, the defocus behavior should be linear in first-order

approximation. The point spread function gets larger linearly with the distance, as

it can be seen in the fits in Figure 5.8. Compared to the theoretical prediction, the

values for the PSF radius are slightly larger in the predicted region of the depth of field,

calculated in 4.8. The distances to the focal plane in which the minimal PSF radius was

still preserved are given in Table 5.2. For 405 nm, the objective can be moved 0.3µm

back and forth without affecting the PSF radius. For values up to around 2µm, the

pores are still resolvable with a radius up to 1.5 times larger than at the focal plane.

With larger shifts of several micrometers, the pores appear very blurred and start to

overlap until they are not distinguishable anymore.
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Figure 5.8: Depth of field Measurement Results with the four different
wavelength. The dots indicate measured data, the dashed lines are fits.
The red lines show the theoretical depth of field range.

5.4.5 Field of View

Following Section 4.9, the field of view is the area in the focal plane where the given

parameters of the characterization are fulfilled. Positions outside of the field of view

can still be imaged but will be less precise. To visualize this on the camera, the target

is moved in the x-y-plane perpendicular to the optical axis with the three-axis linear

translation stage. The circular-shaped field of view of the objective was designed to

have a diameter of 200µm, which corresponds to a diameter of

200µm×M = 200µm× 22.87 = 4 600µm (5.1)

on the camera after accounting for magnification. The rectangular camera sensor has

an area of

(1 440× 1 080) pixel× 3.45
µm

pixel
= (4 968× 3 726)µm. (5.2)
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Wavelength FOV average FOV standard deviation Strehl ratio
405 nm 0.60µm 0.13µm 0.845
532 nm 0.63µm 0.07µm 0.882
635 nm 0.72µm 0.06µm 0.851
1064 nm 1.42µm 0.28µm 0.830

Table 5.3: Measurement results for Field of View. Given is the PSF radius
average and its standard deviation over the area as well as the the Strehl
ratio.

Thus, the camera sensor is approximately equivalent to the size of the field of view.

Consequently, it should be possible to depict the pores clearly on the whole area of the

camera. However, towards the edges of the camera sensor, the pores might exhibit a

slightly greater degree of blurriness, leading to a reduction in resolution. Throughout

this measurement process, it is important to emphasize that only the target’s move-

ment perpendicular to the optical axis was altered. Other degrees of freedom, such as

movement in the z-direction or tilt, remained unchanged. This was done deliberately

to ensure that the pores remain positioned within the focal plane and are not shifted

out of focus. By restricting the movement to the plane perpendicular to the optical

axis, it becomes possible to evaluate the objective’s performance specifically in terms

of the width and clarity of the captured field. The results of this measurement are

shown in Figure 5.9. The resolution is mostly uniform over the depicted area, as can

be seen from the colorbars of the plots representing the PSF radius. However, some

single spots appear to have larger values.

By determining the PSF size for every data point of the measurement, the average

of the PSF size in the field of view can be calculated. This value, together with its

standard deviation, is given in Table 5.3 for the four wavelengths of interest. Following

the definition of the field of view over the Strehl ratio, the intensity ratio between the

actual and the ideal system has to be calculated (see Section 3.3). This was done by

looking at the maximal value of the intensity, which corresponds to the height of the

main peak. The radius is linked to the intensity maximum in a way that a larger radius

comes with a smaller maximal intensity. This is due to the constant incoming power

corresponding to a constant area under the curve. The maximal intensity value was

compared between the field of view measurements and the single point measurements

presented in Section 5.4.3. The deviation between them was lower than 20% on average,

which leads to a Strehl ratio of >0.8. This meets the conditions for the field of view

over the observed area. The Strehl ratios for the wavelengths are given in Table 5.3.
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Figure 5.9: Field of View Measurement Results with the four different
wavelengths. The dots indicate measured data, while the color bar presents
the PSF radius in micrometers.

5.4.6 Aberrations and Tilt

As already described in Section 3.3, various aberrations can occur that cause deviations

from an ideal image formation. They can result in distortion, blurring, and other image

quality issues. First of all, the surfaces of all optical elements have to be clean. Dust

particles on the lens surfaces can scatter and diffract light, leading to reduced resolution

and the formation of speckles when used with coherent light. To prevent this during

the time the setup was installed, the lenses, as well as the camera sensor were covered

to prevent dust from settling on the surfaces whenever no measurement was running.

The microscope objective itself was already designed to minimize several aberrations

through the use of complex lens systems, coatings, and other techniques described in

Section 4.10. However, it’s still a challenge to eliminate all aberrations completely in

the optical path of the setup. Spherical aberrations and coma can be prevented by

precise alignment. An important degree of freedom for this is the tilt angle between
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Figure 5.10: Measurements with tilt-shift. On the left, the 2D pixel plot is
shown where the central peak is shifted. On the right, the 1D cross-section
is plotted. The first minimum on the left of the main peak is swallower,
and the one on the right is deeper, respectively. The objective was tilted
in the x-direction by 5.72mrad.

the objective and the glass window. It can be controlled by the tilt stage, where the

objective is mounted on. Since the glass window and the target are fixed without any

rotational degree of freedom, the objective surface tilts simultaneously to both of them.

In the measurements, the effect of the tilt can be best seen in the 1D cross sections.

The first minimum next to the main peak appears shallower on one side but deeper on

the other. This leads to an asymmetric shape, as can be seen in Figure 5.10 with a tilt

in the x-direction by 5.73mrad. In the 2D pixel plot, shown on the left of, the central

spot of the Airy Disk shape is not positioned in the middle of the interference rings

but shifted to the left. Therefore, the first side maximum on the left is closer, leading

to a stronger pronounced minimum on the right, as visible in the 1D cross-section on

the right.

5.4.7 Chromatic Focal Shift

As written in Section 4.10, the chromatic focal shift is an important feature of this

setup. It is set to be smaller than 10µm in the wavelength range of interest. This was

experimentally checked by exchanging the incoming wavelength while keeping all other

devices in place. Thereby, it was possible to observe if and how the focus changes.

After the replacement of the laser diode, the point spread function looked blurred. By

moving the objective along the z-direction with the one-axis linear translation stage,

the image was recovered. The number of steps needed to come back to the initial state

51



Chapter 5 Experimental Realisation

Wavelength Texp Ttheo

405 nm 0.79 > 0.78
532 nm 0.88 > 0.86
635 nm 0.91 > 0.86
1064 nm 0.93 > 0.86

Table 5.4: Measured transmission coefficients for the four wavelengths and
the theoretical values provided by Special Optics.

when exchanging the wavelengths could be read directly from the control panel. The

stepsize brings an uncertainty, since the stage is open loop, as explained in 5.1. It

depends on load and direction, due to the difference in expansion and contraction of

the piezo stack. Taking this into account, the focal shift was specified to be 19.5µm

with an error of 2µm when exchanging between 405 nm and 532 nm wavelength. This

was observed for exchanging them in both direction, so form 405 nm to 532 nm and

vice versa. From the theoretical considerations (Figure 4.3) it appears that the focal

shift between those wavelengths should rather be around 1µm. However, the optical

system contains besides the objective also the focusing lens. Their focal plane shows

as well chromatic focus shift larger than the one of the objective. Therefore, the lens

is probably the main reason for the unexpected large value. The company Thorlabs

provides the diffraction index for the material of the lens12 that varies for different

wavelengths. From the lensmaker equation, one can then calculate the focal length

for each of the wavelengths and, from the difference between them, the chromatic

focal shift. Between 405 nm and 532 nm, the difference calculated from the change in

diffraction index is 17.53µm. Subtracting this from the measuring result of 19.5µm

leads to a value of about 2µm. Since this also the size of the error, one can not directly

conclude to the focal shift from the objective. Therefore, the measurement can only

provide an upper limit of the observable due to the experimental restrictions of the

setup and the imperfections of the other elements.

5.4.8 Transmission

As described in Section 4.11, the transmission of the objective lens is optimized by

choosing a coating that minimizes reflections at the four specific wavelengths of interest.

To quantify this behavior, a beam with known intensity is sent through the objective.

The intensity afterward is measured again by a power meter placed behind the objective

12Thorlabs N-BK7 Plano-Convex Lens LA1727-AB (f = 750mm)
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Figure 5.11: Dichroic mirror in its mount, consisting of a main piece and
two side parts, providing the only contact to the mirror surface. Figure
taken from [54].

in the focal plane. In Table 5.4, the measured transmission coefficients for the different

wavelengths are shown. These are measured without an angle of incident. So the light

passed the lens perpendicular to the surface. Notably, as the wavelength decreases, the

reflective properties of the material become more pronounced, leading to a decrease

in transmission. The coating is selected to minimize reflections at the four specific

wavelengths crucial for the experiment, as discussed in 4.11. It has to be noticed that

in the tests a slightly smaller wavelength of 405 nm is used compared to the 421 nm

employed in the experiment. Consequently, the value presented in the table for 405 nm

serves only as a lower boundary for the behavior at 421 nm. Another factor that has

an impact on the transmission is the angle of incidence of the light. When changing

the angle to non-zero values, a slightly different transmission was observed. This was

predicted from theoretical simulations, as can be seen in Fig. 4.4 for an angle of 41°.

5.4.9 Imaging Setup including a Dichroic Mirror

In the experiment, we want to combine the imaging with the DMD setup (see 6.1). They

work with wavelengths of 421 nm and 532 nm, which both have to pass the microscope

objective. Therefore, it is useful to have a dichroic mirror to separate or mix light
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Figure 5.12: Images taken with the Dichroic mirror in the setup at 405 nm.
(a) Image after the beam hit the mirror on the side, close to the mount.
(b) The situation between the edge and the center of the mirror. (c) Image
directly at the center of the mirror.

based on its wavelength. This optical component selectively reflects or transmits light,

allowing specific colors of light to pass through while reflecting others. It is created by

depositing multiple layers of coatings with varying refractive indices and thicknesses,

which results in interference effects. Due to a high sensitivity to stress, resulting in

distortion of the wavefront, dichroic mirrors are particularly problematic components.

To separate the beams of different wavelengths, a dichroic mirror that meets the re-

quired conditions was custom-designed. It is built to reflect 421 nm and transmit all

wavelengths above 532 nm. To test the performance of the mirror and its compatibility

with the imaging system, it is included to the optical path. It can be positioned any-

where between the objective lens and the camera. The mount has only a few contact
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points with the mirror surface in order to minimize external stress. Mirror and mount

are shown in Figure 5.11 inside of a cage system. Still, the surface is slightly stressed,

which leads to small distortions of the surface near the contact points on the mirror.

Therefore, it is crucial to hit the surface with the laser beam far away from the edges,

ideally in the middle. To test this spatial behavior, an additional mirror was added to

the optical path before and behind the dichroic mirror, respectively. The first mirror

controlles the position on the dichroic and the second one ensured that the light would

still hit the camera sensor afterward.

Test measurements were performed with a wavelength of 405 nm. It was observed that

the distortions of the mirror have a strong impact on the quality of the point spread

function and on interference effects. This occurred mainly if the mirror was hit by the

beam rather on the side and is depicted in Figure 5.12. When the light is reflected at a

position close to the side, where the mount touches the mirror surface, the point spread

function is strongly affected. As visible in Figure 5.12a, it differs a lot from the expected

Airy Disk that was observed before in the setup without the dichroic. When shifting

the beam away from the side closer to the center, the distortion gets smaller and the

Airy Disk shape recovers. Still, the shape of the point spread function appears rather

elliptical than circular, and the main peak has a larger radius, as depicted in Figure

5.12b. On the other hand, when the mirror gets hit in the center, the point spread

function has again the expected Airy Disk shape with a similar radius as observed

before. This can be seen in Figure 5.12c. Note that a detailed examination of the

impact of the mirror surface on the wavefront was performed beforehand and can be

found in [54].
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The microscope objective must seamlessly integrate into the overall apparatus while

ensuring stability, alignability, and ease of operation. It is placed very close on top of the

upper inverted viewport, between the coils. Therefore, the objective and holder have to

be made out of non-magnetic materials. Also, the dimension of the objective is limited

by the given space. The imaging beam will enter the science chamber from below,

through the lower viewport. One challenge was to ensure translational and rotational

degrees of freedom for positioning and centering the objective. This is crucial to align

the imaging system. However, it should be rigid enough to be unaffected by external

vibrations.

6.1 Final Assembly

Above the main chamber, an additional breadboard is placed on several posts with

300mm vertical space to the lower one. It has a hole directly above the chamber to let

the imaging beam pass. Next to it, the mount of the objective has to be attached. A

right-angle adapter plate connects the upper breadboard with the one-axis translation

stage that was already used in the test setup. It has a small step size to enable

precise adjustment of the focal plane and moves vertically along the optical axis. The

latter is different from the reference system in the test setup, where the optical axis

was placed horizontally. On the one-axis stage, an adapter plate is screwed, which

enables the mounting of the four-axis stage. It translates along and rotates around

the x- and y-axis and enables to align the horizontal position and tilt angle. Both

stages can be remotely controlled by a micro-controller. The objective is screwed

into a threaded tube, which itself is fixed on the four-axis stage. To ensure that the

objective will not hit the viewport and damage one of them, spacers have been added

to the assembly, designed by Joschka Schöner. These small elements are screwed onto

the main chamber and provide a mechanical barrier preventing the objective to move

down further than intended. This was in particular useful for the first alignment
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SOLIDWORKS Lehrprodukt. Nur für Lehrzwecke.
Figure 6.1: Final assembly for the implementation into the main exper-
iment. The objective is placed between the coils directly above the up-
per viewport of the science chamber. It is screwed into a tube, which is
mounted on the 4-axis stage that is connected to the 1-axis stage via an
adapter plate. The 1-axis stage is screwed onto an angle plate. The white
spacers ensure a minimal distance of 1mm between the objective and the
viewport.

procedure. By careful observation of the distance between each of the spacers, the

linear and angular orientation of the objective was adjusted. The full assembly is

depicted in Figure 6.1. The design was mainly created by Shuwei Jin. On top of the

upper breadboard, a lens system is mounted to focus on the low-noise qCMOS camera1.

The choice of the focal lengths and the resulting magnification will be discussed in 6.2.

This mechanical assembly is the basis for the vertical imaging setup that will be de-

scribed next. The imaging beam with a wavelength of 421 nm hits the atomic cloud

from below and crosses the objective afterward. It is reflected by a mirror mounted on

the upper breadboard after passing through the hole, crosses the following lenses, and

hits the imaging camera at a beam height of 55mm. The focus plane of the last lens

1Hamamatsu ORCA-Quest qCMOS camera C15550-20UP
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lies at the camera surface. In its final imaging position, the foremost surface of the

objective is positioned 2mm above the upper viewport of the main chamber (see 4.2).

Because of its position directly above the viewport, one of the MOT beams has to

cross the microscope objective. Therefore, the MOT beam coming from below will be

reflected by a point mirror, sputtered on a waveplate. It is mounted at the back focus

of the objective, which is outside of the housing but very close to the surface of the

last lens. Therefore, the waveplate can be mounted within an additional thread in the

same tube as the objective. With this point-like aluminum mirror in the middle, it can

reflect the MOT-beam without taking away much intensity from the imaging.

Inclusion of the DMD setup As already mentioned in 2.3 and 5.4.9, the imaging

setup will be combined with the DMD setup in the experiment. While the imaging

beam has a wavelength of 421 nm, the DMD system will use a 532 nm beam. Both

beams have to pass the microscope objective. To make this possible, a dichroic mirror,

which reflects 421 nm and transmits all wavelengths above 532 nm, is mounted above

the objective. The 421 nm beam passes the objective from below and will be reflected

by the dichroic mirror onto the following lens. The 532 nm beam will illuminate the

DMD, which modulates its intensity profile. Afterward, it gets transmitted by the

dichroic mirror and passes the objective from above to project a potential onto the

atoms. The DMD setup is further discussed in [40].

6.2 Magnification

By choosing the focal length of the lens after the objective, the magnification M of the

imaging system is determined. A larger magnification leads to more details in the image

but comes along with a smaller effective sensor size. Following the Nyquist-Shannon

sampling theorem, the PSF of the smallest resolvable feature must be sampled by a

minimum of 2 pixels across its radius [55]. Therefore, the magnification should have

at least a value of M = 2 dpx
rmin

, with a known pixel size of dpx = 4.6µm. Since the

minimal PSF radius of the system is around 500 nm, a magnification of about M ≈ 20

is needed to be able to resolve the smallest possible points on the camera. For the

4096× 2304 pixels on the camera, the effective sensor size would then be 942× 530µm.

Since a smaller magnification comes with a larger effective sensor size, it is favorable

for the first alignment steps.
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With a focal lens of f1 = 400mm, the magnification of the setup calculates to

M1 =
f1

fobjective
=

400mm

32.8mm
≈ 12.20. (6.1)

To be able to vary the magnification, two additional lenses in a telescope setup are

added behind. This allows to use the imaging system for different requirements. With

the focal lengths f2 = 500mm and f3 = 300mm, a further magnification factor of

M2 =
f2
f3

=
300mm

500mm
= 0.6 or M3 =

f3
f2

=
500mm

300mm
= 1.67 (6.2)

can be achieved, depending on the arrangement. If the lens with the smaller focal length

is put first in the optical path, followed by the larger one, an overall magnification of

M1 ×M2 = 12.20× 0.6 = 7.32 (6.3)

is reached. For the inverse order, so placing first the lens with the larger focal lens

followed by the smaller one, the value calculates to

M1 ×M3 = 12.20× 1.67 = 20.37 . (6.4)

Meanwhile, the position and alignment of the previous elements of the setup remain

unchanged. This means the objective and the focusing lens do not need to be modified.

The different magnifications can be used to access various situations in the experiment

and provide a broader platform for the functionality of the imaging setup. In the focus

of the last lens, the low-noise qCMOS camera is placed.
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In this thesis, the characterization of a custom-designed microscope objective for a high-

resolution imaging system was presented. The main goal was to check the properties

and overall performance of the objective, which was done in a test setup. We discussed

the expectations and limitations of the imaging system by running simulations of its

optical performance based on theoretical concepts. After testing an alignment proce-

dure for the setup, characterization measurements were carried out to determine the

following properties of the optical setup: Most important for the imaging system within

the experiment is its resolution at the wavelengths 421 nm and 532 nm. The smallest

measured radius of the point spread function was 483 nm at a wavelength of 405 nm and

573 nm at a wavelength of 532 nm. Over the whole field of view, the average PSF radius

was 0.60µm with a standard deviation of 0.13µm at 421 nm wavelength and 0.63µm

with a standard deviation of 0.07µm at 532 nm wavelength. We determined a depth

of field of 0.3µm and 0.4µm at 421 nm and 532 nm, respectively. The chromatic focal

shift is smaller than 15µm over the wavelength range of 405 nm to 1064 nm. The tilt

of the objective has some noticeable effect for angles as small as 5mrad. For 405 nm,

a transmission coefficient of 0.78 was measured. For the other wavelengths, namely

532 nm, 626 nm, and 1064 nm, this value was above 0.88. When the dichroic mirror

is included in the imaging setup, it should be hit at the center. Since the surface is

very sensitive to stress, hitting it on the side leads to distortions of the wavefront. The

gained knowledge was used to implement the imaging system into the ultracold atom

experiment.

Currently, the objective is mounted on translation stages below the upper breadboard

and above the viewport of the main chamber. The lenses and camera were installed

as well. The proper alignment of the whole system still has to be done. One approach

was to produce quantum droplets to have a small object that can be used for the

procedure comparable to the nanopores used in the test setup. This can be done by

ramping the scattering length down using an external magnetic field and letting the

cloud expand freely. Even though a droplet could be formed, the alignment procedure
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based on this idea turned out to be too involved. Another approach is to use optical

tweezers created by the objective itself. A laser beam that passes the objective from

above is tightly focused on the focal point. When using red-detuned light, the atoms

experience an attractive force due to the transfer of momentum from the scattering

of the photons and get trapped at the beam waist. This can be used to adjust the

spatial position of the objective. For dysprosium, a wavelength of 532 nm can be used

to create an attractive force. An incoming beam with a diameter of 4.5mm leads

to a waist diameter of about 1.5mm. The position of the trapped atoms can then

be aligned with the atomic cloud. After the alignment of the objective is done, the

implementation of the DMD setup in the main experiment is planned. It was already

characterized in an additional test setup [40] and will pass the microscope objective as

well. The dichroic mirror connects the optical paths of imaging and DMD setup with

their wavelengths of 421 nm and 532 nm, respectively. As soon as the objective is in

place, it opens many new possibilities for the experiment.
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A.1 Technical Drawings

Figure A.1: Drawing of the microscope objective, provided by Special Optics.
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Figure A.2: Drawing of the breadboard for the test setup.
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Figure A.3: Drawing of the mount for the objective.
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378-847 378847A

focal length : fd=10mm

numerical aperture : NA=0.28

exit pupil diameter : Φ5.6mm

Object size : Φ1.5mm

* We will not guarantee this graph curve at every situation.

Figure A.4: Transmission curve, technical drawing and characteristic lengths of the commer-
cial objective, provided by Mitutoyo.
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Figure A.5: Drawing of the mount for the Mitutoyo objective.
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Figure A.6: Drawing of the mount for the dichroic mirror. Taken from [54].
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A.2 Pictures

Figure A.7: Breadboard of the test setup in the preparation lab.
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Figure A.8: Assembly in the experiment above the main chamber.
Pictures taken by Maurice Rieger.
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