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Abstract
In this bachelor thesis a high precision, ultra-low noise, bipolar, current source

for the driving of magnetic coils is presented and the design of a set of rectangular

coils to generate homogeneous fields inside a vacuum chamber is described. The

field equations necessary to simulate the magnetic field of rectangular coils are

explained and design choices to achieve a high field homogeneity are discussed.

The theory of noise analysis by the use of a discrete Fourier transform and the

theory of operational amplifiers is explained, to enable the description and anal-

ysis of a prototype of the power supply that will be used to power the magnetic

field coils of a new ultra-cold dysprosium experiment. The prototype is tested on

a set of coils and their time response is analyzed to test the capabilities of the

PI-controller, that is part of the power supply.

Zusammenfassung

In dieser Bachelorarbeit wird eine hoch präzise, rauscharme, bipolare Stromquelle

für den Betrieb von Magnetspulen präsentiert und das Design eines rechteckigen

Spulenkäfigs zur Erzeugung homogener Magnetfelder in einer Vakuumkammer

wird beschrieben. Die zur Simulation von rechteckigen Spulen benötigten Feld-

gleichungen werden erklärt und der Entwurf von rechteckigen Spulenpaaren im

Hinblick auf hohe Feldhomogenität wird erläutert. Der benötigte theoretische

Hintergrund um Signalrauschen mit Hilfe einer diskreten Fourier Transformation

durchzuführen wird geschaffen. Die Funktionsweise von Operationsverstärken

wird erklärt um die Beschreibung und Analyse eines Prototypen der Stromquelle,

welche in einem neuen ultrakalten Dysprosium Experiment verwendet werden

wird, zu ermöglichen. Der Prototyp wird an einem Spulenpaar getesten und

ihr Frequenz- und Zeitverhalten wird analysiert um das Leistungsvermögen eines

PI-Regles, welcher Teil der Stromquelle ist, zu testen.
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1 Introduction

Ultra-cold quantum gas experiments, are an intriguing field of study as they allow the

observation of novel quantum phenomena with a high degree of tunability and flexibility.

Since the first creation of Bose Einstein condensates of rubidium an natrium in 1995 [1],

atomic species, fermions and bosons alike, have been cooled down to the degenerate regime.

In a new ultra-cold quantum gas experiment being built under the supervision of Prof.

L. Chomaz, dysprosium atoms are to be cooled and trapped to investigate their behaviour

as a quantum fluid. The element dysprosium is especially interesting, as it is the element

with the highest magnet moment and thus exhibits a strong dipolar properties. Therefore

in a dysprosium gas atoms not only exhibit short range contact interactions but also

long range dipolar interactions. in particular, by tuning the interaction strength of the

contact interactions using Feshbach resonances, on is able to tune the relative strength

between the two aforementioned interactions. In this new experiment, the dysprosium

atoms will be trapped in a combination of optical and magnetic potentials in order to

explore the intriguing behaviour of two dimensional quantum gases. As magnetic fields

are used extensively for the manipulation of quantum gases and play an important role

in most quantum gas experiments, electromagnetic coils have to be carefully designed to

create the needed magnetic fields. For the new experiment, magnetic coils will be used to

create offset fields in arbitrary directions and a quadrupole field gradient around the centre

of the main vacuum chamber. Not only do the coils need to be designed and manufactured

precisely, but to allow for accurate tuning and highly flexible manipulation of the quantum

gas, an equally precise current source has to be built to supply the coils.

The design of two pairs of the required offset coils will be described in the first part

of this bachelor thesis. Then the design of a ultra-low noise power supply capable of

fast and accurate driving of magnetic coils is presented and a prototype of the same is

characterised.
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2 Magnetic Coils in a Dysprosium

Experiment

2.1 Dipolar Interactions

Dysprosium is an especially interesting element to study, as it has a very high magnetic

moment. Not only are different optical transitions accessible for efficient trapping and

cooling, but in its ground state it has a rather special electron configuration [2]:

[Xe]4f106s2

where [Xe] represents the full electron configuration of the noble gas xenon. This means

that while the outermost 6s shell is completely filled, four electrons in the 4f shell are

unpaired and according to Hund’s rules, the states with orbital angular momentum pro-

jection quantum numbers ml = {3, 2, 1, 0} in the f shell are unoccupied completely. This

gives rise to a total orbital angular momentum of L = 0h̄+ 1h̄+ 2h̄+ 3h̄ = 6h̄. The spin

angular momentum of the 4 unpaired electrons is S = 4× h̄/2 = 2h̄. Therefore, the total

angular momentum, which couples as J = L+ S is J = 8. The magnetic moment µm can

be calculated as [3]:

µm = −
3∑

ml=0

glmlµB −
3∑

i=0

gs
µB

2
≈ −10µB (2.1)

where g-factors are gl = 1 and gs ≈ 2 and µB is the Bohr magneton.

As a result of this high magnetic moment, the dipole-dipole interaction between dyspro-

sium atoms is up to 100 times stronger than in alkali elements. The magnetic dipole-dipole

interaction potential of two dysprosium atoms within an external magnetic field can be

described as [4]:

Vdd =
mu0µ

2

4π

1− 3 cos(θ)2

r3
(2.2)
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where θ is the angle between the external field and the vector connecting the two atoms.

Thus, the interaction potential between the atoms depends strongly on their relative po-

sition. If they lie ’head-to-tail’ oriented along the external magnetic filed, θ equals zero,

cos(θ) = 1 and the potential is negative: the magnetic dipoles attract each other. If they

lie ’side-by-side’ the angle will be θ = 90◦ and the potential is positive and they repel each

other. In other words: the interaction potential is anisotropic.

The notion of a ’long-range’ interaction, for a potential scaling with r−3 is justified by

comparing it to other interactions. For non-dipolar atoms in the low temperature regime,

the contact interaction can by modelled by a short range potential [3]:

V (r) = gδ(r) =
4πh̄2

m
a · δ(r) (2.3)

where δ(r) is the delta function, m is the mass of a single collision partner and a is the s-

wave scattering length. s-wave scattering refers to the scattering of a spherically symmetric

wavefunction of quantum number s, and is the dominant process at low temperatures for

short range interactions. As this pseudopotential, given by a delta function and only

dependent on a scattering length a, is sufficient to describe the interactions in a cold

quantum gas, it is clear that the contact interaction is really ’close-range’ and a dipolar

interaction scaling with r−3 can be called ’long-range’.

To be able to study the effect of dipolar interactions in a dysprosium quantum fluid,

one can make use of the phenomenon of Feshbach resonances. These resonances allow to

tune the contact interaction and thus to tune the relative strength between short range

(contact) and long range (dipolar) interactions, by applying a magnetic field. This will be

explained shortly in the coming section.

2.2 Feshbach Resonances

Depending on the internal structure of the collisions partners, there may exist multiple

interaction potentials. These can couple together such that the scattering properties are

strongly modified [2]. To explain the basics of Feshbach resonances, let us consider two

coupled potentials as depicted in Fig. 2.1a). The background potential Ubg(r) connects

asymptotically to the energy of two free atoms in an ultra-cold gas. Another potential

Uc(r) is energetically higher that the free energy of the atoms at large distances and is

therefore not available for the atomic interaction. It is thus called the closed channel, while

the other potential, as it is the only energetically potential, is called the open channel for

the collision process. These different channels correspond to different sets of quantum
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Figure 2.1: Illustration of Feshbach resonances as taken from [2] a)Schematic
of the open and closed interaction channel. b) Relative scattering length
a/abg (black) and molecular binding energy Eb (blue) as a function of
external magnetic field B.

numbers and might therefore differ in the orbital angular momentum projection quantum

number ml.

The closed channel has to support at least one bound state with an energy Ec near

the asymptotic value of the open channel. If the small energy E of the ultra-cold collision

partners matches the energy Ec, the coupling between the two channels is magnified and

a strong mixing of the two channels occurs. This can lead to the temporary formation of

a weakly bound molecule of the two collision partners. The results is a divergence of the

scattering length a of the interaction.

The energy of the two channels is proportional to the product of the external magnetic

field and their magnetic quantum number ml. If the two channels have a difference in

ml, their energies and their energy difference ∆E is dependent on an external magnetic

field, due to the Zeeman effect. Therefore, by applying a homogeneous magnetic field, the

energy Ec can be tuned to match that of the interacting atoms and a Feshbach resonance

can be induced.

The dependence of the s-wave scattering length a on the external magnetic field can

be described by [5]:

a(B) = abg

(
1− ∆

B −B0

)
(2.4)

where abg is the scattering length of the potential Ubg, B0 is the field at which the resonance

occurs, ∆ is the width of the resonance (in units of magnetic field strength) and B is the

applied magnetic field. Thus the scattering length of the contact interactions can be tuned.

This is shown in Fig. 2.1b). There the divergence of the scattering length a around B0 is
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visible in black. The molecular binding energy of the scattering partners is drawn in blue

and show a linear behaviour as the distance between the atoms is large. Due to coupling,

the binding energy deviates from this linear behaviour around the resonance point.

For the case of dipolar atoms such as dysprosium, this is especially interesting as it

allows tuning of the relative strength of the dipol-dipol interaction and contact interaction.

In other words via the application of a magnetic field, one can manipulate the atoms to

go from a regime where only contact interactions are relevant to one, where only dipolar

interactions are relevant.

2.3 Coil Design

To be able to generate a magnetic field up to 15G in any direction and a 6G/cm gradient in

z-direction (vertical and perpendicular to atomic path), three sets of coils were designed.

The gradient is generated with two circular coils in Anti-Helmholtz configuration and 120

turns of 500 µm FSP18 Solabond wire by Elektrisola1. It can be baked at 150 − 170◦C

to bond the wires together stably and improve the heat conductivity inside the coil. The

field in z-direction is generated by a pair of circular coils with 60 turns of the same wire

in Helmholtz configuration.

Figure 2.2: 3D model of main chamber
with coils inside custom view-
port and rectangular coil cage,
and a red dot indicating the
position of the atoms

Both these pairs of coils are positioned

inside a custom designed reentrant view-

port, to be as close as possible to the

dysprosium atoms and where designed by

Joschka Schöner. They are wound around

a water-cooled copper holder to further im-

prove cooling of the coils.

To allow for an offset field in x and y

direction (both horizontal directions) and

to compensate stray magnetic fields such as

the earth’s magnetic field, a small cage of

rectangular coils was designed around the

main chamber by the myself. Its design will

be discussed in further detail below.

Due to unforeseen delays, the custom

viewport and therefore the two sets of cir-

1https://www.elektrisola.com/en/Products/Selfbonding-Wire/Types
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cular coils within can not be used immediately. To solve this problem, two intermediate

coils where designed, to be used around a standard CF100 viewport. These will be used in

the experimental analysis of the power supply below (sec. 5) and will be described shortly

below.

2.3.1 Design of Rectangular Coils

The aim of the rectangular coil cage, which will be called xy-cage from now on, is to

provide a homogeneous magnetic field offset in an arbitrary (horizontal) direction. The

coils should provide a homogeneous field, that can be changed reasonable fast while they

should not consume too much power. In general, the bigger the coils are, the greater the

homogeneity will become, but the inductance and with it the time response of the coils will

become larger. Also an increase in size will mean an increase of the power needed to create

a certain field strength in the centre of the coils. Finally the size of the design will of course

be limited by the constraints of the surrounding experimental setup. Most importantly,

the main chamber rest only 40mm over an optical table that supports the optical setup.

Thus, as the field homogeneity in the centre of the cage might improve with the cage size,

having a big compensation cage around the main chamber of the experiment will result

in slower switching times and may necessitate cutting the optical table and might cause

obstruction of the optical path. Therefore, the design of a small cage around the chamber,

that provides the desired fields was attempted. By simulating the field of rectangular coils

in Helmholtz configuration, it was found that a set of two interlocking pairs of rectangular

coils can provide the required field, while fitting around the main chamber and without

taking up unnecessary space. To be able to simulate the magnetic field of a rectangular

coil, the field was calculated according to a derivation by M. Misakian [6]. For a perfectly

rectangular wire which is centred with the coordinate system and lies in the x-y-plane,

Misakian gives the following equation to calculate the vector components Bx, By and Bz

of the magnetic flux density B⃗ at any point r⃗ = (x, y, z) as follows:

Bx =
µ0I

4π

4∑
α=1

[
(−1)α+1z

rα[rα + dα]

]
(2.5)

By =
µ0I

4π

4∑
α=1

[
(−1)α+1z

rα[rα + (−1)α+1Cα]

]
(2.6)

Bz =
µ0I

4π

4∑
α=1

[
(−1)αdα

rα[rα + (−1)α+1Cα]
− Cα

rα[rα + dα]

]
(2.7)
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with

C1 = a+ x d1 = y + b r1 =
√

(a+ x)2 + (y + b)2 + z2

C2 = a− x d2 = d1 r2 =
√
(a− x)2 + (y + b)2 + z2

C3 = −C2 d3 = y − b r3 =
√

(a− x)2 + (y − b)2 + z2

C4 = −C1 d4 = d3 r4 =
√
(a+ x)2 + (y − b)2 + z2

where a is half the width of the coil in y-direction (the coil extends by ±a in y-direction)

and b is half the width of the coil in x direction. I is the (constant) current flowing through

the coil. The values r1 - r4 give the distances between each corner of the coil an the point

r⃗. To ease notation, the x-y-plane will be denoted as the z-plane from now on.

To calculate the field of a whole coil, consisting of N windings, the calculation was done

N times. The thickness of the wires dw was accounted for in such a way that for every

wire an offset is introduced, according to the thickness of the wire. This means, that the

vector r⃗ is translated by an offset and then the field is calculated. Wire crossing however,

was not accounted for. Therefore, the coil simulated here consists of N individual, not

interconnected rectangular coils/wire strands, placed apart according to the wire thickness,

number of layers and windings per layer. Also the field was only calculated once at the

middle of each wire strand. As the coils will be comparably far away from the centre

of the main chamber, the small imperfections caused by these simplifications should be

negligible.

To be able to calculate the field of a coil with N windings, that lies in an arbitrary

plane, the above equations can still be used, but two rotations have to be performed in

the following way:

First, the vector r⃗ is rotated into the z-plane to be able perform the calculations above

for a coil lying in z:

plane of desired coil original vector vector rotated in z

x r⃗ =

x

y

z

 r⃗ ′ =

−z

y

x


y r⃗ =

x

y

z

 r⃗ ′ =

 x

−z

y


z r⃗ =

x

y

z

 r⃗ ′ =

x

y

z
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if the desired coil lies in the z-plane, Eqns. 2.5-2.7 apply directly and no rotation is

necessary.

Before the field is calculated, the wire thickness has to be accounted for. The different

layers of wires are accounted for by tweaking the dimensions of the coil accordingly, while

the wires lying next to each other in one plane are considered by translating the vector

r⃗ ′ as follows:

r⃗ ′′ = r⃗ ′ +

 0

0

∆z

 with ∆z = d− (−nW · dw
2

+
(2nW + 1) · dw

2
) (2.8)

where d is the distance between coil centre and the centre of the coordinate system (for

coil pairs it will be the distance between the coils). dw is the diameter of the wire and

nW is the index of one of the NW windings (counting from zero). Thus, starting at index

nW = 0, the vector is translated by the distance d, which is simply the offset of the coil

from the z-plane. Halve the thickness of the coil is subtracted, thus placing the vector at

the edge of the coil and the radius of one wire is added, thus placing the vector at the

centre of the outermost wire. Thus r⃗ is translated by the distance between the centre of

the coordinate system of the coil and one specific wire strand.

Now the field can be calculated at r⃗ ′. But as these results are in the reference frame of

r⃗ ′′, they have to be rotated back into the original frame, by reversing the original rotation

of r⃗:

plane of desired coil calculated field vector field vector in reference frame of r⃗

x B⃗′′(r⃗ ′′) =

Bx

By

Bz

 B⃗(r⃗) =

 Bz

By

−Bx


y B⃗′′(r⃗ ′′) =

Bx

By

Bz

 B⃗(r⃗) =

 Bx

Bz

−By


z B⃗′′(r⃗ ′′) =

Bx

By

Bz

 B⃗(r⃗) =

Bx

By

Bz


Thus, the field at an arbitrary point can be calculated for one wire strand of a coil oriented

in any plane.

To simulate the field of multiple coils consisting of multiple wires, the above is simply
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repeated multiple times. And to simulate the field over a range of different points, all of

the above is repeated for each point. This is still reasonably fast and for two coils of 100

windings each, the total magnetic field Btot =
√∑

iB
2
i at 105 points can be calculated

within a few seconds. The results of this simulation were compared to data of a similar

setup [7], verifying the validity of this simulation.

With the help of these simulations, different designs were made according to the spatial

constraints at hand. For each design, the field heterogeneity for the relevant region around

the centre of the main chamber was calculated to be able to compare the quality of the

field to other designs and to the main coil pairs. The field heterogeneity can, as in the

works of others [8], be defined as:

h(r⃗) =
|B⃗(r⃗0)− B⃗(r⃗)|∣∣∣B⃗(r⃗0)

∣∣∣ (2.9)

where B⃗ is the magnetic field vector and r⃗0 a reference point i.e. the centre point of the

coils.

For the usual case of circular coil pairs, the highest field homogeneity i.e. the lowest

field heterogeneity is achieved if both coils, have the same radius r, winding number N

etc. and are placed along their common axis at a distance d = r. This configuration is

then called Helmholtz configuration. For square coil, the same general idea applies, but

the best homogeneity is achieved when the distance is [9] d = 0.5445 · a, where a is the

side length. As this is follows the same general idea as in the circular case, it is also called

Helmholtz configuration.

The field heterogeneity of circular coils in Helmholtz configuration is only slightly

smaller, than that of square coils in Helmholtz configuration of comparable dimensions [10].

Depending on the way of comparing the two systems, (comparing between circumferences

or between radii and side lengths) or one can even conclude that the field uniformity of

square coils is better [11]. Therefore a square design was chosen originally, as compared

to a circulatory design, it is the more space efficient solution for the specific application

of a set of coils around a vacuum chamber.

The choice of two interlocking pairs of coils, stems again from the desire to keep the cage

as small as possible. But as an interlocking square design is to large would therefore cut the

optical table, the square design was formed into a similar rectangular design. It was then

tested whether rectangular coils might still provide fields of high enough homogeneity.

Considering rectangular coils, the field homogeneity is best for the case of square coils

[12]. Thus a rectangular design using the maximum height available, as to be as close

10



to a square configuration as possible, was chosen. For rectangular coils the distance of

d = 0.5445a will no longer provide the most homogeneous field, not least because it is no

longer clear which side length a is supposed to describe. But choosing a as the longer side

length, d = 0.5445a will give a good first guess and the ’correct’ distance will be somewhat

smaller. To calculate the spacing for which the field homogeneity in all axis is best, the

field for many differently spaced coils along the xyz axes was simulated and the spacing

at which the field deviation over a relevant range is lowest was found.

Finally, it has to be guaranteed, that the coil cage actually fits around all viewports

of the chamber, which further limits the range of possible distances of the coils that can

be considered. The resulting compensation cage presents a compromise of all the above

requirements. Its coils are also wound with the same 500µm wire2, as the main coils, so

the wires bond together stably. The bond exhibits good heat conducting properties, while

the individual wires remain electrically isolated.

The dimensions of the compensation cage are as follows:

Coils length height distance layers windings
Inner 206.4 mm 129.4 mm 78.4 mm 10 10
Outer 206.4 mm 142.2 mm 86 mm 10 10

Table 2.1: Dimensions and winding count of compensation cage

The dimensions are given for the centre of the coil. That means e.g. the actual outer

length of the coils is

length + 2 · (wire thickness · layers/2) = 206.4mm+ 5mm = 211.4mm.

The inductance of the larger coil pair is given L = 19.7mH and a field of 10.7G/A can

be created an its resistance is 6.0Ω. The field homogeneity is worst, for the smaller coil

pair and along its symmetry axis. Within 1mm of the centre, the field heterogeneity is

h = 0.003%.

2.3.2 Design of Intermediate Coils

As mentioned above, the main coils housed inside a custom designed viewport can not

be used immediately due to delays in the production of the viewport. Therefore a set of

intermediate coils was designed, to replace the main coils in the mean time. These were

manufactured prior to the writing of this theses and will be therefore used for testing and

analysing the power supply. Their dimensions are as follows:

2https://www.elektrisola.com/en/Products/Selfbonding-Wire/Types
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Coils mean radius distance layers windings wire R[Ω] L[mH]
Offset 80.228 mm 78.968 mm 8 8 500 µm 5.2 3.0

Gradient 85.016 mm 100.336 mm 10 10 1.18 mm 1.6 6.1

Table 2.2: Dimensions and winding count of intermediate coils

2.4 Eddy Currents

If a fast time response and alternating currents are important, one has to carefully mind

eddy currents in the design of magnetic coils and their holders. These currents are induced

in any conductor according to according to Faraday’s law of induction, when a changing

magnetic field is present. Expressed as the Maxwell-Faraday-Equation the law of induction

states [13]:

∇⃗ × E⃗ = −dB⃗

dt
⇐⇒

∮
E⃗ds⃗ = −

∫
dB⃗

dt
dA⃗ (2.10)

Thus, a magnetic field change in time induces a spatially varying electric field, and

therefore a voltage U =
∫
E⃗ds⃗. Especially the circular holders of the coils are prone

to exhibit strong eddy currents, as their geometry allows for an eddy current, directly

opposite to the current flowing through the coil wires. To reduce these currents, a non

conducting slit was introduced into all holders, except for the intermediate coils. Both

in the copper holder of the main coils and in the aluminium holder of the compensation

cage, 2mm wide slits filled with non-inductive plastic (PEEK) inserts are made. Although

these should greatly reduce the effects of eddy currents in the holders, the main chamber

itself is also a conductor and as it is a vacuum chamber, introducing a slit would defeat its

purpose. Therefore eddy currents in the walls of the main chamber are inevitable but are

reduced as much as possible, by placing the main coils (which will create time dependent

magnetic fields) as close to the atoms in the centre as possible. The atoms will then ’see’

the superposition of the magnetic field of the coils and the magnetic field of the eddy

currents, so the amplitude of an oscillating field created by the coils will be in fact smaller

at the position of the atoms. By continuously measuring the current through a coil and

varying the applied voltage accordingly, one can reduce the effect of self-induction in the

coil (see sec. 4.3). But to act against induced fields in the main chamber is not so easy,

therefore prevention of eddy currents therein should be focused upon. This is done for

example by electrically isolating the conducting coil holders from the main chamber with

non-conductive PEEK mounts. Therefore, possible induced currents at least cannot travel

from one part to another.

For the intermediate coils described above, no such slit was introduced. A a result the

12



effect of eddy currents can be measured easily. The current through the coil was measured

with both an ampere meter3 in series an with a current clamp4, which clamps around the

whole coil including the mount. The for a coil with 90 windings, the measurement of the

clamp should be Aclamp = 90 · Ameter where Ameter is the measured current through the

ampere meter. But in fact for an AC current in form of a 50Hz sine wave only

Aclamp = 88.5% · (90 ·Ameter)

was measured. For currents between 50mA and 3A this result is not dependent on ampli-

tude. When measuring the current through one wire with the clamp (i.e. not clamping

around the metal holder) the results of ampere meter and clamp match.

2.5 Resulting Constraints on Power Supply

To generate precise magnetic fields with the coils discussed above, an equally precise power

supply is needed. For the final coil design, currents of max. I ≈ 1.5A are needed to create

an offset field of up to 15G with the main coils and the compensation cage, and a field

gradient of up to 6G/cm. As the main offset coils have a resistance of R ≈ 5.2Ω, a

voltage of about U = R · I ≈ 8V is needed to create a continuous current of 1.5A. For

the compensation cage, as it is quite larger than the other coils, about 14V are required

to drive a 1.4A current though the 9.6Ω resistance of one coil pair. The gradient coils

with R ≈ 1.6Ω need to be supplied with U ≈ 2V. These voltages might not be large,

however higher voltages allow for faster time responses of the coils (see 4.3) and therefore

the supply should be able generate much higher voltages than the above.

To be able to apply magnetic fields precisely enough to use Feshbach resonances for

tuning of the dipole-dipole interaction, fields up to 15G have to be created, with a relative

precision of at least 10−5. As the current flowing through a coil is directly proportional to

the generated magnetic field, this can be translated into a relative precision of the supplied

current of 10−5 directly. This is a rather challenging constraint. For example, a 16 bit

digital to analogue converter, as commonly used, will only be able to achieve a relative

precision of 1.5−5 if its output was perfectly noise free. Further, the supply needs to have

a good long term stability to allow for repeatable results, without needing to calibrate too

often. After an unsatisfactory search of commercially available options, that fulfil these

3https://www.tek.com/en/documents/specification/keithley-model-2000-6-1-2-digit-multimeter-
specifications

4https://www.hioki.com/global/products/current-probes/ac-current/id 6074
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retirements, it was decided to custom build such a supply. The resulting design will be

presented in Sec. 4 and it will be characterised in Sec. 5. The theory needed for this

characterisation is explained in the following section.
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3 Noise Analysis

3.1 Power Quantities and Root-Power Quantities

For a consistent discussion about noise levels and the spectrum of a signal it is often

more useful to regard the power transmitted by a signal. Therefore, most definitions and

calculations are done with regard of the power (spectrum) of a signal. Instead of asking

which amplitude of a signal is contained within a certain bandwidth, it is more useful to

calculate the power contained within a certain bandwidth.

Therefore it is very important to note whether a quantity of power (acoustic intensity,

electric power) or a root-power quantity (voltage, current) is measured. For an electrical

signal it is usually easiest to measure a voltage and a resistance or a current, and calculate

the power form these quantities. When analysing the spectrum of a signal, amplitudes

can be converted into decibels. This logarithmic unit allows for easier analysis of data

over a large range of power and is consistent regardless whether a root-power quantity or

a power quantity is discussed. This is due to the fact, that the conversion is different for

root-power and power quantities. For a power quantity, the decibel (dB) is defined as [14]:

ratio[dB] = 10 log10

(
signal power

reference power

)
(3.1)

For a root power quantity it is:

ratio[dB] = 10 log10

(
signal amplitude2

reference amplitude2

)
= 20 log10

(
signal amplitude

reference amplitude

)
(3.2)

As the decibel is inherently a ratio, a reference value has to be given. Often, a voltage

expressed in dB is referenced to an amplitude of 1V and is then denoted in ’dBV’. Similarly

a power is usually given in ’dBm’ to express that the power was referenced to 1mW of

power (delivered to a load of 50Ω impedance).

As signal noise is of highest concern in this application, careful analysis of the same is

important. To analyse noise, the Fourier transformation is used extensively. This is due to

the fact, that the transformation allows the signal to be resolved in frequency space, such
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that a frequency dependent analysis is possible. This is often needed, as every application

can be associated with a certain bandwidth: a high speed application (such as digital data

transmission), only ever running for a fraction of a second will not be affected by a very

slow drift in the signal. But an application like the driving of magnetic coils, which serve

as a low pass filter due to their relatively high inductance, will not be affected by high

frequency noise. In the following, an introduction to noise analysis will be given to allow

for the consequent analysis of experimental data.

3.2 Fourier Transformation

The Fourier transformation is defined as

f̂(ω) =

∫ ∞

−∞
f(t)e−iωtdt & f(x) =

∫ ∞

−∞
f̂(ω)eiωxdω (3.3)

where i is the imaginary number, and often the real numbers t and ω are time and

frequency. f̂(ω) can be interpreted as a function of the frequencies contained within f(t),

which is a time dependent function of amplitude. Even though the Fourier Transformation

is very useful in a great variety of contexts, only the notion of time and frequency will be

continued from here on. The Fourier transformation is defined as long as
∫∞
−∞ |f(t)|dt is

finite. But as one can only ever measure a time-series of discrete data points instead of

the underlying continuous-time signal, the integral form of the Fourier transformation is

not very handy in noise analysis. Much rather, the discrete Fourier transformation (DFT)

is used, which is defined as:

y(k) =

N−1∑
n=0

x(n) exp

[
−2πi

kn

N

]
& x(n) =

1

N

N−1∑
n=0

y(k) exp

[
2πi

kn

N

]
(3.4)

where both x(n) and y(n) are complex numbers and k, n are indices. Thus a series of

N complex numbers x(n) equally spaced (e.g.) in time, can be transformed into a series

of N complex numbers y(n) equally spaced (e.g.) in frequency space, just as the Fourier

Transformation does. In practice the Fast Fourier Transform (FFT) algorithm [15] is used

as implemented in the scipy.fft1 module.

To be able to analyse the noise background of a signal accurately, the following details

regarding the FFT are to be noted.

1https://docs.scipy.org/doc/scipy/tutorial/fft.html
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3.2.1 Nyquist-Shannon Theorem and Aliasing

According to the Nyquist-Shannon Theorem, the range of frequencies that can be discerned

in a signal is limited by the Nyquist frequency fN = fs/2 [16], where fs is the sampling

frequency. That means, to be able to resolve a frequency f in any signal, the sampling

frequency needs to be at least fs = 2 · f . Otherwise, not enough data points are recorded

to assign a unique frequency to the signal. If a signal contains frequencies larger than fN ,

they will be sampled incorrectly and their power/amplitudes will be assigned to frequencies

below fN . This effect is called Aliasing. The maximum discernible frequency is also called

the mirror frequency, as in frequency space a frequency sweep will appear to be mirrored

at the mirror frequency.

3.2.2 Window Functions

The DFT takes the input series to be periodic in N . This means, that to correctly perform

the DFT, one would need to be very careful to measure a time series, that captures exactly

an integer multiple of the period of the signal which is to be analysed. This will of course

be at least impractical and often impossible before analysis of the signal. To ease this

restriction a window function can be applied to the signal [17], which forms every N-

length signal to have a period P = N .

Figure 3.1: Window function applied to
sine wave

An example of this can be seen in fig-

ure 3.1, where the commonly used Black-

man window function was applied to a sine

wave. Even though the ’recorded’ signal

would not be periodic (notice the jump

from 0 to 1 at the end of the recorded

range), the signal is made N-periodic by

multiplying it with a Blackman window

function, while still preserving the original

frequency of the sine. The frequency spec-

trum of the windowed function will not ex-

actly match that of a pure sine, but close

to it. This loss in accuracy is most often

made up by the much easier data acquisition. The window function multiplies every data

point xn of the series with a value ωn ∈ [0; 1]. As this reduces the overall amplitude of

the window, a scaling factor associated with every window, has to be multiplied with the

output to conserve to ’true’ amplitude (see sec. 3.2.4).
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Depending on the signal that is to be analysed, the window function should be chosen

accordingly. In this thesis, the noise background of a current signal is to be analysed,

which should ideally only contain white noise. White noise is the only case where no

window function should be applied [16], as there should not be any periodicity contained

within the signal.

3.2.3 Scalloping Loss

The FFT transforms between discrete points in time and frequency space. Therefore the

FFT will only output certain equidistant frequencies which can be regarded as frequency

bins of a certain width depending on the number of samples. Therefore the ’true’ frequency

of a signal might fall in between two discrete frequency bins and will thus cause both a

broadening of the frequency peak and a diminished amplitude. This effect is strongly

dependent on sampling rate, signal and the used window. To reduce this effect generally

(if possible) the sampling rate should be increased.

3.2.4 Normalisation of Fast Fourier Transform

For any given input series of N values xn, the FFT returns a two-sided power spectrum.

That means the output series consists of N imaginary values yn ranges from −fmax to

fmax, with fmax = fs
2 − fs

N where fs is the sampling frequency. If the input series has no

imaginary part, as will be the case for all ’real world’ measurements, the output will be

symmetric around 0 Hz.

As it is neither helpful to think about negative frequencies in this discussion nor is

there any further information contained within the negative side of the spectrum, one can

simply cut the spectrum at 0Hz and multiply any frequency f > 0Hz by a factor of two to

obtain the single-sided power spectrum. The multiplication by a factor of two is important

to conserve the true power of the whole spectrum, which allows a meaningful quantitative

analysis of the data.

The FFT itself, which only generates N imaginary numbers from a series of length N ,

has no actual information about the sampling frequency in the real world. It will only find

repetitions in the input series and convert these into another series of numbers. Thus if

not only one period of the signal is recorded, but a longer signal, more repetitions will be

contained within the signal and the amplitude of the correlating frequency will increase

proportionally with N . Thus, for correct scaling, the result of the FFT as in Eqn.3.3 has

to be divided by N [14].
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Further, the effect of applying a window function has to be corrected for. To do so,

two characteristic factors S1 and S2 can be calculated:

S1 =
N−1∑
n=0

ωn & S2 =
N−1∑
n=0

ω2
n (3.5)

where ωn are the scaling factors of the window function.

Every window function can be associated with a certain bandwidth. This bandwidth

characterises how well the window can resolve a single frequency peak. For a perfect sine

wave signal, for example, which should only contain one infinitely sharp peak in frequency

space, a window function will help to decrease the width (and thus the uncertainty) of the

frequency peak in frequency space. But this process will never be perfect and therefore

a certain broadening of the frequency peak and a reduction of its amplitude will remain.

To allow to express the spectrum as a spectral density, one has to introduce the effective

noise bandwidth ENBW as follows:

ENBW = fS
S2

S2
1

(3.6)

Finally the output of the DFT can be scaled accordingly. To calculate the power

spectrum of a voltage signal xn of length N , the DFT is calculated according to Eqn.3.3

and returns N/2 + 1 values ym∀m ∈ [0;N/2] corresponding to positive frequencies. The

power spectrum (PS) given in V 2
RMS is then given by:

PSRMS(fm) =
2 · |ym|2

S2
1

∀m ∈ [0;N/2] (3.7)

The factor 2 accounts for the conversion of the two-sided power spectrum to a one-sided

power spectrum. The absolute (real) value of the DFT result is squared, to calculate

a power spectrum from a root-power quantity and the factor S2
1 accounts for the used

window function and sampling size. In the case of no window (ωn = 1∀n ∈ [0;N ]) S1 and

S2 are both simply equal to the sampling size N . Further, the power spectrum density

(PSD) given in V 2/
√
Hz can be calculated as:

PSDRMS(fm) =
PSRMS(fm)

ENBW
=

2 · |ym|2

fs · S2
∀m ∈ [0;N/2] (3.8)

The amplitude of a frequency peak in the power spectrum corresponds directly to the am-

plitude of the input signal and is constant with sampling size N . However the broadband

noise floor will scale inversely proportional with N . For the PSD however, the amplitude
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peaks will inversely scale with N , but the broadband noise background will be constant

over all N . Therefore, depending on the means of the discussion it is important to be able

to convert from PS to PSD and back and therefore the ENBW (dependent of the applied

window function, sampling size and sampling frequency) should always be calculated and

noted for further discussion.

The PS and the PSD can also be converted into a linear spectrum expressed in V and

a linear spectrum density given in V/
√
Hz simply by taking the square root:

LS =
√
PS & LSD =

√
PSD (3.9)

3.3 Noise Spectral Density

Figure 3.2: Noise Spectral Density as
given in [18]

The PSD is most important for noise anal-

yses, as it easily allows to display the noise

spectrum and to compute the noise con-

tribution of a certain bandwidth. As this

quantity is given as power
frequency , the designa-

tion of density is reasonable. As all mea-

surements in the following will be measures

of voltages all the discussion in this section

will focus on volts as well, but the same

ideas apply to all other root-power mea-

surements. By plotting the FFT (calcu-

lated and processed as in sec. 3.2.4) against

frequency, one obtains the noise spectral

density plot, which is a useful tool in noise

analysis. Almost all noise sources have a

certain frequency dependence. Every op amp for example has a characteristic noise spec-

tral density associated with it. Fig. 3.2 as given in the datasheet[18] shows the noise

spectral density of the AD8429 op amp, used here for current sensing. There, it can

directly be seen, that the input noise density is dependent on the chosen gain of the am-

plifier, and that there are two different ’regions’ of noise: white noise for frequencies above

100Hz and 1/f noise for frequencies below. From this graph it may be decided if the noise

level of the amplifier matches the requirements.

To be able to represent a wide range of frequencies it is helpful to plot the noise spectral

density logarithmically and to use units of decibel.
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3.4 Root Mean Square and Peak-Peak Noise

From the voltage spectral density, the root mean square (RMS) noise over a certain band-

width can be calculated. Instead of calculating the RMS of the measured signal itself, this

approach has the useful advantage, that a relevant bandwidth can be chosen for consider-

ation. In the case of magnetic coils for example, because the coils can be regarded as low

pass filters, noise beyond a certain cutoff frequency that might be present in the measure-

ment can not be present in the actual current through the coil, as the time response of

the latter is too slow. Therefore high frequency noise will not be present in the magnetic

field produced by the coils, and can thus be discarded.

To calculate the RMS noise power over a specific bandwidth one merely has to integrate

the squared voltage noise spectral density over the bandwidth:

RMSpower =

∫ fmax

fmin

e(f)2df (3.10)

where e(f) is the spectral noise density and fmin,fmax confine the bandwidth. To translate

this into a RMS noise voltage, the square root is taken:

RMSvoltage =

√∫ fmax

fmin

e(f)2df (3.11)

It is often useful to think about the peak-peak value of noise, as this represents a ’worst

case scenario’ of noise affecting the signal. For white noise, which is inherently random,

one can only give probabilities of measuring a certain peak value in a given time interval.

To convert RMS to a peak-peak value, a good approximation is Vpp = 6VRMS [19]. This

stems from the assumption that the noise is Gaussian distributed and gives the width

of the ±3σ interval. Thus, only 0.3% of all measurements will be outside the range of

Vpp. However, there is no standard to define what percentage is to be used, and therefore

depending on the limitations of the experiment, a fitting value has to be determined.
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4 Design of Power Supply

4.1 Overview

Figure 4.1: Schematic of Power Supply

Based on a paper by YM Yang et al. [20], a current controlled bipolar power supply

with PI-controller was build, to match the above described requirements of precision.

Namely a noise to current ratio of at least 10−5 was set as a goal. The power supply

consists of two operational amplifiers (op amp) and one instrumentation amplifier and is

23



comprised of basically three parts: the first part is the current source. It consists of a

high voltage, high current operational amplifier, that receives an analogue voltage input

and provides a voltage and current accordingly. Second is the current sensing part which

consists of a highly stable resistor and an instrumentation amplifier which amplifies the

voltage drop over the resistor to provide an analogue voltage measurement proportional

to the current. Third, a PI-controller is implemented which receivers a voltage input from

the sensing part and allows for precise current setting and high frequency driving of the

magnetic coils. The current source is connected to the output of the PI-controller, so it

can supply a current according to the PI regulation. For an overview see Fig. 4.1.

The three parts of the power supply and their implementation is described in more

detail below. To understand how this circuit works it is important to understand the

functionality of an op amp, which is discussed in the following section.

4.2 Operational Amplifiers

Figure 4.2: Top: Inverting Amplifier; Bot-
tom: Non inverting Amplifier

An idealised operational amplifier (op

amp) consists of only two voltage inputs

U+ and U−, one voltage output Vout and

has only one parameter: the open loop gain

G. Typically this gain is very large (ideally

infinite) and if the op amp is used without

any feedback loop, that is to say in an open

loop configuration the output is given by

Vout = G(V+ − V−). Thus any difference

between the two voltage inputs, is ampli-

fied by the large gain G. This might be

used as an comparator, but the high gain

constraints its usability. Most often some

additional circuitry i.e. a feedback loop are

required to form this device into a more

functional and controllable amplifier. The

most common and simple closed loop con-

figurations are shown in figure 4.2. The

upper schematic shows an inverting ampli-

fier. Given a certain input Vin (which we

might assume to be positive to simplify the
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following discussion) on the− terminal, the

op amp will amplify the difference between its two inputs. But as a feedback loop in form

of a voltage divider is built around the op amp, it applies a certain voltage at its own +

input, according to the chosen resistances. Thus, with a rising voltage at the output, the

voltage at the + terminal is increased as well and the difference between the two terminals

is reduced. Finally the difference will become zero and the voltage at the output is con-

stant and solely determined by the resistors in the feedback loop. The amplified output

of an inverting amplifier is (assuming G to be infinite)

Vout = −Vin
R2

R1
(4.1)

Although the inverting amplifier inverts the difference between its input terminals, which

might be a drawback in some cases, it is very useful as it allows the gain G to be set to

any positive real value. Similarly, for the non-inverting amplifier the voltage Vout can be

calculated as

Vout = Vin(1 +
R4

R3
) (4.2)

In this case, the difference between the input terminals is not inverted, but the gain

G ∈ R > 1 can only be greater than one. All amplifiers in the power supply, presented in

this thesis, work non-inverting. The alleged disadvantage of the lower bound of the Gain

(G > 1) does not matter, since each amplifier is intended to actually amplify the signal.

It is to be noted, that in both closed loop configurations presented above, the voltage at

both inputs terminals is the same. Any difference between the inputs would be amplified

until the difference is exactly zero. Having no voltage drop across the inputs might seem

contradicting at first. As there is no voltage drop across the inputs to amplify, the signal

appears to be lost. And in fact, if one terminal is grounded, one will also measure ground

at the other, which is why it is often referred to as virtual ground. Still, the input signals

and their difference are not lost, they only have to be measured outside of the feedback

loop. Heuristically and by heavy personification, the op amp can be understood as a

device, that ’tries as hard as it can’ to keep both input terminal at the same voltage.

Thus, in a closed loop configuration, it will apply an output voltage accordingly, and in

an open loop configuration, it still tries the same, but the output voltage has no effect on

the inputs and therefore the amplifier increases the output up to its maximum.

A further important fact is that no current flows through either input of the op amp.

Any current that does flows through the output is sourced from the connected power

supply. Thus the op amp has a very high impedance and can also be used as a buffer.

With its high impedance the op amp is therefore well suited for current/voltage sensing,
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for it will not affect the input/measurement side while providing a wide output range.

All of the above only describes the ideal case of course. In highly precise, low noise

applications some further important parameters have to be accounted for. First of all,

the amplifier is supplied by a power supply with the voltages VS− and VS+. The output

of the amplifier cannot go beyond these rails, that is Vout cannot surpass VS− and VS+.

And in fact every amplifier has a certain output swing specifying how close the op amp

can actually be driven up to its rails. The output swing can range from millivolts to volts

depending on the device. Furthermore, every op amp exhibits a certain bias current which

specifies the current flowing through the inputs. This value also depends strongly on the

chosen device from tens of fA to µA. The gain is of course not really infinite and tends to

be frequency-dependent, which should be considered carefully when designing an amplifier.

Every power supply, powering the op amp will induce a certain amount of noise. Common

power supplies exhibit a high amount of noise and therefore high precision op amps are

characterised by their high power supply rejection ratio. This value specifies to what level

the power supply ripple and noise will be suppressed. Furthermore, the common mode

rejection ratio specifies how well the op amp can amplify only the difference between to

voltage inputs and not the rest of the input signals, their common mode.

Also, every op amp has a certain offset voltage (VOS), both at the inputs and at its

output. For the devices chosen here, the value of VOS ranges from 5 µV to 5 mV and

has to be accounted for by calibration. Finally a parameter most important for low noise

applications has to be introduced: the input noise density. This parameter sums up all

noise sources inside the amplifier to one noise source at its input, which is then amplified

by the gain G. The amplifiers used here have a input voltage noise density ranging from

IVND(f) = 1nV/
√
Hz to IVND(f) = 70nV/

√
Hz at 1kHz. It is important that this

parameter is as low as possible over the relevant bandwidth, as it directly adds noise to

every amplified signal. Vice versa, if the noise in a system is to be reduced, its bandwidth

should be limited as much as possible, because the input noise density has to be integrated

over the bandwidth to calculate the resulting input noise (see sec. 3.4). The IVND is given

at the input side of the amplifier, as this often allows for easier comparison between noise

and signal. To calculate the noise at the output side of the amplifier, the IVND simply has

to be multiplied by the gain. The result is called output voltage noise density (OVND).

All of the above parameters have to be considered carefully if high precision is impor-

tant in the design. The same parameters and considerations also apply for instrumentation

amplifiers, which consist of multiple (often three) op amps, and have a very similar func-

tionality while presenting a higher input impedance and common mode rejection ratio.
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4.3 Active Current Control

To generate a precise magnetic field, it is necessary to generate an equally precise current.

Applying a constant voltage that can be set very precisely and has very low noise might

not be easy already, but only applying a constant voltage will not be enough as the load of

the system will not be constant over time. Especially when driving high inductance loads,

such as magnetic coils, the current through the load will be strongly time dependent. Due

to Faraday’s law of induction (see Eqn. 2.10), as a magnetic field is built up by a current

through the coil, a voltage will be induced in adverse direction. Thus the current through

the coil takes a certain amount of time to ramp up. According to Ohms law and the

Maxwell-Faraday-Equation, the time dependent current can be described as:

I(t) =
U(t)

R
− L

R
· dI
dt

(4.3)

Therefore, if a coil is to be switched on fast, a higher voltage should be applied at

the beginning, until the desired current is reached. Then a constant voltage according to

Ohm’s law has to be applied.

Also, as a coil might heat up during extended use, its resistance might change which

further necessitates a measurement of the actual current at any point in time to be able

to actually provide a constant, reliable and precise current and not just some constant

voltage.

To allow for the input of arbitrary wave-forms and amplitudes (up to certain limits

described in 5 of course), the current through the coils has to be measured constantly

and compared to a given set value. This is done by amplifying the voltage drop over a

small sensing resistor and comparing this signal to a given set voltage using an analogue

PI-controller, as will be explained in further detail in the following chapters.

4.3.1 Current Measurement

The current through the load (i.e. the coils) is measured as a voltage drop over a high

precision 10 mΩ sensing resistor. This foil resistor by Vishay Precision Group is designed

such, that its resistance is only very slightly temperature dependent. It is specified [21]

that the resistance of 10 mΩ (±0.1%) increases by only 2.0ppm/◦C. Because of the low

resistance, the resulting voltage drop over the resistor and thus the power dissipated by

it will be equally small. This property in addition to the low temperature dependence of

the resistor result in a highly constant resistance and therefore allows for stable current

sensing after an initial calibration.
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The currents used to generate the magnetic fields in the experiment will be in the order

of 1A. According to Ohm’s law, for a 1A current the voltage drop over the resistor will

be only U = R · I = 10mV. To achieve a signal to noise ratio of ∼ 105 that would require

an accurate measurement of 100nV, which is not easy and prone to interference from

noise sources within the laboratory. Therefore the small voltage drop over the resistor is

amplified by the instrumentation amplifier AD8429 (called sensing amplifier henceforth)

with a gain of G ≈ 120. As a result only an accurate measurement of about 10µV is

necessary, which is much easier to accomplish.

A single resistor can be used to set the gain of the sensing amplifier. To achieve a

gain of 120 a 50Ω (Vishay Precision Group) precision resistor is used, which provides a

similarly low temperature coefficient[22] of ±2.5ppm/◦C. It is important to use a highly

precise resistor for gain setting of course, as its drift will affect the gain and with it the

output of the sensing amplifier.

A analogue voltage input source that can provide a voltage signal with a signal to noise

ratio of 105 is needed of course. To be able to fully use the voltage range of the input (and

therefore maximise precision) the gain resistor should be chosen such, that the maximum

current that is expected/allowed, is sensed as a voltage signal matching the full range of

the analogue input source. In this prototype of the power supply a 50Ω resistor was used,

because the resulting gain of 120 in the sensing amplifier translates a 1A current (roughly)

into a 1.2V voltage, which seems reasonable and allows for flexible testing with the devices

at hand.

To improve the precision of the sensing amplifier, bypasses consisting of two capacitors

in parallel were connected at each voltage supply terminal (V1+ and V1- in fig. 4.1).

The capacitors with 100nF and 10µF respectively, greatly help to reduce ripple and noise

pickup from the power supply. The smaller capacitor should be placed as physically close

as possible to the operational amplifier, while the larger one should be placed closer to the

power supply, but wire/line length is not as critical in this case.

The sensing resistor comes with four connection terminals, which allows for four wire

sensing. Having four connections on a resistor (one pair ’before’ and one pair ’after’ the

resistor) allows to separate current carrying lines form sensing lines. By doing so, the

voltage drop over the current carrying lines and their connections to the resistor is not

measured, but only the voltage drop over the resistor itself. As the current flowing through

the inputs of the sensing amplifier is negligible, so is the voltage drop over its connections

with the resistor (Ohm’s law). This means, that the length of the connection lines from

the resistor to the sensing amplifier inputs is not as critical. Therefore, four wire sensing

allows for a much more precise measurement of the voltage drop.

28



4.3.2 PI-Control

After a sufficiently accurate measurement of the current, that is running through the coil

at any time is made, this measurement needs to be compared to the desired value and, if

necessary, the current needs to be corrected. This is done with the help of a PI-controller.

This controller, which is a simpler version of a PID-controller, is able to adjust its output

depending on both a desired set voltage Vset and the actual value of a measured voltage

and will be explained in further detail below.

A PID-controller is a closed-loop feedback system that adjusts its output depending

on both a set-point and a feedback loop. The feedback loop contains information of the

actual value of the output signal, such that a difference between actual value and the

set-point can be calculated. In the practical sense a PI controller as implemented here

is a device, the actuator, that calculates the difference between a set voltage Vset and a

feedback voltage Vfb, that gives information about the process. The result is called the

error e(t) = Vset − Vfb. The output is then dependent on the parameters of the controller

of which it has two: the proportional gain parameter P, the integral gain parameter I. A

complete PID-controller also has a differential gain parameter D. The whole system, i.e.

the actuator which is driving the process, is called the plant.

The PI controller will use these two parameters to calculate an output dependent of

the error e(t) in the following way[23]:

Up(t) = Ge(t) + Ub (4.4)

U is called the control variable (in this case the voltage output), G is the proportional gain

and Ub is a bias value which might be part of the system (in this case a bias voltage in

the op amp for example (see sec. 4.2)) and will be omitted in the following as any offsets

that will accumulate in the circuitry will be compensated by calibration.

As the proportional part of the PID controller outputs a voltage Up(t), the value of the

feedback loop will change and the error e(t) will become smaller (normally). The feedback

loop of the PID controller should be much faster than the driven load so that while the

feedback signal changes, the controller can vary its output simultaneously. This means,

that the proportional part alone will change its output continuously until an the error is

exactly e(t = ∞) = (U(t)− Ub)/G. In this case an equilibrium is reached and the output

will be constant, while having a constant offset of e(t = ∞). To remove this offset the

integral part of the controller is used. This integrates the error of the signal over time and
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varies the output accordingly in the following way:

Ui(t) =
G

Ti

∫ t

0
e(τ)dτ (4.5)

Therefore any constant offset will cause the integral part to vary the output until the offset

is zero. If the application requires a stable and precise output, the I-part is necessary. If a

fast time response is needed, a differential part might be used. The output if the D-part

is as follows:

Ud(t) = G · Td
de(t)

dt
(4.6)

This means the differential part increases its output when the signal changes and therefore

increases the rate of any change. If this behaviour is not countered by the I-part, the

system will be driven out of stability. As the frequency response of the herein tested coils

is good enough for the purposes of the dysprosium experiment with just a proportional

and integral controller and as stability of the signal is of highest concern, no differential

controller was implemented. (see sec. 5.1 and sec. 5.4)

Figure 4.3: Schematic of the PI-controller

A PI-controller can be implemented as

an analogue device or via a digital com-

putation. Here, an analogue design was

chosen for different reasons. First, the de-

sign presented below consists of only four

components and is thus not only easy to

implement, but having less parts should in

principle mean fewer sources of noise affect-

ing the system. Also, the time response of

such an analogue design should be orders

of magnitudes faster than that of the mag-

netic coils and will therefore be sufficient

to control the coils accurately. Implementing a digital PI on the other hand, would neces-

sitate an analogue to digital converter (ADC), a microcontroller and a digital to analogue

converter (DAC), all of which could contribute to the noise accumulating in the system.

To implement the PI-controller, an op amp (ADA4522-1) was used in combination with

two gain resistors and one capacitor, a schematic of which can be seen in Fig. 4.3. To

allow for manual adjustment of the PI parameters, two potentiometers (5kΩ and 500kΩ)

are used. This is a compact design, combining the proportional and integral part in

one. To allow for testing and tuning (see sec.5.1) a switch was installed, bridging the
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capacitor. With this switch open, only a proportional controller remains and the tuning

method described in sec. 5.1 can be used. Two further switches (S1 and S3 in Fig.4.1)

were installed, with which the PI-controller can be decoupled form the rest of the circuitry

to allow for testing and analysis.

Following the example of Yang et al.[20] the AD4522-1 op amp was chosen for the

PI-controller, because of its low offset voltage, its extremely low offset voltage drift and

its low voltage noise density, even below 1 Hz. In detail, the datasheet[24] states, that the

offset voltage of 5µV drifts by max 22nV/◦C. Together with the very low peak-peak-noise

of typically 117nV from 0.1Hz to 10Hz, this makes the ADA4522-1 especially suitable for

PI-control, as most op amps have a high amount of 1/f noise at low frequencies (below

100Hz) and can therefore not give a stable and reliable output over longer time periods.

All together, the low frequency noise and offset is about halve the specified level of 10−5,

so a stable signal control can be expected.

The potentiometers and the capacitor need not be precise and may well drift with

temperature, as the drift of their values will only slightly change the PI-parameters. This

is not very concerning as these parameters are not set extremely precisely and they only

affect the behaviour of the PI-controller, but not the stability of the signal directly. For

the analysis below, the PI amplifier and the sensing amplifier are supplied with ±14V by

a HAMEG HMP4040 power supply1. The two pairs of bypass capacitors described for

the sensing amplifier are therefore connected to both the sensing and the PI amplifier and

help to reduce power supply noise in both. A further small capacitor could be used even

closer to the PI amplifier, but this was not done due to spacial constraints. Further noise

from the power is suppressed by the sensing amplifier with a power supply rejection ratio

(PSRR) of 160dB.

Combined, the current sensing over a 10mΩ resistor and the PI-controller enable the

input of an arbitrary voltage, which is directly proportional to a current through the coils.

The current is not only controlled, very precisely but the PI-controller also allows for high

frequency driving of the coils (see sec. 5.4).

4.3.3 Current Source

Finally the output of the PI amplifier is connected to the high current operational amplifier

OPA549 [25]. While having a low noise level with an input voltage noise density IVND=

70nV/
√
Hz and current noise density CND= 1pA/

√
Hz it is capable of an 8A continuous

1https://www.rohde-schwarz.com/us/products/test-and-measurement/dc-power-supplies/rs-
hmp4000-power-supply-series 63493-47360.html
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output and 10A peak. Further, with a slew rate of 9V/µs the ’power amplifier’ allows for

fast switching and greatly outperforms the timescale of the coils.

It is powered by two Delta Electronika ES030-5 supplies, which can together provide

±30V and ±5.5A. It acts as both a current source an sink, which enable fast switch on

and off times of the coils. For an IC component, the OPA549 is rather large and has a

metal tab which allows it to be screwed in place. This tab is internally connected to the

V- terminal, but should not be used to conduct any current. But as the device can heat

up significantly during use, it should be placed upon a heat sink. For a DC output current

Iout the power dissipated by the op amp can be calculated as[26]:

P = Iout · VCE (4.7)

where VCE is the voltage over the output transistor. If the output voltage is positive/neg-

ative, VCE is equal to the difference between the positive/negative supply voltage and

the output voltage: VCE = |VS | − |VO|. For AC signals the power consumption can by

estimated over the RMS value of the current. For a sine wave with a peak peak ampli-

tude of Ipp = xApp, the RMS value is IRMS = x/(2
√
2). The power of this sine is equal

to the power of a DC current with amplitude IDC = IRMS . This might be used as an

approximation for all sinusoid signals.

As the magnetic coils have a only small resistances the voltages needed to drive the

necessary currents is also rather small. But to allow for fast switching or high frequency

driving of the coils, higher voltages are needed and the device heats up significantly. All

frequency-dependent measurements below were done with the supply voltages set to ±30V.

Driving a 0.8App sine wave therefore results in a power of P = 0.8A/(2 ·
√
2) ·30V = 8.5W,

which requires the power amplifier to be mounted on a heat sink, but passive cooling is

sufficient. Still, beyond the scope of this prototype build, a proper heat analysis has to

be done and the mounting and housing of the power amplifier and the remaining circuitry

have to be designed carefully. Even though the power amplifier might be able to operate at

temperatures as high as 160◦C, the current sensing part should not be allowed to heat/cool

more than ±5◦C, as this would result in a 10ppm increase of the resistance of the sensing

resistor, and therefore a deviation of its calibration in the order of 10−5.

A built-in thermal shutdown will disable the output automatically at a temperature

above 160◦C and will only re-enable as the temperature cools below 140◦C. The E/S pin

provides information about the thermal status of the op amp, so it could be monitored

or indicated by an LED light and further allows to enable/disable the output by driving

the E/S pin high/low. Both of these functions where not implemented in the prototype
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version presented here. The OPA549 also provides a current limiting pin. Dependent on

the applied voltage, the output current can be limited between ±10A (full range) and 0A.

To be able to switch off the output, a switch was installed, connecting the reference pin

(Ref) and the current limiting pin (I lim) as can be seen in figure 4.1. If I lim is grounded,

the output current is maximal and if it is left open, the output current is disabled. This

allows for safe and fast testing, as the output can simply be disabled with one switch, if

the input voltage source for example is disconnected, without the need of turning off the

whole power supply.

According to the application information in the datasheet[25], again two pairs of bypass

capacitors where installed. As recommended, a ceramic capacitor (0.1µF) and a tantalum

type capacitor (10µF) where used. Further, for high inductive loads an output compensa-

tion stage was recommended and implemented in form of a 10Ω resistor followed by a 10nF

capacitor in series, which where connected parallel to the load (see fig. 4.1). This serves

as a snubber and helps to stabilise the output. As, especially for the bypass resistors, lead

length is critical and the prototype was built without a custom designed printed circuit

board (PCB), the bypass and output stage compensation where soldered to the terminal

pins of the power amplifier directly. This improved stability greatly, compared to wires of

about 40cm length soldered to the pins and then connected on a breadboard.

To set the gain, two 2kΩ resistors where used, resulting in a gain of G = 2 (see

Eqn. 4.2). These where also soldered onto the output, reference and minus input terminal

pins directly. Standard resistors can be used here, as the gain neither has to be set very

precisely, nor does it have to be vary stable. Any drift in the gain would be cancelled out

by the PI-controller.

The reference pin (Ref) allows to set a reference voltage for the power amplifier. One

has to be careful to avoid ground loops when connecting Ref to ground. The best results

could be achieved if a signal ground and a power ground where established. That means,

connecting all grounds that serve as a reverence and where typically no current is con-

ducted at one place and having a separate physical location (as close to the ground of the

power supply as possible) to conduct current. These different ground types are indicated

in fig. 4.1 with a triangle shape for signal ground and the common ground symbol for

power ground.

This practice reduces noise significantly and together with the short-lead bypass ca-

pacitors, the influence of interfering signals (pickup of stray electromagnetic fields; 50Hz

mains hum) is nearly completely eliminated (see 5.5).

Finally, a small metal case was built around the sensing and PI part, to allow for

further shielding of electromagnetic interference. The input to the PI-controller is given
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via a BNC cable and the voltage output of the sensing amplifier can also be monitored

over a BNC connection. The power amplifier is screwed onto a heat sink outside of the

metal case, and its reference, current limit and input terminals are connected by cables of

about 30cm length, with soldered connections at both ends.
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5 Experimental Results

5.1 Optimisation of PI Parameters

Before any measurements can be made, the PI-control has to be optimised. To do so, the

Nichols Ziegler method was used [23].

The approach of Nichols and Ziegler examines the behaviour of the control sequence

when only the P-controller is active and calculates the optimal parameters accordingly.

Because stability is of higher concern than the time response of the system, which is already

fast enough, only a PI-controller is used. To be able to measure the response of the system,

when only a P-controller is active, a switch was installed, parallel to the capacitor in the

PI-controller (see switch ’S2’ in fig. 4.1). As the PI-parameters are dependent on the

whole plant (both actuator and process) the parameters are dependent on the coils, which

are used and therefore have to be tuned specifically for each application.

After the whole setup is connected and the switch S2 is closed, the gain of the P-

controller is steadily increased until the actuator begins to oscillate. The gain at which

the oscillations settle only very slowly, is called GRkrit and is recorded. The period of

the oscillations is Tkrit is also measured. Then the parameters of the PI-controller can be

calculated as follows:

controller type GR Ti Td

P 0.5GRkrit - -
PI 0.45GRkrit 0.85Tkrit -
PID 0.6GRkrit 0.5Tkrit 0.12Tkrit

Table 5.1: PID parameters following Nichols-Ziegler method as in [27]

In practice however, due to their high inductance, the magnetic field coils present a very

stable system. Therefore, it is not easy to get their current to oscillate. If the highest gain

is selected for the P-controller and a step function with an ∼ 1.6A amplitude is applied,

the current through the magnetic coils oscillates only about 10 times before settling to a

constant current. That means, the open loop gain of the here used ADA4522-1 is just not
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high enough to cause instability in the plant. Thus the control variable is too restricted to

use the Nichols Ziegler method. As some oscillations in the current can be observed, the

open loop gain of the PI-amplifier seems to be close to the optimal value and one might

try to use it as an approximate value for GRkrit. However trying to calculate the optimal

PI parameters according to Nichols and Ziegler is fruitless for the following reason: The

gain of the PI amplifier (compare Fig. 4.3) is calculated as in Eqn. 4.2:

Vout = Vin(1 +
R4

R3
) (5.1)

To set the maximum gain of the amplifier, the potentiometer R3 has to be set to R3 = 0Ω.

In reality, a resistance close to 0Ω can be set and the gain is nearly independent of the

resistance of the potentiometer R4 in this case. But when the potentiometer R3 is set

to 0Ω, the resistances of the solder connections and lines connecting the potentiometer

with the amplifier have a similar value as the resistance of the potentiometer itself, and

therefore it is difficult to measure the actual resistance. Further, if the gain of the PI-

controller is to be set to 0.45GRkrit (according to Tab. 5.1), one would need to adjust

the resistance of the potentiometer R3 to 1/0.45 times its very small value, which is not

feasible in practice.

However, Åström and Hägglund[23] describe a PI-controller, well tuned according to

Nichols and Ziegler. They describe, that for many industrial purposes an overshoot o of

roughly 8-10% a decay ratio d = 1/4 are exhibited by well tuned PID-controllers. The

overshoot is defined as:

o =
Ipeak − Iset

Iset
(5.2)

where Ipeak is the value of the peak current and Iset the set value, which is achieved

after a long time. The decay ratio is the ratio between the height of the first and second

oscillation. Ideally, both the overshoot and the decay ratio should be minimised, but in

reality this is only possible to a certain extend of course.

It is possible to try and adjust the parameters of the PI-controller by hand, until these

characteristics are exhibited. After all, the method by Nichols and Ziegler and all related

methods are merely used to quickly find a good set of parameters. But they are neither

perfect for every plant, nor is it impossible to find similar parameters by hand. Thus, as

the Nichols-Ziegler method cannot be applied, the parameters where set by hand for each

set of coils.

To do so, most importantly, the integral part of the PI-controller needs to be able to

eliminate any offset between the set value and the output, to allow for very precise current

control. The proportional part is then set, to achieve a fast time response of the coils. As
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the control variables are too restricted, the result might not be perfect, but give a good

estimation of a well tuned PI-controller. The resulting time response of the coils will be

discussed in further detail in Sec. 5.3 and Sec. 5.4.

For the purpose of the following analysis, the PI-controller with the here found param-

eters might be sufficient. But for the later use of this power supply in the dysprosium

experiment the PI-controller should be further approved upon. Even though this improve-

ment is beyond the scope of this thesis, following options could be considered:

First, one could simply replace the ADA4522-1 by an op amp with equally low drift

and offset voltage, but with a higher open loop gain. While this is possible, it just requires

the existence of such an op amp and the need to find it. Alternatively, it is possible

to implement two op amps in a secondary-primary (’master-slave’) configuration, where

the primary is actually responsible for performing the PI-control calculations and the

secondary merely copies the voltage output of the master. The combined output of this

configuration is therefore double the maximum current and voltage output of just one op

amp. Combined they can therefore also double the gain, which should be sufficient for a

wide variety of loads, similar to the coils used for testing in this thesis. In practice this

can of course have drawbacks. For example both offset voltages and noise of both these

amplifiers are also added.

’Simply’ selecting a higher gain amplifier would therefore be the better option,

Figure 5.1: Voltage output of sensing am-
plifier compared to measured
current

but the primary-secondary configuration

does present a very possible option.

5.2 Current Sensing

Next, the current sensing part of the power

supply has to be tested and calibrated, as

only then a quantitative analysis is possi-

ble. The sensing part, consisting of a high

precision, low drift 10mΩ resistor and an

AD8429 instrumentation amplifier (as de-

scribed in Sec. 4.3.1, gives a voltage output

proportional to the current through the re-

sistor, which is connected in series to the

load. Because of the non-zero offset volt-

ages and currents of all op amps involved,

it is possible, that a certain voltage offset
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is observed. Further, as the voltage measurement is only proportional, the factor of pro-

portionality has to be determined.

To do so, a coil is connected to the power supply as load and a Keithley 2000 6.5 digit

multimeter1 is connected in series to the coil. Different DC voltages are applied as an

input (by a HP 33120A Arbitrary Waveform Generator2) and the resulting output voltage

of the sensing part is monitored simultaneously with the measured current through the

Keithley multimeter. To test for any offset current in the Keithley multimeter, its inputs

where shorted and a current of 140nA was measured. This is negligible, for the purpose of

this measurement, as the current noise level for all other measurements was ≥ 10µA. The
current in the multimeter is plotted against the voltage output of the sensing part in figure

5.1. As expected the relationship is highly linear and by fitting a function f(x) = a · x+ b

to the data (which can also be seen in fig.5.1) the following parameters can be determined:

• Proportionality factor a = (1.2093± 0.0010)Ω

• Offset b = (−2.47± 0.18)mA

These fit the expectation closely, as the sensing resistor has a value of 10mΩ and the

voltage drop is amplified by an instrumentation amplifier with gain G = 120. Thus, a

1A current through the resistor should result in a 1.2V output. With these parameters,

the voltage output of sensing part an be converted to a current by performing the simple

rescaling:

xA[A] =
xV [V]

a[Ω]
+ b[A] (5.3)

In the following, this conversion will be used to calculate currents measured by the

sensing part of the power supply.

5.3 Risetime and Falltime

As described above (Sec. 5.1) for tuning of the PI parameters and to characterise the

response of the system to fast switching, a step function with an 0.8A amplitude is applied.

The resulting current through the coils is recorded with and without active PI-control.

Solely for the purpose of testing, two more switches were installed (see ’S1’ and ’S3’ in

1https://www.tek.com/en/documents/specification/keithley-model-2000-6-1-2-digit-multimeter-
specifications

2https://www.keysight.com/de/de/product/33120A/function–arbitrary-waveform-generator-15-
mhz.html
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fig.4.1), which allows the input signal to be processed by the PI-controller or to be given

as a set voltage to the power amplifier directly.

It has to be noted, that the PI-controller regulates the signal such, that the set voltage

and the output of the sensing part are the identical. That means, depending on the load,

the voltage output of the PI-controller might be very different from its input. If the PI

controller is isolated by the switches S1 and S3, and the set voltage is used directly as

the input for the power amplifier, it will amplify the input with a gain G = 2 no matter

what the resulting output current or voltage drop over the resistor is. As an example, if

a R = 10Ω load is connected and the set voltage is Vset = 1V , then the output of the

PI-controller will be around 6V. This will be amplified by the gain of the current source,

which will then apply a 12V voltage to the load, resulting in a 1.2A current through

the sensing resistor. The amplified voltage drop in the sensing part will then be around

1.2 · 0.84V ≈ 1V = Vset. Without the PI-controller on the other hand, the current source

will directly amplify Vset and the resulting current will be around 200mA.

Thus, if one is to compare the time response for a step function, with and without PI,

the set voltage has to be changed between measurements such that the constant current

output is the same. This is done for the measurements without PI-controller, simply by

measuring the amplitude of a DC current with an oscilloscope and varying Vset until the

desired amplitude is reached.

Figures 5.2a and 5.2b show the current, flowing through the coil when a 10Hz square

wave with a 1Vpp is applied as set voltage Vset. Vset is translated into the corresponding

set current and plotted as such.

One can clearly see that the PI-controller helps to improve the time response of the

coils. As expected from Eqn. 4.3, without any PI regulation the current rises and falls

in an exponential matter. When the PI-controller is turned on, it regulates the applied

voltage U(t) and the resulting current follows the set value closely. Figures 5.2c and 5.2d

show a zoom of the figures above. Only the set value and the PI-controlled current are

visible in the zoomed in graphs, as the time response without PI-control is too slow to be

visible.

To be able to compare the time response with and without PI-control, the settling

time ts is measured and the overshoot o where measured. ts describes the time it takes

until the respective current settles within 1% of the set value, without leaving that range

again. That means in case of an overshooting signal, ts describes the time, when the initial

overshoot and consequent oscillations have subsided and the signal remains within 1% of

the set value. The resulting values can be found in table 5.2. The PI-controller causes a

sharp increase of the current and a significant overshoot and a reduction of the settling time
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(a) Step Response Gradient Coil (b) Step Response Offset Coil

(c) Step Response Gradient Coil (Zoom) (d) Step Response Offset Coil (Zoom)

Figure 5.2: Comparison of step responses with and without PI-control
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is observed. For both the rising and the falling edge of the step response, the overshoot

was measured and the results are summarised in table 5.2 as well. The PI-parameters were

tuned to improve the time response of the coils. Therefore the overshoot is higher often

higher than the 10% specified by Åström and Hägglund as described above. As the system

is highly stable, the decay ratio is very small, even though the overshoot might be large.

Therefore the plant exhibits next to no oscillations even for an overshoot of up to 22.7%.

Whether the effect of such an significant overshoot is negligible or detrimental, has to be

decided specifically for each application. On the falling flank, the overshoot is lower in all

measurements and the settling time is lower in most cases. This asymmetric behaviour

of the plant might stem from the fact, that the output swing of the power amplifier is

not symmetric. For an output of 2A, the maximum voltage output of the OPA549 is

(V+ − 3.2)V and (V− + 1.7)V. Therefore it is to be expected, that the power amplifier

does not behave symmetrically to some degree. But as the power amplifier should not go

up to its rails if no PI-control is active, this result is still surprising.

It has to be noted further, that while the settling time of the gradient coils of less then

100µs is quite good, the settling time for the offset coils is slower, even though their time

response without the PI-control was better. This can be explained, as the integral gain of

the PI was not set high enough to allow for a fast compensation of the offset error.

o (rising) o (falling) ts (rising) [ms] ts (falling) [ms]
Gradient coils without PI - - - - - - 19.82 18.85
Offset coils without PI - - - - - - 7.25 6.89
Gradient coils with PI 14.7% 7.3% 0.078 0.067
Offset coils with PI 22.7% 11.7% 0.123 0.135

Table 5.2: Rise and Fall Times of Intermediate Coils

5.4 Frequency Response

To investigate the frequency response, a sine wave with an equivalent peak peak current of

0.827A was given as a set value for frequencies ranging from 1Hz-100kHz. The amplitude of

the resulting current through the gradient and offset coils was measured for each frequency

and is plotted in Fig. 5.3 for the case of no active PI-control, while Fig. 5.4 shows the

same with active PI-control.

One can see at first glance, that the PI enables the driving of higher frequency currents

as expected. In detail, however the results are rather surprising. For a set voltage in form
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of a sine wave with constant amplitude and varying frequency, the corresponding current

can be calculated according to the (complex) impedance of the coil. The impedance of a

coil is given by

Z = R+ iωL (5.4)

and consists of the resistance R of the coil and its inductance L. ω is the frequency of the

sine and i is the imaginary unit. The current I(t) flowing through this impedance when a

voltage U(t) is applied, can be calculated according to Ohm’s law:

I(t) =
U(t)

Z(t)
& |I(t)| = |U(t)|√

R2 + ω2L2
(5.5)

Figure 5.3: Frequency dependence with-
out PI-control

Only the magnitudes |U(t)| and |I(t)|
of the complex voltage and current and

their phase delay θ are available to mea-

surement. If the applied voltage amplitude

is constant, the expected frequency depen-

dence of the current amplitude is only fre-

quency dependent, as R and L are con-

stant. The latter two can be estimated for

the used coils, so that the frequency depen-

dent current amplitude can be calculated.

The result can be seen in Fig. 5.3 in form of

the two solid lines. The blue line shows the

expected frequency dependence for the gra-

dient coils, while the orange corresponds to

the offset coils. Both the resistances and the inductance used for these calculations, where

calculated according to the used wire, number of turns etc. The calculated resistances can

be verified by measurement with a multimeter3. The results deviate by less than 6%.

The measured frequency dependence is shown in Fig. 5.3 as the orange (offset coils) and

blue (gradient coils) data points with error bars indicating 1 standard deviation σ. It is

clear, that theory and experiment deviate significantly. For higher frequencies, the current

amplitude is actually higher than expected. While the measurement with the gradient coils

matches the theory at least up to ∼ 70Hz, the measurement of the offset coils deviates

even before that. It was tried to estimate the inductance from the measurements, by using

3https://www.tek.com/en/documents/specification/keithley-model-2000-6-1-2-digit-multimeter-
specifications
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linear regression to fit Eqn. 5.5 to the data. For the offset coils however, no sensible fit

could be achieved, while for the gradient coils it is only possible to model the first ∼ 20

data-points with Eqn. 5.5. The resulting inductance is Lgradient = (5.30± 0.08)A. This is

14% smaller than the calculated value and the two results deviate significantly. To better

match the data, also the resistance was given as a free parameter for a linear regression

or the measured resistance was used instead of the calculated value. However, this does

not suffice to explain the observed data.

It might be possible, that the coils exhibit a small capacitance, which might add to

the impedance. However, the impedance of a capacitor is given by 1/(iωC) and might

thus only reduce the low frequency current amplitudes, while its effect should become

smaller for higher frequencies. As no such behaviour can be found in the data, a non-zero

capacitance of the coils cannot explain the frequency dependence. A frequency dependence

of the resistance of the wire might cause a certain deviation from the theory, however the

resistance would have to be significantly frequency dependent for frequencies as low as

100Hz, which does not seem plausible.

Further, one might try to calculate the the inductance of the coils by looking at the

phase delay of voltage and current. This should be described by

∆Φ = arctan

(
L

R

)
(5.6)

However, this behaviour can not be seen in the collected data and no reasonable inductance

can be calculated with this approach.

Even though no satisfying explanation of the measured data was found, in a similar

thesis [28] the frequency dependence of electromagnetic coils was measured and a similar

frequency dependence was found. For frequencies above ∼ 500Hz an increase of the

amplitude, compared to the fit can be observed in that thesis. However no conclusive

explanation is given.

The 3dB frequency of the gradient coils is estimated from measurement to be 41Hz.

For the offset coils it is roughly 416Hz.

The same measurement of the frequency dependent current amplitude was repeated,

but with an active PI-controller. In this case, it is not as easy to calculate the frequency

response from theory, as the voltage U(t) will now be the output of the PI-controller. This

output can vary greatly depending on the PI-parameters, the frequency and the set voltage

and can not be calculated easily. Still, the frequency response can be split into two. In

the first regime i.e. for frequencies up to ∼ 10kHz in Fig. 5.4, the PI-controller and power
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amplifier can deliver a voltage that is sufficiently high to drive the desired current, while the

impedance steadily increases with frequency. In the second regime however, the voltage

supplied power amplifier is not sufficient for the increased impedance and the current

amplitude drops with fα, where alpha is a real constant. To estimate the frequency fdrop

at the transition between these two regimes a constant value is assigned to the first part by

averaging, and a function y(f) = a · f b is fitted to the second regime by linear regression.

The intersection of these lines give the characteristic frequencies. For the gradient coils,

the frequency is fgradient = 14.8kHz and for the offset coils it is foffset = 19.6kHz. One

can see that just before these frequencies, the current amplitude shortly rises. This is due

to the overshoot of the pi-controller. As the power requirements for both PI and power

amplifier reach their limits, the PI-controller cannot correctly follow the signal anymore

and a distorted version of a sine wave with a certain offset is the resulting current output.

Figure 5.4: Frequency dependence with
PI-control

To give a characteristic frequency to

which the coils might be driven with

the here built power supply, foffset and

fgradient are sufficient. However, for pre-

cise experimental control, it is important

to note, that the desired current cannot

be supplied correctly in the overshooting

regime, just before foffset and fgradient. If

a bandwidth is to be given at which the

plant can respond to a frequency input at

all, the 3dB cutoff point might be used.

Therefore the 3dB point is drawn as the

green horizontal line in Fig. 5.4. The inter-

section of the fitted lines and the 3dB point

is at fG3dB = 18.4kHz for the gradient coils and at fG3dB = 23.8kHz for the offset coils.

Finally, these results are strongly dependent on the desired current amplitude, as higher

current amplitudes require higher voltages, thus limiting the frequency response.

5.5 Noise of Power Supply

After precise current control of the here built power supply could be demonstrated and its

frequency limits where shown for inductive loads, most importantly the noise level of the

supply has to be analysed. After all, this power supply was designed to be a highly precise

current source, exhibiting a current noise to amplitude ratio of 10−5. To determine if this
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Figure 5.5: Spectral Noise Density

was achieved, a stable set voltage in form of a 1.5V battery is given as an input to the PI

controller. The output of the sensing amplifier was recorded with a Handyscope HS6 Diff4

with a sampling frequency of 6.25MHz, to reduce aliasing in the relevant frequency, and

a resolution of 16 bits. To calculate the noise density, a time series of 4 000 000 samples

was recorded, the fast Fourier transform (FFT) was performed using python5 and the

power spectrum density (PSD) was calculated according to Sec. 3.2.4. The number of 4M

samples was chosen, such that with a 6.25MHz sampling frequency a period of ∼ 0.6s was

recorded, which sets the minimal frequency that can be discerned to 1.56Hz. The time

series was recorded in AC coupling mode which is specified with a 3dB cutoff frequency

of 1.5Hz for the Handyscope. Thus, no lower frequencies can be reasonably measured by

the Handyscope.

Five of these PSDs were averaged, to make the white noise level visible more clearly.

Then, the linear spectrum density (LSD) could be calculated as explained in Sec. 3.2.4.

It is important to note, that the noise level is not artificially decreased by averaging this

way. This is, because neither the time series nor the LSDs were averaged, but the power

spectral density. By doing so, the average power per frequency (bin) is calculated. This

can then be translated into resulting amplitudes, but it is not an average of amplitudes.

Averaging amplitudes however reduces noise and cannot be used to analyse the noise level

itself. No window function was applied, as is recommended for the measurement of white

4https://www.tiepie.com/en/usb-oscilloscope/handyscope-hs6-diff
5https://docs.scipy.org/doc/scipy/tutorial/fft.html
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(a) Power Supply Noise (b) Noise level with and without PI-control

Figure 5.6: Comparison of Different Noise Levels

noise [16].

Fig. 5.5 shows the resulting LSD for a 1.5V set voltage with a coil similar to the coils

above connected as a load. In blue, the current noise density is plotted as measured by the

sensing amplifier. In orange, the background of noise of the oscilloscope is shown. This

was measured with a 50Ω terminator over the input of the oscilloscope. One can see that

for frequencies up to ∼ 25kHz the current noise density is below the measurement limit

of the oscilloscope. As no other, more precise oscilloscope or similar device was at hand,

the exact noise level can therefore not be calculated, but an upper bound can be given.

By integrating over the PSD as explained in 3.4 the noise amplitude can be calculated

for a given bandwidth. A bandwidth of 23.8kHz was chosen to reflect the 3dB frequency

of the offset coils as determined in the chapter above.

The resulting RMS noise calculated according to Eqn. 3.11 is

RMScurrent = 2.94 · 10−5A.

The actual RMS noise level of the prototype power supply is therefore somewhere below

that level and would need to be determined with a more precise device.

Fig. 5.5 further shows that the noise suppression of the prototype power supply very

effective. It eliminates characteristic noise peaks, such as 50Hz line hum, to a point where

none are detectable up to 100kHz.

This is further illustrated by Fig. 5.6a. There the noise of the power supplies, powering

the prototype, are drawn and compared to the noise of the prototype and the oscilloscope.

These measurements where identical to the measurements as explained above. It is clear

that the high level of noise, especially in the low frequency regime, does not transfer to
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the prototype. Further, the HAMEG supply exhibits a series of high noise peaks between

200Hz and 1kHz, probably stemming from the ripple of the supply. These peaks are

not discernible in the noise of the prototype as well, further underlining the effective

noise suppression of the device. For frequencies above 100kHz, a significant amount of

characteristic noise peaks does show up in the noise density of the prototype, however at

these high frequencies the noise will not be translated into the field produced by the coils,

as their time response is simply too slow.

Finally, the noise level with and without active PI-controller is compared in Fig. 5.6b.

As the Pi-controller contains multiple components, each of these cold introduce noise into

the system. However, the noise densities are very similar. The noise density with active

PI-control shows a certain increase around 100kHz, yet appears to be very slightly lower

for lower frequencies. Both exhibit the same characteristic frequency peaks, although for

the active PI-controller they are also slightly smaller.

By integration, the RMS noise level over a 23.8kHz bandwidth can again be determined.

Without active PI-control the result is

RMSnoPI = 3.46 · 10−5A

and is therefore about 18% higher than without PI controller.
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6 Summary and Outlook

In this thesis, both the design of magnetic coils to create homogeneous offset fields in an

ultra-cold dysprosium experiment and a prototype of their ultra-low noise power supply

were presented.

It was found, that a small rectangular cage that consists of two interlocking pairs of

magnetic coils works best to provide homogeneous offset fields insight a vacuum chamber.

At the time of writing this thesis, the coils are being manufactured and can then be tested

and included into the new dysprosium experiment under the supervision of Prof. Dr. L.

Chomaz.

The prototype of the power supply presents a working prove of concepts and showed

promising results so far. The noise level of a DC-current was lower than could be measured

in a large part of the relevant bandwidth and its built-in PI-controller could be shown to

improve the time response of inductive loads. Before it can be manufactured onto custom

printed circuit boards by the electronic workshop of the university and incorporated into

the dysprosium experiment however, it will have to be improved upon further. To specify

the noise level of the current output of the power supply precisely, instead of just giving an

upper limit, a measurement device of higher precision would need to be acquired. Also the

PI-controller has to be improved upon, to be able to control high inductive loads, like the

designed coils, reliably. Finally, each pair of coils will be supplied by one power supply. All

power supplies will then be fitted into a rack to allow for organised experimental control.

The frequency response of the intermediate coils could not be explained to satisfaction,

but the current version of the PI-controller presented a definite improvement of the latter.

It is up to further investigation, why the frequency dependence of the coil pairs is better

than expected from the physical laws of impedance.

In conclusion, this thesis could provide a solid ground to improve upon further. While

the rectangular coil cage is ready to be wound, the power supply will still require quite

some work and improvement until it can be used in the experiment. But a working

prototype was presented and showed promising results. It can therefore be expected, that

the final power supply will fulfil the requirements.
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