
Department of Physics and Astronomy

University of Heidelberg

Master Thesis

in Physics

submitted by

Lucas Altenkämper

born in Freiburg (Germany)

2016





Measurement of Direct Photons

in Proton-Proton Collisions at
p
s = 7 TeV

with ALICE

This Master Thesis has been carried out by Lucas Altenkämper at the

Physikalisches Institut at the University of Heidelberg

under the supervision of

Prof. Dr. Klaus Reygers





Measurement of Direct Photons in Proton-Proton Collisions at
p
s = 7 TeV with

ALICE:

In this thesis, direct photons are analyzed in proton-proton collisions at a center-of-
mass energy of 7 TeV at the LHC. The data was recorded by the ALICE detector in
2010 and the analyzed sample consists of about 420 ⇥ 10

6 minimum bias events. The
direct photon signal is quantified with the direct photon excess ratio that makes use of
the reconstructed photons and neutral pions. Hereby, the reconstruction is done with
two distinct methods that are the photon conversion method and the reconstruction
using the ALICE EMCal. The measurement with the conversion method is a re-
analysis of previous results for which now a more recent reconstruction of the data and
more statistics are available. The reconstruction with the calorimeter is a first attempt
at the measurement with the EMCal, which has not been done before. Systematic
uncertainties are determined for the measurement with the conversion method and no
significant excess of direct photons is found. The results of the conversion method are
compared to the previous results and show a reduced systematic uncertainty as well
as an extended range in transverse momentum.

Messung Direkter Photonen in Proton-Proton Kollisionen bei
p
s = 7 TeV mit

ALICE:

Diese Arbeit beschreibt die Analyse direkter Photonen in Proton-Proton Kollisionen
bei einer Schwerpunktsenergie von 7 TeV am LHC. Die Daten wurden vom ALICE
Detektor im Jahr 2010 aufgezeichnet und der analysierte Datensatz umfasst unge-
fähr 420 ⇥ 10

6 Ereignisse mit minimalem Bias. Das Signal direkter Photon wird mit
dem Überschussverhältnis direkter Photonen quantifiziert, das auf den rekonstruierten
Photonen und neutralen Pionen basiert. Die Rekonstruktion wird dabei mit zwei ver-
schiedenen Methoden durchgeführt, bei denen es sich um die Photonkonversionsmeth-
ode und die Rekonstruktion mit dem ALICE EMCal handelt. Die Messung mit der
Photonkonversionsmethode ist die Wiederholung einer schon bestehenden Messung,
der nun mehr Statistik und eine aktuellere Rekonstruktion der Daten zur Verfügung
steht. Die Rekonstruktion mit dem Kalorimeter is ein erster Versuch der Messung
mit dem EMCal, welches bisher nicht zur Messung direkter Photonen genutzt wurde.
Für die Konversionsmethode wurden die systematische Unsicherheiten der Messung
bestimmt und kein signifikantes Signal direkter Photonen wurde gefunden. Im Ver-
gleich zu den vorherigen Ergebnissen zeigt sich eine Verringerung der systematischen
Unsicherheit sowie eine größere Reichweite im transversalen Impuls.
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1. Introduction

There is a theory which states that if ever anyone discovers exactly what
the Universe is for and why it is here, it will instantly disappear and be
replaced by something even more bizarre and inexplicable. There is another
theory which states that this has already happened.

Douglas Adams, The Restaurant at the End of the Universe

The strive for a deeper understanding of nature and its underlying laws is fueled by the
most peculiar virtues of mankind which are curiosity and wonder. The imprints can be
seen in a vivid field of science as well as in popular culture, emphasizing di�erent aspects
of the same drive towards knowledge. While popular culture predominantly addresses
reasons, natural sciences aim for the understanding of the fundamental laws of nature.
These fundamental laws govern our physical world on all scales, from astronomical
objects to subatomic particles. Starting from the Rutherford experiment in the early
1900s and the first models of the atom, it is now possible to peek much deeper into
the microscopical building blocks of the universe. Modern particle accelerators are able
to collide particles at unprecedented energies, allowing the study of the most scarce
particles and to set foot onto unknown territory.

With high energy heavy-ion collisions in today’s laboratories, it is possible to recreate
the conditions the early universe is believed to have passed through shortly after its
origin. These conditions are distinguished by an unusual state of matter: the Quark
Gluon Plasma (QGP), in which the constituents of ordinary matter are dissolved into a
strongly coupled but quasi-free plasma. Hereby, the elementary particles, that usually
are bound inside the nuclei, can move freely and hadronic matter ceases to exist. Heavy-
ion collisions of su�cient energy are able to provide the extreme conditions in terms of
temperature and pressure that are required to cross the phase boundary from hadronic
to deconfined matter. The heavy-ion programs started in the 1980s with the Alternating
Gradient Synchrotron (AGS) at Brookhaven National Laboratory (BNL) and the Super
Proton Synchrotron (SPS) at the European Center for Nuclear Research (CERN), were
a QGP was most likely already produced. Present-day particle accelerators like the
Relativistic Heavy Ion Collider (RHIC) at BNL and the Large Hadron Collider (LHC)
at CERN provide even higher energies and thus allow for a more in-depth study of the
extreme forms of matter that are produced. One of the experiments dedicated to the
study of the QGP is A Large Ion Collider Experiment (ALICE) at the CERN LHC.

In this thesis, measurements of the photon production from soft and hard interactions
in proton-proton collisions at a center-of-mass energy of 7 TeV are described. Photons
are an excellent probe to study the evolution of the QGP in heavy-ion collisions since
they will leave the medium mostly una�ected. Proton-proton collisions are hereby used
as a baseline to the measurements in heavy-ion collisions to deduce properties of the
medium that is produced. The measurements are done using two distinct methods for
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1. Introduction

the reconstruction of photons: the photon conversion and the calorimeter method. The
conversion measurement is a re-analysis of the measurements described in [1], exploiting
a more recent reconstruction of the data and the increased statistics. The calorimeter
measurement is a first attempt at the reconstruction with the specific calorimeter that
is used.

This thesis is structured in the following way: chapter 2 provides the theoretical
background that combines a general overview and an emphasized description of photons
in high energy and heavy-ion collisions. The third chapter introduces the experimental
apparatus with a focus on the di�erent subdetectors of the ALICE experiment that
are used in the analysis. This is followed by a description of the analyzed data sets in
the fourth chapter. Chapter 5 and 6 introduce the inclusive photon and neutral pion
measurement, respectively. The decay photon cocktail, that is a crucial quantity in
the measurement of direct photons, is described in chapter 7. The eighth chapter is
dedicated to the description of the direct photon signal extraction and the calculation of
the systematic uncertainties. Eventually, the thesis is closed with two chapters where
the results are summarized and compared as well as an outlook to possible future
developments is given.
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2. Theoretical Background

At microscopic scales, everything consists solely of particles that are bound together,
interact and decay through three fundamental forces of nature: electromagnetism, the
weak and the strong force. Ordered by their specific interactions strengths, the strong
force is dominating, followed by electromagnetism and the weak force. The interaction
strengths, however, inherit a dependency on the momentum transfer of the interaction
that is explained on the example of the strong force in section 2.1. There is also a
fourth fundamental force, gravity, that keeps for instance the earth in a stable orbit
around the sun. Due to its tiny interaction strength, gravity plays a negligible role at
the smallest scales and is therefore usually ignored in the realm of particle physics.

The electromagnetic and weak forces, although behaving very di�erently at low ener-
gies, merge into a single force above a unification energy that is of the order of the mass
of the Z boson. This electroweak force is described by the Electroweak Theory (EWT),
which was first conceived by Sheldon Glashow [2], Steven Weinberg [3] and Abdus
Salam [4] in the 1960s. Their work and the prediction of the weak neutral current, that
is a consequence thereof, was rewarded with the Nobel Prize in Physics in 1979. The
EWT was the first step towards the theoretical description of the Standard Model and
explained the existence of the weak neutral current, that is mediated by the Z boson
and was first observed in 1973 [5, 6] in the Gargamelle bubble chamber at CERN. The
unified theory of the electroweak interaction is based on the SU(2)⇥U(1)

Y

gauge group,
that combines the group structures of Quantum Electrodynamics (QED), the quantum
field theory describing the electromagnetic interaction, and the weak interaction. The
weak charged currents can be described on the basis of the SU(2) symmetry group that
gives rise to three gauge bosons W(i) with i = 1, 2, 3. The two physical W± bosons,
that mediate the weak charged current, are superpositions of two of the SU(2) gauge
bosons, given by:

W±
=

1p
2

(W(1) ⌥ iW(2)
). (2.1)

The third, neutral gauge boson under SU(2) is left without a physical counterpart which
implies that the weak interaction can not be fully described by a quantum field theory
based on this symmetry group. This problem can be overcome by additionally taking
the U(1)

Y

gauge symmetry into account, that retains the group structure of QED but
interchanges the electric charge with the weak hypercharge Y . A fourth gauge field,
B from U(1)

Y

, is thereby added to the combined symmetry group. The local gauge
symmetry under SU(2) ⇥ U(1)

Y

gives rise to the two charged W bosons of the weak
interaction through equation 2.1 as well as the two neutral bosons of the unified theory,
that are the Z boson of the weak force as well as the photon, the exchange boson of the
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2. Theoretical Background

electromagnetic interaction, through the superpositions given by:
✓

Z
�

◆
=

✓
cos ✓

w

� sin ✓
w

sin ✓
w

cos ✓
w

◆✓
W(3)

B

◆
. (2.2)

The angle ✓
w

is called the weak mixing angle and has to be determined from measure-
ments. Interestingly, at low energies the weak interaction is additionally suppressed
due to the high mass of the exchange bosons that enters the propagator. At higher
energies, when the weak and electromagnetic force can be unified, the suppression due
to the propagator is negligible and both forces are comparable in strength.

Figure 2.1.: Schematic of the fundamental particles and gauge bosons in the Standard
Model. The blue lines indicate the possible interactions. [7]

Our current understanding of particle physics is summarized in the Standard Model,
that incorporates the theory describing the interactions and their corresponding ex-
change bosons as well as the constituents of matter. The theory describing the interac-
tions through the aforementioned three fundamental forces is a combination of the EWT
and the quantum field theory describing the strong interaction, Quantum Chromody-
namics (QCD). QCD, which will be described in more detail in section 2.1, is based
on the SU(3) gauge group that provides eight exchange bosons that are called gluons
and interact only with particles carrying color charge, i.e. quarks and themselves. The
full symmetry group of the Standard Model is U(1)

Y

⇥ SU(2) ⇥ SU(3), including the
gauge group of QCD. Figure 2.1 shows the fundamental particles and exchange bosons
that are included in the model as well as their possible interactions which are depicted
as lines connecting the di�erent components. The fermions, leptons and quarks, are
each organized into three generations of increasing mass and di�ering by one unit of
electrical charge within the generation, for example the leptons e� and ⌫e or the up and
down type quarks. Furthermore, the figure depicts an interesting di�erence between
the electromagnetic force and the weak and strong forces. While the exchange bosons
from the weak and strong force can interact with themselves, the same is not possible
for the photon. As a consequence, the electromagnetic force has an indefinite range
while the other two are more strongly confined in their reach.
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2.1. Quantum Chromodynamics

The last missing part to the Standard Model is the Higgs mechanism that gives rise
to the masses of the gauge bosons of the weak interaction, namely the W± and Z, as
well as the fermions. Assuming only the SU(2) ⇥ U(1)

Y

gauge symmetry, the corre-
sponding bosons should be massless, but the Higgs mechanism spontaneously breaks
the electroweak symmetry to a U(1)em gauge symmetry. In contrast to the symmetry
under weak hypercharge of the electroweak model, the new symmetry concerns only the
electromagnetic interaction, preserving the vanishing mass of the photon while ensuring
the generation of massses for the weak bosons through partial absorption of the Higgs
field. This spontaneous breaking of the electroweak symmetry is only possible due to a
very particular feature of the Higgs field, namely a non-zero vacuum expectation value.
In contrast to the weak bosons that acquire their mass directly in the breaking of the
electroweak symmetry, fermions obtain mass by their Yukawa coupling to the Higgs
boson. The Higgs boson is the excitation of the Higgs field and was first observed by
the ATLAS [8] and CMS [9] collaborations at the CERN LHC in 2012. Following this
discovery, the Nobel Prize in Physics in 2013 was awarded to Francois Englert and Peter
W. Higgs for the theoretical description of the mechanism that was confirmed by the
discovery of the predicted particle.

2.1. Quantum Chromodynamics

The strong force, which is responsible for the existence of hadronic matter like protons
and neutrons, is described by a non-abelian quantum field theory called quantum chro-
modynamics with the gauge group SU(3). In QCD, the quantum number analog to
charge in QED is called color charge and, due to the number of degrees of freedom in
SU(3), can take one of three values: red, blue and green. The local gauge symmetry
gives rise to eight gauge bosons, called gluons, that also carry color charge, unlike the
photons in QED. This particular feature of the strong interaction, that is encoded in
the theory by being non-abelian, causes the gluons to interact not only with quarks but
also with each other. The gauge invariant Lagrangian of QCD can be written as

L =

¯ [i(�µD
µ

) � m] � 1

4

G
µ⌫

Gµ⌫ , (2.3)

where D
µ

is the covariant derivative that encodes the gauge invariance under SU(3) that
gives rise to the quark-gluon vertices. The gluon field strength tensor Ga

µ⌫

describes
the gluon fields and contains, in contrast to the QED analog, an additional term from
pure gluon vertices. This is attributed to the theory being non-abelian and allows for
three- and four-gluon vertices. The coupling between quarks and gluons is determined
by the strong coupling constant g

s

that enters the quark-gluon vertices in the covariant
derivative.

The value of the coupling strength g
s

depends on the energy scale of the interaction,
or in a slightly di�erent wording, on the momentum transfer Q2 that is conveyed by
the gluon. Figure 2.2 shows the energy dependence, also called running of the strong
coupling, of measurements of ↵

s

= g
s

/4⇡ together with the scale dependence of ↵
S

(MZ)

using a two-loop solution of the renormalization group equation [10]. From renormaliza-
tion of the gluon propagator, the dependence of ↵

s

on the energy scale can be expressed

13



2. Theoretical Background 21
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Figure 10: The strong coupling �S(Q) (full line) and its total uncertainty (band) as determined
in this analysis using a two-loop solution to the RGE as a function of the momentum transfer
Q = pT. The extractions of �S(Q) in six separate ranges of Q as presented in Table 5 are shown
together with results from the H1 [58, 59], ZEUS [60], and D0 [52, 53] experiments at the HERA
and Tevatron colliders. Other recent CMS measurements [55, 56] are displayed as well. The
uncertainties represented by error bars are subject to correlations.

termined in this analysis. The extractions of �S(Q) in six separate ranges of Q, as presented
in Table 5, are also shown. In the same figure the values of �S at lower scales determined by
the H1 [57–59], ZEUS [60], and D0 [52, 53] collaborations are shown for comparison. Recent
CMS measurements [55, 56], which are in agreement with the �S(MZ) determination of this
study, are displayed as well. The results on �S reported here are consistent with the energy
dependence predicted by the RGE.

5 Study of PDF constraints with HERAFITTER

The PDFs of the proton are an essential ingredient for precision studies in hadron-induced
reactions. They are derived from experimental data involving collider and fixed-target exper-
iments. The DIS data from the HERA-I ep collider cover most of the kinematic phase space
needed for a reliable PDF extraction. The pp inclusive jet cross section contains additional in-
formation that can constrain the PDFs, in particular the gluon, in the region of high fractions x
of the proton momentum.

The HERAFITTER project [61, 62] is an open-source framework designed among other things
to fit PDFs to data. It has a modular structure, encompassing a variety of theoretical predic-
tions for different processes and phenomenological approaches for determining the parameters
of the PDFs. In this study, the recently updated HERAFITTER version 1.1.1 is employed to es-
timate the impact of the CMS inclusive jet data on the PDFs and their uncertainties. Theory is
used at NLO for both processes, i.e. up to order �2

S for DIS and up to order �3
S for inclusive jet

production in pp collisions.

Figure 2.2.: Experimental results for ↵
S

and momentum scale dependence of ↵
S

(MZ)

from renormalization. [10]

in terms of the momentum scale µ as:

↵
s

(Q2
) =

↵
s

(µ2
)

1 + B↵
s

(µ2
) ln

⇣
Q

2

µ

2

⌘ , (2.4)

where B =

11N
c

� 2N
f

12⇡
. (2.5)

The contribution from quark and gluon loops in the propagator enters B with opposite
sign, where N

f

and N
c

are the number of available quark flavors and colors. Therefore
we observe a decrease of ↵

s

with increasing Q2 for N
c

= 3 colors and N
f

 6 quark fla-
vors. This is in contrast to the scale dependency of the electromagnetic coupling which
increases with increasing energy scale of the interaction. Although the dependence of
the strong coupling on the energy scale can be described with the renormalization group
equation, the absolute value can not be predicted and therefore the reference ↵

s

(µ2
)

has to be provided from a measurement.
The running of the coupling constant with a very large value of ↵

s

⇠ O(1) at low
momentum transfers and the existence of pure gluon vertices have several implications
on the nature of the strong interaction as well as the theoretical treatment.

Due the smallness of the electromagnetic coupling constant (↵ ⇠ 1
137) the sum of loop

contributions to a QED interaction converges rather fast and perturbative calculations
are su�cient up to very large energies. This is not the case for QCD and possible
theoretical approaches for the calculation of strong interactions are e�ectively split into
two realms according to the energy scale of the process. At large values of momentum
transfer, or small distances between two interacting quarks, the decrease of the running
coupling restores the applicability of perturbation theory. This approach is called per-
turbative QCD (pQCD). At larger distances, i.e. small energies, perturbation theory
breaks down. However, calculations can be performed on a discretized lattice of space-
time points. This approach, appropriately named lattice QCD, is computationally very
intensive.
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2.2. The Quark Gluon Plasma

Although the existence of quarks is an experimentally well established fact, free
quarks have never been observed but are (despite in very extreme conditions) always
bound into colorless hadrons. These observations are described by a hypothesis known
as as confinement which specifies that states of non-vanishing color charge can not
propagate as free particles. While not yet analytically proven [11], this hypothesis can
be qualitatively understood from the self-interaction of gluons. Two quarks at a certain
distance are interacting through the exchange of (virtual) gluons which, due to the
fact that they also carry color charge, are in turn interacting with themselves. The
result of these attractive interactions is that the color field connecting the two quarks is
compressed into a tube rather than spreading out in all directions like it’s the case for
QED. Exceeding a certain distance, the energy density in this tube is constant which
leads to a proportionality between the separation of the two quarks and the energy that
is stored inside the color field [11]. The potential can therefore be phenomenologically
written as:

V (r) ⇠ r. (2.6)

Because of the linear increase in energy with the distance it would require an infinite
amount of energy to disconnect the two quarks. Moreover, when two quarks are flying
apart, the energy stored in the color field connecting them will at some point be su�cient
to produce a new quark-antiquark pair coupling to the initial quarks. This will continue
until eventually there is no energy left to separate any pair and all quarks will be
confined in colorless objects, a process referred to as hadronization.

The opposite e�ect can be observed when quarks are packed very densely. The
short distances correspond to very large transfers of momentum between the quarks
which lead to a strongly decreased coupling constant according to the scale dependence
shown in equation 2.5. The coupling strength approaches zero in the limit of Q2 ! 1,
a phenomenon that is called asymptotic freedom and has been proven valid by many
measurements [12]. But although the quarks are moving in a quasi-free manner, they
are still subject to the strong force which requires the consideration of loop corrections
to the diagrams when calculating the interactions. In 2004, the Nobel Prize in Physics
was awarded to David J. Gross [13, 14], H. David Politzer [15] and Frank Wilczek
[13, 14] for the discovery of asymptotic freedom.

2.2. The Quark Gluon Plasma
The asymptotic freedom of quarks at high energy scales has the consequence, that
hadronic matter dissolves into a strongly coupled soup of quasi-free quarks and gluons
at very high temperatures. This state of deconfined matter is called Quark Gluon
Plasma (QGP) and it is believed that the early universe passed through this phase
in its evolution very shortly after the Big Bang. Already as early as 1965, Hagedorn
proposed a maximum temperature for the existence of hadronic matter [16]. The model
is based on a self-similarity of the fireball produced in hadronic collisions and describes
the resonance spectrum, which was experimentally found to rise exponentially, as a
density of self-similar resonances. Assuming that the fireballs can be described using
statistical thermodynamics, the numerical calculations yielded a maximum temperature
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2. Theoretical Background

of 150 MeV [16] for hadronic matter.

Heavy Ions at LHC: Theoretical Issues 2
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Fig. 1. Schematic QCD phase diagram in the T � µB plane. At low T and µB

nuclear matter shows confinement and hadrons are the degrees of freedom. At

higher T a phase transition to a deconfined quark gluon plasma with restored

chiral symmetry is predicted by lattice QCD. The phase transition might exhibit

a critical point at about µB ⇠ 700 MeV. More exotic quark phases can occur at

high density, e.g. in the interior of very dense neutron stars. Chemical freeze-out

conditions reached in heavy ion experiments at AGS, SPS and RHIC are also

indicated. The blue arrow along the T axis shows how the matter is supposed to

evolve at LHC before freeze-out, starting at very high temperature. The evolution

of the early universe a few microseconds after the big bang took a similar path.

http://link.springer.de/link/service/journals/10105/index.html

Figure 2.3.: The QCD phase diagram in the µ
B

�T plane, showing the di�erent phases
including the assumed phase of color superconductivity at large baryon
chemical potentials and low temperatures. The solid line separating the
confined and deconfined phase depicts a first order phase transition, ad-
joining the cross over region that is shown as a dashed line in the critical
point. [17]

More recent calculations of the transition temperature T
c

, at which the phase tran-
sition from hadronic matter to the deconfined phase occurs, were done using lattice
QCD. Lattice QCD allows for the calculation of strong interactions at low momentum
transfers but is limited to vanishing baryon chemical potentials µ

B

. The baryon chemi-
cal potential is a measure for the net baryon density, indicating the imbalance between
matter and antimatter. Figure 2.3 shows the di�erent QCD phases in dependence of
the baryon chemical potential and the temperature. The early universe is expected to
sit at low values of µ

B

, close to where lattice QCD is applicable, which is also the region
that is probed by heavy ion collisions at RHIC and the LHC. At low baryon chemical
potentials, calculations rather suggest a crossover behavior than a phase transition [18].
This is depicted by the dashed phase boundary in figure 2.3. The crossover likely turns
into a first order phase transition at higher values of µ

B

, with a critical point separat-
ing the two regimes [18, 19]. Going to very high net baryon densities, the transition
temperature approaches zero and an additional phase is expected, that is distinguished
by color superconductivity with quarks forming Cooper pairs. Transition temperatures
of T

c

⇠ 150 � 170 MeV were calculated by several groups with the use of lattice QCD
at µ

B

⇠ 0 [20, 21].
In the transition from hadronic matter to the deconfined phase, hadrons are dissolving

into quarks and gluons which increases the number of degrees of freedom of the system.
This can be seen in the steep rise in the energy density (in units of T 4) calculated
using lattice QCD at the transition temperature in figure 2.4. After the steep rise
the energy density flattens out which can be attributed to a further heating of the
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2.2. The Quark Gluon Plasma

system without additional degrees of freedom being liberated. The energy density is
calculated for n

f

= 2 + 1 quark flavors with physical masses, corresponding to the two
light (up and down) and one heavier (strange) quark, on three di�erent lattice spacings.
The characteristic temperature of the crossover transition to the deconfined state was
determined to T

c

= 152 ± 4 MeV [22]. Figure 2.4 also indicates the Stefan-Boltzmann
limit at T ! 1 where the formerly strongly coupled system approaches a state that
can be described as an ideal gas due to asymptotic freedom.
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7

Figure 11. The energy density normalized by T 4
as a function of the temperature on Nt = 6, 8

and 10 lattices. The Stefan-Boltzmann limit ✏SB = 3pSB is indicated by an arrow.

Figure 12. The entropy density normalized by T 3
as a function of the temperature on Nt = 6, 8

and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 18 –

Figure 2.4.: Energy density in units of T 4 calculated with lattice QCD on three di�erent
lattice spacings Nt = 6, 8 and 10. [22]

It is crucial for the production of the QGP in the laboratory, that the system can
reach a state of (local) thermal equilibrium such that thermodynamic quantities like
temperature, pressure or energy density are defined. The collision of heavy nuclei
instead of hadrons ensures a high multiplicity of particles being produced. This is
essential to the formation of a strongly coupled system because of the need for a high
probability of interactions between the emerging particles. Given the initial collision
produces a high number of particles in a very confined region of space, these particles
are more likely to interact and drive the system towards an equilibrated state rather
then leaving the initial collision individually. Furthermore the lifetime of the system
must be large enough for it to reach local equilibrium [19].

The evolution of the fireball, that is produced in a heavy ion collision and forms a
QGP, can be separated in several steps, starting with the pre-equilibrium phase that
is dominated by hard processes like the production of jets or prompt photons (see
section 2.3). After the system reaches local equilibrium and its temperature exceeds
T

c

, the plasma is formed. The probes that originated earlier are now modified and the
production of particles is dominated by soft processes. Then the system expands further
and cools down, when the temperature drops below the critical value the quarks will
recombine into hadrons. This phase is called chemical freeze-out with the system being
transformed into a hadron gas. Hereby, the hadron gas is still in local equilibrium and
shows thermodynamic quantities but with the degrees of freedom now being hadrons
instead of quarks and gluons. However, the chemical freeze-out is not instantaneous,
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2. Theoretical Background

thus the QGP and hadron gas phases can overlap for some time. As soon as the system
spreads too far for the hadrons to interact with each other, the kinematic quantities are
fixed. This last phase of the evolution is called kinetic freeze-out.

There are many di�erent and interesting probes and possible signatures of the plasma,
like jet-quenching due to interactions with the medium or a modification of quarkonia
production compared to the case where no plasma is formed. But since a detailed
description of the full spectrum of di�erent measurements that can shed light on the
strongly interacting medium would go beyond the scope of this work, the next section
will only focus on photons as a probe in high energy collisions in general and of the
quark gluon plasma in particular.

2.3. Photons in High Energy and Heavy Ion Collisions

Photons are a particularly interesting probe in heavy ion collisions. They are cre-
ated at every stage of the collisions and the evolution of the fireball thereafter and
leave the strongly interacting medium mostly una�ected due to the comparably small
coupling constant of the electromagnetic interaction. In contrast to hadronic proves,
which originate in later stages of the evolution, photons can carry information about
the initial collision and the thermalization of the medium outwards to the detectors.
The production of photons is modified by the strongly interacting medium at low and
intermediate transverse momenta. At high transverse momenta, photons can be used
as a test of pQCD calculations of their production processes. This is not restricted to
heavy ion collisions but can obviously also be performed in hadronic collisions. The
measurements of photons in proton-proton collisions at RHIC and the LHC are very
well reproduced by pQCD calculations [23]. Typically, interactions that can be calcu-
lated using perturbative techniques are referred to as hard processes due to the large
momentum transfers at which they occur. In contrast to hard processes, soft processes
occur at low momentum transfers and can be calculated using lattice QCD techniques.
The di�erent production mechanisms result in photons at di�erent transverse momenta,
with hard and soft processes yielding high and low momentum photons, respectively.
Although it is not perfectly clear yet down to which value of transverse momentum
pQCD is applicable, the soft and hard scales can be separated at p

T

⇠ 1 � 2 GeV/c
where perturbative calculations still agree well with the data [23].

The measurements of the photons described above is an experimental challenge due
to the fact that the dominant part of the photon yield does not originate in the soft or
hard interactions that one would like to probe but from electromagnetic decays. The
majority of decay photons are created in the decays of neutral pions which, being the
lightest hadron, exist in large abundancies and decay only electromagnetically. Photons
that are not produced in particle decays are usually referred to as direct photons and
can be further classified according to their production mechanism. Prompt photons are
large momentum direct photons from hard processes like quark-gluon Compton scat-
tering that can also occur in the vacuum. Photons produced as a byproduct in the jet
fragmentation of a parton or in parton-medium interactions like quark bremsstrahlung
are typically called fragmentation photons and can also be linked to hard interactions.
Soft interactions in a thermalized medium like the plasma or a hadron gas will produce
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2.3. Photons in High Energy and Heavy Ion Collisions

low momentum photons that are commonly named thermal photons although their
production is not equivalent to thermal radiation from a black body radiator.

2.3.1. Photons from Hard Processes

Prompt photons with large momenta are produced in hard processes like partonic
Compton scattering or quark-antiquark annihilation. The lowest order contributions to
these interactions, shown in figure 2.5 (a) and (b), are independent of the fragmentation
of the involved partons. Hard photons can also be produced by the fragmentation of
a parton, i.e. a quark or a gluon. This can happen via the hadronization into a jet
with many final state particles including photons or through bremsstrahlung by quarks
if a recoil partner is present. Photons from these production mechanisms were earlier
called fragmentation photons and the next-to-leading order diagram of the interaction is
shown in figure 2.5 (c). At large transverse momenta, hard photons are by far the domi-
nant source of direct photons, implying that the relevant energy scale of the production
process correlates with the momentum of the final state photon. The production cross
sections for hard photons can be calculated using pQCD. For proton-proton collisions,
the invariant cross section can be written as [23]

E
d3�

dp3
=

X

a,b,c

f
p/a

(x
a

, Q2
) ⇥ f

p/b

(x
b

, Q2
) ⇥ d�̂(Q2

) ⇥ D
�/c

(z, Q2
), (2.7)

where f
i/p

(x
i

, Q) with i = a, b are the parton distribution functions. These depend on
the relevant energy scale of the interaction that is given by the momentum transfer Q2

and describe the probability to find parton i with momentum fraction x
i

inside either
of the colliding hadrons. The cross section d�̂(Q2

) of the interaction of the two partons
can be evaluated as a perturbative expansion in the QCD coupling for hard processes.
Equation 2.7 also includes the parton-to-photon fragmentation function D

�/c

(z, Q2
),

that governs the fragmentation of a scattered parton c to a photon with momentum
fraction z. Prompt photons from interactions (a) and (b) in figure 2.5 are already
final state objects and do not require the fragmentation function. The energy scale
Q2 coincides with the transverse momentum of the produced photons up to a constant
factor. Photons from hard or soft processes can therefore be associated with di�erent
regimes in transverse momentum.
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Figure 2.5.: Leading and next-to-leading order diagrams for prompt and fragmentation
photon production through (a) quark-gluon Compton scattering, (b) quark-
antiquark annihilation, (c) quark fragmentation or bremsstrahlung.
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The mean free path for photons in the strongly interacting medium produced in
heavy ion collisions is much larger than the size of the fireball [24]. This is due to
the much smaller coupling strength of the electromagnetic interaction compared to the
strong interaction and ensures that the medium is transparent for photons. Even if
produced in the early stages of the collision, they leave the medium mostly una�ected.
Nevertheless, the prompt and fragmentation photon production can be modified due to
initial and final state e�ects of the nucleus-nucleus collision. Initial state e�ects can be
understood as modifications of the parton distribution functions in collisions of nuclei
compared to single hadrons. Furthermore, e�ects in the final state of the collisions can
modify the photon production if the photon sources lose energy through interactions
with the medium. The momentum distribution of the partons is thereby a�ected by
the strongly interacting medium which in turn alters the momentum distribution of
fragmentation photons.

2.3.2. Photons from Thermalized Sources
In contrast to prompt or fragmentation photons, the photons from soft processes are an
indication of the formation of a strongly interacting medium in heavy ion collisions. Soft
photons are produced through the same interactions as hard photons that are shown in
figure 2.5 although not in the initial collision but in the interactions of thermalized par-
ticles. They are therefore emitted during the QGP phase and the following hot hadron
gas phase respectively. Albeit soft photons do not originate from thermal radiation,
they are often referred to as thermal photons with regard to the thermalized sources.
The spectrum of thermal photons resembles thermal radiation due to the momentum
distribution of the sources, which are in thermal equilibrium in the medium.

However, the theoretical treatment of soft processes di�ers from the hard processes
discussed in the previous section. Due to the low momentum transfers in the inter-
actions, the perturbative approach is not applicable anymore. Typical models use a
macroscopic description of the system to calculate the production of thermal photons.
When the evolution of the system is known, for example from viscous hydrodynamics
(see [23]), the thermal photon spectrum can be calculated from the emission rates [25].
The thermal photon yield exhibits a proportional behavior,

E
d3N
dp3

/ exp(�E

T
), (2.8)

where T is the e�ective temperature of the system and should not be confused with
the initial temperature at the formation of the plasma. This is due to the fact that
photons are emitted during all stages of the evolution of the fireball and increasingly
blue shifted because of the increasing expansion velocity of the medium.

2.3.3. The Direct Photon Signal
The total yield of photons that is produced in collisions of both hadrons and heavy
ions, however, is greatly dominated by photons from particle decays. While insights
on the underlying physics are gained from the study of the direct photon signal, direct
photons and those coming from decays can not be distinguished in the measurements.
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2.3. Photons in High Energy and Heavy Ion Collisions

This of course is rather an experimental challenge than a theoretical one, but it is
worth mentioning the approach here to acquire a better understanding of the structure
this thesis is presented in. The use of ratios is always experimentally worthwhile if
the numerator and denominator share common sources of systematic uncertainties to
(partially) cancel the overall systematic uncertainty of the measurement. Therefore,
the excess of direct over decay photons is expressed as the photon double ratio:

R
�

=

�
�inc.(pT

)/⇡0
(p

T

)

�
meas.�

�dec.(pT

)/⇡0
(p

T

)

�
sim.

, (2.9)

where �inc.(pT

), �dec.(pT

) and ⇡0
(p

T

) are the inclusive (direct plus decay) photon, the
decay photon and the ⇡0 spectrum respectively. The numerator is obtained from the
measurement whereas the decay photons can not be distinguished and must be taken
from a decay simulation containing several sources. Due to the reconstruction of the
neutral pions from the two photon decay channel, the systematic uncertainties cancel
partially in the numerator. The direct photon spectrum is then obtained from the
double ratio and the measured inclusive photon spectrum:

�dir.(pT

) = �inc.(pT

) � �dec.(pT

) = �inc.(pT

) ·
�
1 � R�1

�

(p
T

)

�
. (2.10)

The analysis aims for the direct photon spectrum and will therefore cover the di�erent
ingredients in order of their appearance in equations 2.9 and 2.10.

Figure 2.6 shows a previous analysis of the direct photon spectrum in lead-lead colli-
sions at center-of-mass energies of psNN = 2.76 TeV measured by ALICE. The spectra
are shown for three di�erent collision centralities and compared to di�erent model cal-
culations. Collisions centralities are related to the aforementioned impact parameter,
with small centrality percentages (i.e. central collisions) being attributed too small im-
pact parameters and vice versa. The left panel shows the measured spectra compared
to full model calculations including pQCD photons by di�erent groups as well as an
exponential fit to the low p

T

part of the spectrum that illustrates the proportionality
stated in equation 2.8. In the right panel, the direct photon spectrum is shown in
comparison to pQCD predictions for proton-proton collisions. The predictions are at
the same center of mass energy and scaled by the number of binary collisions, assuming
no initial and final state e�ects as well as no contribution from thermal photons. The
spectra show an excess above the calculations at low p

T

for the two more central classes
whereas they coincide with the predictions within the systematic uncertainties at higher
p

T

. This illustrates that initial and final state e�ects hardly modify the direct photon
spectrum. The model predictions seem to be in good agreement with the measured
direct photon spectra, also at low transverse momenta where a substantial contribution
of photons from soft processes is observed.
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Direct photon production in Pb-Pb ALICE Collaboration
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Fig. 6: (Color online) Comparison of model calculations from Refs. [59–62] with the direct photon spectra in
Pb–Pb collisions at psNN = 2.76 TeV for the 0–20% (scaled by a factor 100), the 20–40% (scaled by a factor
10) and 40–80% centrality classes. All models include a contribution from pQCD photons. For the 0–20% and
20–40% classes the fit with an exponential function is shown in addition.

QCD. All models include the contribution from pQCD photons, however, different parameterizations are
used. The model of van Hees et al. [60] is based on ideal hydrodynamics with initial flow (prior to ther-
malization) [65]. The photon production rates in the hadronic phase are based on a massive Yang-Mills
description of gas of π , K, ρ , K�, and a1 mesons, along with additional production channels (including
anti-/baryons) evaluated with the in-medium ρ spectral function [19]. Bremsstrahlung from π–π and K–
K̄ is also included [66], in the calculation shown here together with π–ρ–ω channels recently described
in Ref. [67]. The space-time evolution starts at τ0 = 0.2 fm/c with temperatures T0 = 682, 641, 461 MeV
for the 0–20%, 20–40%, and 40–80% classes, respectively, at the center of the fireball. The calculation
by Chatterjee et al. [61, 68] is based on an event-by-event (2+1D) longitudinally boost invariant ideal
hydrodynamic model with fluctuating initial conditions. An earlier prediction with smooth initial con-
ditions was presented in Ref. [69]. Hadron gas rates are taken from the massive Yang-Mills approach
of Ref. [19]. Bremsstrahlung from hadron scattering is not included. The hydrodynamic evolution in
the model of Chatterjee et al. starts at τ0 = 0.14 fm/c with an average temperature at the center of the
fireball of T0 ⇡ 740 MeV for the 0–20% class and T0 ⇡ 680 MeV for the 20–40% class. The calculation
by Paquet et al. [59] uses event-by-event (2+1D) longitudinally boost invariant viscous hydrodynamics
[70] with IP-Glasma initial conditions [71]. Viscous corrections were applied to the photon production
rates [59, 72, 73]. The same hadron gas rates as described above for the calculation by van Hees et al.
are used. The hydrodynamic evolution starts at τ0 = 0.4 fm/c with an initial temperature (averaged over
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Fig. 5: (Color online) Direct photon spectra in Pb–Pb collisions at psNN = 2.76 TeV for the 0-20% (scaled by a
factor 100), the 20-40% (scaled by a factor 10) and 40-80% centrality classes compared to NLO pQCD predictions
for the direct photon yield in pp collisions at the same energy, scaled by the number of binary nucleon collisions
for each centrality class.

the space-time evolution of the medium. In order to extract the slope parameter, a pT region is selected
where the contribution of prompt direct photons is small. The pQCD contribution from the calculation
by Paquet et al. [59], shown as a dashed line in Fig. 5, is subtracted and the remaining excess yield
is fit with an exponential function ∝ exp(�pT/Teff). The extracted inverse slope parameter is Teff =

(297± 12stat ± 41syst)MeV in the range 0.9 < pT < 2.1 GeV/c for the 0–20% class and Teff = (410±
84stat±140syst)MeV in the range 1.1< pT < 2.1 GeV/c for the 20–40% class. Alternatively, to estimate
the sensitivity to the pQCD photon contribution, the slope was extracted without the subtraction of pQCD
photons. This yields inverse slopes of T nosubtreff = (304± 11stat ± 40syst)MeV for the 0–20% class and
T nosubtreff = (407±61stat±96syst)MeV for the 20–40% class. The dominant contribution to the systematic
uncertainty of the inverse slopes is due to the type B uncertainties.

A significant contribution of blueshifted photons from the late stages of the collision evolution with high
radial flow velocities has to be taken into account [22, 63]. This makes the relation between the medium
temperature and the inverse slope parameter less direct and a comparison to full direct photon calcu-
lations including the photons emitted during the QGP and hadron gas phase is necessary to extract the
initial temperature. A comparison to state-of-the-art direct photon calculations is shown in Fig. 6. All
shown models assume the formation of a QGP. The hydrodynamic models, which fold the space-time
evolution with photon production rates, use QGP rates from Ref. [64] and equations of state from lattice
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Figure 2.6.: Direct photon spectra in Pb-Pb collisions at psNN = 2.76 TeV measured
by ALICE compared to model calculations including pQCD photons (left)
and NLO pQCD predictions for pp collisions at the same energy scalen by
the number of binary collisions (right). [26]
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3. The Experimental Setup
The Large Hadron Collider (LHC) as well as the ALICE detector systems are introduced
in this chapter. First, the LHC will be described briefly with the main focus on the
specifics of the proton-proton running. Followed by the detector description, focused on
the sub-detectors relevant to the photon measurement. The description of their working
principles is concluded with a brief overview over the combination of the di�erent sub-
detectors in the tracking system. Finally, the software framework that is used for the
analysis is described briefly.

3.1. The Large Hadron Collider
The European Organization for Nuclear Research (CERN) at Geneva, Switzerland, is
the host of the world’s largest particle collider, the Large Hadron Collider (LHC). As the
name suggests, the LHC is designed to collide hadrons, namely protons, but lead ions
are also utilized in the heavy ion program. Rather than being a perfect circle, the LHC is
divided into eight arcs containing the dipole bending magnets that keep the circulating
hadrons in their orbit and eight intersections whose layouts depend on the specific use.
The di�erent intersections are for example designed for the injection and acceleration
of the beam or the beam collisions within the detectors in the four experiment caverns
that house the detectors of ALICE, ATLAS, CMS and LHCb. Furthermore, there
are three smaller experiments exploiting collisions in the LHC: TOTEM, LHCf and
MoEDAL. Situated in a tunnel of approximately 27 km circumference that previously
housed the Large Electron Positron Collider (LEP), the LHC is the last stage of a series
of accelerators that is shown in figure 3.1.

The acceleration begins with a hydrogen bottle that provides protons after the elec-
trons are stripped from the atoms using an electric field. The protons then encounter
the first accelerator, LINAC 2, which brings them to an energy of 50 MeV. As sketched
in figure 3.1, following the LINAC 2, the proton beam is injected into the Proton Syn-
chrotron Booster (PSB) that increases the energy to 1.4 GeV and is succeeded by the
Proton Synchrotron (PS) that raises the energy of the beam to 25 GeV. The last
accelerator before the LHC, the Super Proton Synchrotron (SPS), finally pushes the
proton beam to its injection energy of 450 GeV [27]. In the LHC, the beams are further
accelerated to the record energy of 6.5 TeV per beam, with a maximum possible beam
energy of 7 TeV. In addition, most of the accelerators in the chain also have their own
experimental halls with experiments designed for lower beam energies.

For completeness it should be noted that the acceleration chain for heavy ions slightly
di�ers from the one for protons due to the more complex procedure required to obtain
the desired ionization state.

The LHC is designed to deliver peak luminosities of L = 10

34 cm�2s�1 and L =

10

27 cm�2s�1 for proton-proton and lead-lead collisions, respectively [28]. The lumi-
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nosity is proportional to the number of events per seconds and is therefore a measure
for the amount of data recorded and the level of statistics that can be achieved. The
proton beams are separated in several bunches, consisting of 1.15 · 10

11 protons each,
with a nominal spacing of 25 ns in between and a maximum total number of 2808
bunches. [29].

CERNfaq
LHC
the guide

Figure 3.1.: Sketch of the layout of the CERN accelerator complex. [30]

3.2. A Large Ion Collider Experiment (ALICE)

ALICE is the designated experiment to study the extreme states of matter created in
heavy-ion collisions at the LHC. In order to be able to disentangle signals from di�erent
phases of the evolution of the fireball, the detector needs optimal particle identification
(PID) capabilities. Furthermore, a high momentum resolution especially for low p

T

tracking is of crucial importance to allow for a precise measurement of the soft particles
produced by the thermalized source.

The ALICE detector, shown in figure 3.2, consists of the central barrel inside the
solenoid L3 magnet and the independent muon arm in forward direction, which is not
used in the analysis presented in this thesis and therefore not covered. The solenoid
magnet was built for the L3 experiment at LEP and can provide a magnetic field of up
to 0.5 T that is aligned with the beam pipe. Particle identification and tracking at mid
rapidity is provided by the central barrel which is divided in many di�erent subsystems.
Particles that are created in collisions at the interaction point and will first encounter
the Inner Tracking System (ITS), which is situated at small radii around the beam
pipe. Then the particles enter the Time Projection Chamber (TPC), a large ionization
chamber, followed by the Transition Radiation Detector (TRD) and the Time-of-Flight
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(TOF) system. Depending on the polar and azimuthal angle, the particles may en-
counter one of the three calorimeters, the Electromagnetic Calorimeter (EMCal), the
Di-Jet Calorimeter (DCal) or the Photon Spectrometer (PHOS), which cover di�erent
regions of the solid angle.

In the following sections, all relevant sub-detectors for the measurement presented in
this thesis will be described in more detail.

Figure 3.2.: Overview of the ALICE detector and the subsystems. The L3 magnet can
be seen in red, enclosing the central barrel detectors. [31]

3.2.1. Forward Detectors
The V0 detector [32] is used as a Minimum Bias (MB) trigger as well as a fast multi-
plicity counter to estimate the collision centrality in proton-lead and lead-lead events.
The detector consists of two scintillator arrays, V0A and V0C, located at z = 340 cm
and z = 90 cm, respectively, on both sides of the interaction point with the distances
dictated by other central barrel detectors. The two parts of the V0 detector cover the
pseudorapidity ranges of of 2.8 < ⌘ < 5.1 (V0A) and �3.7 < ⌘ < �1.7 (V0C).

3.2.2. T0 Detector
The T0 detector [32] provides the earliest trigger signal and therewith the start time for
the TOF detector. Furthermore, it measures the position of the collision vertex and can
discriminate against beam-gas interactions. It consists of two arrays of 12 Cherenkov
counters each, that are based on photomultiplier tubes. The two parts of the detector,
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called T0-A and T0-C, are situated at a distance of 375 cm and 72.7 cm to the nominal
vertex and cover a pseudorapidity range of 4.61  ⌘  4.92 and �3.28  ⌘  �2.97,
respectively.

3.2.3. Inner Tracking System

The detector closest to the collision point is the Inner Tracking System (ITS) [32],
a cylindrical silicon detector directly encircling the beam pipe. Making use of three
di�erent pad designs, the system consists of six layers with two neighboring layers
sharing the same technology. The innermost two layers are Silicon Pixel Detectors
(SPD) which have the highest granularity and spatial resolution in z-direction of the
system. This provides a good primary vertex resolution and secondary vertex separation
in the highest track density environment close to the interaction point. Following are
two layers of Silicon Drift Detectors (SDD) and the two outermost layers which are
Silicon Strip Detectors (SSD).

The whole system is designed to have a small X/X0 reduce the number of photon con-
versions in the material, which is achieved by using a lightweight carbon-fibre support
structure. Furthermore, it needs to be able to handle charged particle multiplicities of
up to dN

ch

/dy ⇡ 8000. The detector has a spatial coverage of 2⇡ in azimuthal direction
and |⌘| < 0.9 in pseudorapidity for all vertices. Primary vertices are measured with
a resolution better than 100 µm and the relative momentum resolution for pions with
p

T

= 0.1 � 3 GeV/c is better than 2%.
It is possible, that several collisions happen during one bunch-crossing. This leads to

an overlap of events in the detector with di�erent tracks belonging to di�erent collision
vertices. Due to the good vertex resolution of the SPD, these so called pileup events
can be rejected. If this would not be the case, tracks would be attributed to the current
event although not belonging to primary vertex that has been selected.

Additionally to the tracking, the four outermost layers can be used for particle iden-
tification via a measurement of the specific energy loss per unit length (dE/dx) in the
non-relativistic region (low p

T

) due to their analogue readout. The particle identifica-
tion capabilities of the ITS are worse than those of the TPC due to the worse resolution
in the specific energy loss measurement.

3.2.4. Time Projection Chamber

The Time Projection Chamber (TPC) [32, 33], shown schematically in figure 3.3, is
a cylindrical drift chamber surrounding the ITS and is the largest tracking and PID
device within ALICE. The detector covers the full range of 2⇡ in azimuth and |⌘| < 0.9
in pseudorapidity and is designed to be able to reconstruct a maximum number of
charged particles per unit rapidity of dN

ch

/dy ⇡ 8000 which translates to about 20000

charged tracks in the TPC acceptance.
The drift gas of the TPC is confined inside the cylindrical field cage with the drift

volume being divided by the central electrode at ⌘ = 0 and z = 0. Following the electric
field, charges freed by the ionization of the gas are read out in the read-out chambers
at the end plates of the barrel on both sides. The drift gas was a mixture of 85.7% Ne,
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9.5% CO2 and 4.8% N2 that was used until the end of 2010. The nitrogen was removed
for further data taking, leaving a mixture of 90% Ne and 10% CO2.

A high voltage of 100 kV is applied at the central electrode and the voltage gradient
in the field cage towards the readout chambers is 400 V/cm which translates to a
maximum drift time of 92 µs for electrons from the ionization of the gas. The tracks of
charged particles traversing the TPC are reconstructed in three dimensions combining
the hit positions of the ionized charges on the end plates and the drift times with
the starting time given by the T0 detector. The maximum luminosity that can be
processed by the ALICE detector’s central tracking system is limited by the readout
time of the TPC. Proton-proton collisions with a luminosity and an interaction rate
of L = 5 · 10

30 cm�2s�1 and 350 kHz, respectively, will result in tracks of about 60

proton-proton events being stored in the drift volume at the same time. The current
(triggered) event is thereby overlapping with several past and future events, an e�ect
that is called pileup. Due to the much faster read-out time of the ITS, only the triggered
event is stored and some of the tracks from past and future events can be rejected by
track matching between the TPC and ITS. This, however, only works for tracks with
ITS information and not for those that are only measured in the TPC, like electrons
from photon conversions at the inner shield of the TPC, for example. In that case, other
techniques (presented in section 5.3.1) have to be used to correct for the contribution
from overlapping events.

The transverse momentum of reconstructed tracks is calculated from the curvature
in the transverse plane with the tracking algorithm limiting the measurement to a
minimum of 50 MeV/c for secondary tracks, i.e. tracks that do not originate from the
primary vertex. Primary tracks can be measured in the transverse momentum range
of 100 MeV/c to 100 GeV/c with the lower limit again given by the strong curvature
of the track in the magnetic field. Low momentum tracks are bent so strongly, that
they do not traverse the minimum length of 1/3 of the radial range of the TPC that is
required for the tracking.

In addition to being the main tracking tool of the central barrel, the TPC is also
the main particle identification system for charged particles. The specific ionization
energy loss in the drift gas of the TPC can be used to identify charged particles, given
the momentum of the track and using the description of the energy loss. The specific
energy loss can be described by the Bethe-Bloch formula that relates the mean energy
loss of a certain particle to its ��.

3.2.5. Electromagnetic Calorimeter
The Electromagnetic Calorimeter (EMCal) [32, 34] is one of the calorimeters installed
at ALICE. The calorimeter is designed as a lead-scintillator in sampling architecture,
segmented into 12288 towers. The towers are grouped into 12 supermodules, six of
which are in azimuthal direction for ⌘ < 0 and the same structure is mirrored for
⌘ > 0 with the separation in the center at ⌘ = 0. 10 of the supermodules are ’full
size’, spanning �⌘ = 0.7 and �� = 20

�, while the remaining two supermodules are
’one-third size’ with a coverage of �⌘ = 0.7 and �� = 7

�. The full detector therefore
has a geometrical acceptance of |⌘| < 0.7 and �� = 107

�. While PHOS, due to its
higher granularity and non-sampling architecture, delivers a better position and energy
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Table 3: Expected resolution parameters.

Position resolution (�) in r� 1100 to 800 µm inner / outer radii
in z 1 250 to 1 100 µm

dE/dx resolution, isolated tracks 5.0%
dN/dy = 8 000 6.8%

nal technical design report [3].

Figure 2: 3D view of the TPC field cage. The high voltage
electrode is located at the center of the drift volume. The end-
plates with 18 sectors and 36 readout chambers on each end are
shown.

2. Field cage

The purpose of the field cage is to define a uniform electro-
static field in the gas volume in order to transport ionization
electrons from their point of creation to the readout chambers
on the endplates without significant distortions. The field cage
provides a stable mechanical structure for precise positioning
of the chambers and other detector elements while being as thin
as possible in terms of radiation lengths presented to the tracks
entering the TPC (see Fig. 2). In addition, the walls of the field
cage provide a gas-tight envelope and ensure appropriate elec-
trical isolation of the field cage from the rest of the experiment.

It is a classical TPC field cage with the high voltage elec-
trode in the middle of the detector. Electrons drift to both end
plates in a uniform electric field that runs parallel to the axis of
the cylinder. The TPC is filled with a mixture of neon, carbon
dioxide, and nitrogen because the multiple coulomb scattering
in this gas mixture is relatively low, it has good di�usion char-
acteristics, and it has a high positive ion mobility that helps to
clear positive ions out of the drift volume in a short amount of
time (see Sec. 6). However, to also have fast electron drift ve-
locities requires putting 100 kV on the central electrode. The

isolation of the high voltage field cage from the rest of the ex-
periment is ensured by using CO2 filled gas gaps between the
containment vessels and the field cage vessels; see Fig. 3.

Figure 3: Detail view of the outer field cage near the central
electrode.

The design of the ALICE field cage is similar to the design of
the field cage used in the NA49 experiment [7]. An important
part of the design is the requirement to prevent charge build-up,
and possible breakdown, on solid insulator surfaces between the
field-defining strips and so the use of these insulators is mini-
mized or completely avoided.

The ALICE field cage consists of two parts; a field cage ves-
sel with a set of coarsely segmented guard rings and a finely
segmented field cage which is located inside the field cage ves-
sel. The guard rings on the field cage vessel help to avoid large
electric fields due to charge build-up on the surface of the ves-
sel. The rings have a 92 mm gap between them and this corre-
sponds to a relatively low field gradient of 46.7 V/mm on the
insulating surface between the rings. The guard rings are made
of 13 mm wide strips of aluminum tape and they are placed on
both sides of the containment vessel with a pitch of 105 mm.
Small holes were drilled through the walls of the vessel to allow
for electrical contact between corresponding rings and filled
with Al foil feed-throughs and sealed with epoxy. The poten-
tials for the guard rings are defined by an independent chain of
24 � 500 M� resistors (per end). The first of these resistors is
connected to the rim of the high-voltage electrode. The last one
is connected to ground through a 100 k� resistor, across which
the voltage drop is measured for monitoring purposes. The field
gradient between the guard rings matches the field gradient on
the finely segmented field cage which lies inside the guard ring
vessel.

5

Figure 3.3.: Schematic of the ALICE TPC. [33]

resolution especially at lower p
T

, the EMCal has the advantage of a larger acceptance.
The overall material budget of the calorimeter is about 20 radiation lengths.

3.2.6. Charged Particle Tracking in the Central Barrel
The event reconstruction in the ALICE central barrel starts with the determination of
the primary vertex using the two innermost layers of the ITS that provide the highest
granularity. The identification of the primary vertex is first done preliminary and later
optimized when the full information of the tracks pointing towards the primary vertex
is available. A linear extrapolation of pairs of hits in the two SPD layers of the ITS
is used to determine the z position of the preliminary vertex at x = 0 = y. The same
algorithm is then used in the transverse plane, but with a worse resolution due to the
bending of the tracks in the magnetic field.

After the preliminary vertex is identified, the tracking procedure starts with the track
segments inside the TPC. The measured clusters, a set of ionization signals in all three
dimensions, are combined using a Kalman filter algorithm to reconstruct the track inside
the TPC. This is done starting at the end of the TPC and going inwards, once with
the constraint that the track points to the primary vertex and once without. In both
cases the results are stored and the tracks are propagated to the outermost layer of the
ITS. The track finding procedure is reproduced in the ITS with the TPC tracks used
as seeds and going inwards. If space points from the ITS can not be unambiguously
assigned to the TPC track, all possibilities are calculated and the most probable track
is used. Hereby, again the two sets of parameters are stored.

Then, the tracks from the combination of the TPC and ITS are used as seeds and

28



3.3. The Analysis Framework

the Kalman filter approach is reversed, starting at the innermost layer of the ITS. The
track parameters are optimized by removing fake hits in the ITS or clusters in the
TPC. Instead of stopping at the outer shield of the TPC, the tracks are extrapolated
further to the TRD where the information from the TRD layers are added to the track
if available.

The last step of the tracking is a refitting of the reconstructed tracks inwards, which
again is done with and without the assumption of the track pointing to the primary
vertex. The final tracks are then stored for both cases.

The final primary vertex can then be found using the final tracking information. Like
for the preliminary vertexing, each track in the ITS and now also in the TPC is fitted
with a straight line constrained by the position of the preliminary primary vertex. The
final primary vertex is found by minimizing the distances of closest approach for track
pairs using a �2 method. It is possible that more than one primary vertex is found due
to pileup events which further complicates the procedure.

3.3. The Analysis Framework
The large amounts of data accumulated by big experiments like ALICE require spe-
cialized software packages to to deal with them. These packages are used to process
the raw data from the detector, produce the simulations of events that are needed to
correct for detector e�ects and eventually combine everything in a meaningful, physical
manner.

In ALICE, the whole framework is separated in two packages: AliRoot [35] and Ali-
Physics [36], which are both based on ROOT [37], an object-oriented programming
toolset for physics analysis that was developed at CERN and is continuously improved
and maintained. Like ROOT, also AliPhysics and AliRoot are continuously being fur-
ther developed and improved to adapt to the ever changing challenges in the data
analysis and achieve a better performance.

The processing of the raw data is taken care of by the AliRoot package, which covers
features like the detector data reconstruction and the production of Monte Carlo (MC)
simulations of events using integrated generators like PYTHIA [38, 39] and particle
interaction simulations to transport the generated particles through the detector like
GEANT [40, 41, 42]. The di�erent software tools used for the di�erent physics analyses
of the data are collected in the AliPhysics package. Besides the analysis of the detector
data, also MC events are analyzed with the software in the AliPhysics package, even-
tually combining the measured and simulated samples to gain insight into the physical
quantities not convoluted with the detector response.
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4. Data Samples and Monte Carlo
Simulations

The analyzed data sets and corresponding Monte Carlo (MC) simulations are presented
in this chapter. The data sets consist of proton-proton collision events at center-of-mass
energies of

p
s = 7 TeV, recorded with the ALICE detector in 2010. In order to be able

to correct the data for detector e�ects like the reconstruction e�ciency, MC events are
produced with a subsequent simulation of the detector response.

First, the analyzed data samples are presented, followed by a description of the
simulations used for the corrections of the measured raw spectra. The quality assurance
of the data and MC samples is described in the section following thereafter. The chapter
is closed with a section on the selection of the events that have been analyzed.

4.1. Analyzed Data Samples

The analyzed data set of proton-proton collisions is separated in five periods: LHC10b,
LHC10c, LHC10d, LHC10e and LHC10f. These periods are subdivided into runs which
correspond to one continuous time of data taking of the detector. MC event simulations
have to be anchored specifically to the runs due to possible di�erent running conditions
and detector settings. The data was taken with a comparably low interaction rate of a
few to a few tens of kHz [43], resulting in a small contribution of out-of-bunch pileup
as can be seen in section 5.3.1.

A minimum bias event, corresponding to the exclusion of rare triggers, e.g. triggers
on high multiplicity events, is accepted if the minimum bias trigger, MBOR, conditions
are fulfilled. The trigger accepts an event if a hit in one of the V0 detectors or the first
two layers of the ITS is detected.

The two reconstruction methods that are used, have di�erent requirements on the
data which is reflected in the quality assurance and therefore the number of events that
are analyzed. Table 4.1 summarizes the numbers of events for the di�erent periods
and reconstruction methods that are obtained after the quality assurance and event
selection presented in sections 4.3 and 4.4, respectively. The total number of events that
is ultimately used for the analysis is also quoted and labelled LHC10[b-f], representing
the sum of all periods. It can be seen that the data set that is obtained for the
analysis with the calorimeter amounts to about 70% of the statistics available for the
conversion measurement. This is due to specific problems with several runs concerning
the reconstruction with the calorimeter.
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4.2. Event Generators and Monte Carlo Simulations

The corrections that are applied on the raw measured particle spectra rely on Monte
Carlo event simulations and the subsequent transport through a simulation of the detec-
tor. The event generator used for the analyzed collision system and energy is PYTHIA
6.4 [38], which is inspired by pQCD. Nearly all leading order 1 ! 2 and 2 ! 2 pro-
cesses as well as selected 2 ! 3 processes are included in PYTHIA. Parton showering,
i.e. initial- and final-state radiation, and the hadronization of partons via the Lund
fragmentation model are also implemented in the simulations. The generator is tuned
to LHC energies.

The implementation of the detector and the transport of the particles through the
simulated detector is done using GEANT3 [40]. It uses a simulated replica of the ALICE
detector that is tuned to represent the state of the detector in the specific runs. All
particles that are transported through the detector interact with the detector material
through all known material interactions and the response of the detector is simulated.
Therefore, the simulated events can be reconstructed like data while still holding all
MC information. This enables the use of the simulated events to correct the data.

The MC periods, that are anchored to and used alongside the data, are: LHC14j4b,
LHC14j4c, LHC14j4d, LHC14j4e and LHC14j4f. While the recorded collisions have
to pass certain event selection criteria, the MC events are specifically generated to
reproduce minimum bias events. Thus, the selection of events in the simulations is only
subject to a very reduced set of criteria. However, the generated events that are grouped
into runs have to be crosschecked with the data in order to ensure the coincidence
between data and MC. This is covered by the quality assurance where ’bad’ runs are
discarded. Hence, the same runs that are rejected in data are also rejected in MC and
vice versa. The numbers of events for both reconstruction methods that are obtained
are summarized in table 4.1. Again, a smaller number of events is available for the
calorimeter measurements. It can also be seen, that the numbers of events in data and
MC agree very well for the respective methods.

4.3. Quality Assurance

Quality assurance (QA), in this context, is the examination of coincidences of relevant
quantities between MC and data. These checks have to be performed runwise since
the detector should be running stable during one run with settings possibly di�ering
between the runs. The MC is also produced runwise and anchored to the specific run in
data to reproduce the measured spectra as well as the detector conditions. Additionally,
this has to be done separately for the two reconstruction methods presented due to the
di�erent requirements. The conversion method, for example, is not sensitive to hot
calorimeter cells that have to be considered in the calorimeter analysis.

During the QA, runs are excluded if they show problems due to the running condition
or if they do not match with the corresponding simulations in critical quantities like
the number of photon candidates in the case of the conversion method or clusters in the
case of the calorimeter measurement. Another reliable quantity that is compared is the
mass position of the neutral pion peak, integrated over p

T

, that should be consistent
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conversion method calorimeter method
period Nevents Nevents
Data
LHC10b 2.74 ⇥ 10

7
2.12 ⇥ 10

7

LHC10c 7.59 ⇥ 10

7
6.14 ⇥ 10

7

LHC10d 1.75 ⇥ 10

8
1.17 ⇥ 10

8

LHC10e 1.47 ⇥ 10

8
8.28 ⇥ 10

7

LHC10f 3.89 ⇥ 10

7
3.63 ⇥ 10

7

LHC10[b-f] 4.64 ⇥ 10

8
3.19 ⇥ 10

8

MC Simulation
LHC14j4b 2.79 ⇥ 10

7
2.17 ⇥ 10

7

LHC14j4c 7.29 ⇥ 10

7
5.89 ⇥ 10

7

LHC14j4d 1.76 ⇥ 10

8
1.12 ⇥ 10

8

LHC14j4e 1.48 ⇥ 10

8
9.08 ⇥ 10

7

LHC14j4f 3.98 ⇥ 10

7
4.13 ⇥ 10

7

LHC14j4[b-f] 4.65 ⇥ 10

8
3.25 ⇥ 10

8

Table 4.1.: Numbers of accepted events for both reconstruction methods in data and
MC simulations after quality assurance and event selection.

within data and MC, otherwise pointing to problems in the reconstruction. Additional
quantities that were examined include, amongst others, the fraction of accepted events
and the overall number of charged particle tracks. Unfortunately, many runs had to be
excluded for the calorimeter measurement due to problematic cells in the calorimeter.
The concerned cells were continuously firing at high energies and could have caused a
bias in the energy of clusters for which they were included. A calorimeter cluster is
the combination of signals from di�erent cells that are attributed to the same incident
particle. In general, the rejection of the a�ected runs can be avoided by an exclusion
of the specific cells but this was prevented by time constraints on the analysis.

The list of runs that is left after the procedure is used for data as well as MC. Figures
4.1, 4.2 and 4.3 show a selection of the quantities that were checked, after the selection
of good runs. The figures show the fraction of accepted events, the photon candidates
or number of clusters and the mass positions of the neutral pion peaks for the di�erent
periods and methods per run. It can be deduced that for the accepted runs, the di�erent
quantities are in qualitatively good agreement. The slight di�erences between data and
MC that can be observed do not point to any particular problems and therefore do not
a�ect the analysis. The biggest di�erence between data and MC can be observed in the
number of photon candidates per event for the conversion method, figure 4.2 top, for
the period LHC10b. However, this di�erence is still of the order of 5% and does not
a�ect the analysis negatively. The mass positions of the neutral pion peaks, depicted
in figure 4.3, show a good agreement between data and MC and are stable within and
in between the periods. Overall, the conversion method provides a slightly higher value
for the mass that is closer to the literature value. This can be understood considering
the better transverse momentum resolution of the conversion method, especially at low
p

T

where the largest amount of neutral pions is produced.
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Figure 4.1.: Fraction of accepted events to the total number of recorded minimum bias
events per run after the selection of good runs for the conversion (left) and
calorimeter (right) measurement.
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Figure 4.2.: Number of conversion photon candidates (left) and clusters (right) per event
and run after the run selection.
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Figure 4.3.: Reconstructed masses of neutral pions, using the conversion (left) and
calorimeter (right) method, per run, after the selection of good runs. Ad-
ditionally, a constant fit to the reconstructed masses per period is shown.
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4.4. Event Selection
Events need to pass the event selection in order to be considered in the analysis. This
ensures, that only physically interesting events are used, discarding for example beam-
gas events that originate in interactions between the beam and residual particles in the
non-perfect vacuum of the beam pipe. Such events might still trigger the read-out and
must therefore be removed from the sample. Since events are explicitly produced to
model proton-proton collisions in the simulations, the event selection on the MC sample
is limited to the position of the primary vertex. In order to pass the selection, events
must obey the following criteria:

1. The physics selection, that selects the correct trigger assignment has to be passed.
Rejecting all interaction that do not originate from beam-beam collisions, i.e.
beam-gas interactions, cosmic ray events or noise.

2. The event must have a reconstructed primary vertex from the collision.

3. The position of the primary vertex must be within |zvtx| < 10 cm of the interaction
point in order to guarantee optimal reconstruction capability.

4. The event must not be an in-bunch pileup event as discussed in section 3.2.3.

The number of events used for the normalization of the spectra and quoted in table 4.1
can be calculated according to:

Nevents = NMB,|z
vtx

|<10 cm +

NMB,|z
vtx

|<10 cm
NMB,|z

vtx

|<10 cm + NMB,|z
vtx

|>10 cm
· NMB,no vtx. (4.1)

The number of events accepted by the selection criteria is indicated by NMB,|z
vtx

|<10 cm,
while events that are discarded due to the position of the primary vertex are labelled
with NMB,|z

vtx

|>10 cm. However, there can still be events that end up being recorded
but the primary vertex is not identified due to the low multiplicity of the event and
therefore an insu�cient number of tracks pointing to it. These events, NMB,no vtx, are
also considered in equation 4.1, increasing the total number of events that are used.
Hereby, the same z distribution is assumed as for events with a reconstructed primary
vertex. Therefore, the number of events without primary vertex is scaled by the fraction
of events that have a primary vertex within the allowed range in z to the total number
of events with reconstructed primary vertex.
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5. Inclusive Photon Measurement

The ALICE detector o�ers two distinct approaches for the reconstruction of photons,
which are both used in the analysis presented in this thesis. These techniques are
the Photon Conversion Method (PCM) and the reconstruction using calorimeters, ex-
plained in more extensive detail in sections 5.1 and 5.2, respectively. Photons can be
reconstructed in each calorimeter of the ALICE detector, but this analysis utilizes the
EMCal. In general, the energy resolution of a calorimeter improves with energy, but
this benefit is limited to some extend in the photon analysis due to the merging of
electromagnetic showers in the calorimeter cells.

The PCM reconstructs photons by measuring the electron and positron produced
from pair production in the interaction of the photon with the detector material. Due to
the excellent tracking capabilities of the TPC, this method provides a very good trans-
verse momentum resolution and can measure photons down to a transverse momentum
of 100 MeV/c. The disadvantage of this method is the low conversion probability as well
as a reduced resolution at higher momenta due to the decreased bending of the electron
and positron tracks in the magnetic field. Above a photon energy of 700 MeV, the
calorimetric method can be used for reconstruction. The full EMCal provides a good
acceptance, however, in 2010 the coverage of the solid angle was reduced since only
four of the total twelve supermodules were installed. In comparison to the conversion
method, the EMCal has its strength at larger transverse momenta.

In the following sections, the di�erent reconstruction methods will be described.
Furthermore, the di�erent corrections that have to be applied on the measured photon
spectra are introduced. The chapter is closed with the calculation of the invariant
yields.

5.1. Photon Reconstruction using PCM

Photons that convert to electron-positron pairs in the detector material can be recon-
structed by measuring the conversion products. Although the process of pair production
is not a particle decay, the topology is identical to the decay of a long-lived particle and
can be associated with a secondary vertex that is displaced from the primary vertex
of the initial collision. Therefore, it can be processed by the same tracking algorithms
that are used for the reconstruction of decays of particles with a long lifetime like the
K0

s

. The full reconstruction of photon candidates using the conversion method proceeds
in three steps that are the reconstruction of secondary vertices, the selection of vertices
with associated electron-positron pairs and eventually the selection of photons from the
conversion products.
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5.1.1. Reconstruction of Secondary Vertices
The secondary vertex, that is the starting point of the photon measurement with the
conversion method, is reconstructed using a so-called V0 finder. The algorithm searches
for vertices where two oppositely charged particles emerge from a single point in space
to which no charged mother track can be associated. One such vertex is sketched in
figure 5.1, that illustrates the topology and contains the definitions of the parameters
associated to the V0. These are the momentum of the V0, the minimum distance
of closest approach (DCA) of the two daughter tracks and the radial distance of the
primary vertex. The radial distance is referred to as the conversion radius if the sec-
ondary vertex is associated to a photon conversion. The parameters of the V0 object
are labelled ’P’, ’DCA’ and ’R’, respectively.ALICE: Physics Performance Report, Volume II 1363

P

DCA

 ducial zone

primary vertex

V0 

- track

+ track

b-
R

b+

Figure 5.49. Geometrical selections for secondary vertex reconstruction.

the other ‘secondary’ tracks having an opposite charge. Two different cuts are applied for the

positive track (b+) and the negative track (b) impact parameters (see Fig. 5.49).

Such pairs of tracks are rejected if the distance of closest approach (DCA) in space

between the two tracks is larger than a given value. The minimization of the distance between

the tracks is performed numerically using a 3-dim helix track parametrization. There is also a

possibility to minimize a ‘normalized DCA’ which takes into account the possible difference

in the reconstructed track position in the transverse plane and along the beam direction.

This increases slightly the precision of the reconstructed V0 position, especially for the high-

momentum V0’s. This position is supposed to be on the line corresponding to the DCA while

the distance between a track and the vertex is proportionalto the norm of the covariance

matrix of the track parameters.

Once the vertex position is de ned,only the secondary vertices inside a given  ducial

volume are kept. The inner boundary of this  ducial area is limited by the expected particle

density and the tracking precision which, in turn, is mainly de ned by the multiple scattering

on the pixel layers of the ITS. It can be shown that, assuming a particle density of dNch/ d⌘ =

4000 and being given the current material budget together with the present tracking software,

one can hardly go deeper than 0.9 cm from the primary interaction point. The outer limit was

initially imposed by the radius of the beam pipe (3 cm), however there is a possibility to extend

this limit up to the inner radius of the TPC.

Finally, the V0  nding procedure checks whether the momentum of the V0 candidate

points well back to the primary vertex. Hence we extrapolate the two tracks of this candidate

to the points of the DCA and calculate the V0 momentum as the sum of the track momenta

taken at those points. Then we apply a cut on the cosine of the angle (pointing angle) between

the V0 momentum (P) and a vector (R) connecting the primary vertex and the V0 vertex

positions (cos2 p).

The cascade  nding procedure,used to reconstructthe 4 and baryons and their

corresponding antiparticles, starts with looking for all V0 candidates. The method is illustrated

in Fig. 5.50 for the4 and the cases. Since the3 ’s we want to reconstruct here come from

a cascade particle decay, they do not have to point on the main collision vertex. The condition

on the pointing angle is consequently loose. In order to achieve a substantialbackground

suppression at this level, we select only the V0 candidates having a large impact parameter

(bV0).

Figure 5.1.: Schematic of the topology of a V0 candidate showing the two oppositely
charged tracks with their distance of closest approach (DCA) and the re-
sulting momentum vector. Modified based on [44]

The two V0 finder algorithms used in ALICE are the on-the-fly and o�ine finder,
which are both applied during the initial processing of the data and reconstruction of
the tracks. The on-the-fly algorithm is able to modify the tracks under the assumption
that they originate from a secondary vertex. In contrast, the o�ine finder operates
on already reconstructed tracks, which can not be modified by the algorithm. Thus a
better spatial and momentum resolution of the reconstructed vertices can be achieved
by the on-the-fly V0 finder. The on-the-fly finder is therefore used in this analysis.
The working principle of the V0 finder is the combination of two oppositely charged
tracks under certain criteria to obtain a V0 candidate. The four momentum of the V0
candidate is given by the sum of the four momenta of the two associated tracks. Both
component tracks must have a DCA, as indicated in figure 5.1, that is below 1.5 cm for
the combination into a V0 candidate. Furthermore, the distances of the extrapolated
daughter tracks to the primary vertex, labelled ’b+’ and ’b�’ in figure 5.1, are checked.
This rejects V0 candidates if one or both of the daughter tracks point to the primary
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5.1. Photon Reconstruction using PCM

vertex and therefore do not originate from a secondary vertex.
Further cuts on the tracks building the V0 candidates are applied to increase the

quality at the first stage of the photon reconstruction. A TPC refit, as described in
section 3.2.6, is required for each track component of the V0 candidate and tracks with
kinks, that are produced by a decay of a charged particle into a neutral and an equally
charged particle, are rejected. The rejection of tracks with a kink topology already
removes background V0 candidates since electrons, being the lightest elementary par-
ticles, are not expected to decay. The tracks are also required to have a transverse
momentum above 50 MeV/c to reduce the amount of combinatorial background, which
is the combination of oppositely charge tracks that do not originate from the same
secondary vertex. A minimum fraction of found clusters in the TPC over the theo-
retically findable clusters, Ncluster TPC/Nfindable clusters, discards wrong combinations of
non-related clusters to tracks. The number of theoretically findable clusters is calcu-
lated from the particles trajectory through the TPC. Furthermore, the reconstruction
is limited into a fiducial region by a cut on the tracks and V0 candidates pseudorapidity
⌘, that is determined from the angle between the momentum and the direction of the
beam line. However, the candidates can lie outside the fiducial region despite fulfilling
the criterium of the ⌘ cut, since the mother particles have a non-zero decay length. In
this case, they are displaced from the position of the primary vertex along the direction
of the beam pipe at Z = 0. An additional cut, the so-called line cut, that is given by:

Rconv > |Zconv| · tan

�
2 · arctan

�
e�⌘

��
� Z0, (5.1)

where Z0 = 7 cm, removes such V0 candidates.
The V0 candidates are associated with a position of the conversion point in radial

direction, Rconv, as well as in the direction of the beam pipe, Zconv, as it is used in
equation 5.1. Since the V0 finder algorithms are designed to reconstruct secondary
vertices from the decays of heavier particles, the real conversion point can be displaced
from the reconstructed secondary vertex due to an overestimation of the opening angle.
In the case of a photon conversion, the opening angle of the emerging electron-positron
pair vanishes. Thus, the momenta of the pair are, in reality, parallel in the conversion
point. With this additional constraint, the conversion point that is obtained from the
V0 finder is recalculated. Further geometric cuts on conversion point are applied to keep
the candidates in the fiducial region of the detector. A minimum value of Rconv > 5 cm
is used on the conversion radius to reject V0 candidates that originate from Dalitz
decays of neutral mesons. In contrast to the decay into two real photons, one photon
is instantaneously decaying into a electron-positron pair in the Dalitz channel. This
electron-positron pair might be reconstructed as a real photon although it originates
from a virtual one. All cuts that are used for the track selection are summarized in
table 5.1.

5.1.2. Selection of Electron-Positron Pairs

So far, no identification on the particle species of the two component tracks of the V0
candidates was applied. Therefore, the V0 candidates can either be converted photons
or neutral particles that decayed into two oppositely charged daughters. The next step
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5. Inclusive Photon Measurement

V0 and track selection
V0 finder on-the-fly
minimum track p

T

> 50 MeV/c
Ncluster TPC/Nfindable clusters > 60%

maximum pseudorapidity ⌘ |⌘| < 0.9
Rconv 5 cm < Rconv < 180 cm
Zconv |Zconv| < 240 cm

Table 5.1.: Cuts applied on the V0 candidates and the associated component tracks.

towards the sample of reconstructed photons, although not yet ensuring perfect purity,
is the selection of electron-positron pairs by exploiting the particle identification capa-
bilities of the ALICE detector. The main particle identification tool of the detector is
the TPC, providing a measurement of the specific energy loss per unit length, dE/dx.
The mean energy loss of a charged particle via ionization can be described with the
Bethe-Bloch formula [45, 46]. The formula relates the mean energy loss to the parti-
cle’s velocity and charge. Di�erent particle species can therefore be distinguished by
comparing their energy loss at a given momentum. The di�erences in energy loss at
the same momentum can be related to di�erences in the particle’s velocity, which in
turn gives information about the di�erences in mass. Therefore, particle species can
either be selected or rejected according to the deviation of their specific energy loss
from parametrizations of the mean values for di�erent species at a certain momentum.
The deviation between the measured and expected energy loss of a particle of species
X can be expressed in terms of numbers of standard deviations around the hypothesis.
Hereby, the hypothesis can be identified with the parametrization of the mean energy
loss of a certain species. With the standard deviation given by the resolution of the
energy loss measurement, the deviation can be expressed as:

n�
X

=

dE/dx � hdE/dx|
X

i
�hdE/dx|Xi

. (5.2)

The upper panel of figure 5.2 shows the TPC dE/dx, that is used to select electron
and positron tracks for the V0 candidates. All tracks that lie within a certain n� range of
the parametrization of the electron energy loss curve are accepted. The deviations from
the electron hypothesis in terms of standard deviations are shown in the bottom panel
of figure 5.2. Furthermore, pions are rejected using the information on the deviation
to the pion hypothesis. Because the electron and pion dE/dx bands cross at momenta
between 0.1 GeV/c and 0.2 GeV/c, as can be seen in figure 5.2, the pion rejection can
only be done down to p > 0.4 GeV/c. This limit is ultimately given by the width
of the pion band at the crossing. The energy loss distribution in the Monte Carlo
simulations would have to reproduce the data in this regime very precisely to avoid
large uncertainties when cutting into the region of the crossing of the bands. This can
not be guaranteed and thus pions are only rejected down to a transverse momentum of
0.4 GeV/c. The comparison of the left and right panels in figure 5.2, that correspond
to the distributions before and after all selection cuts were applied, show that a rather
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5.1. Photon Reconstruction using PCM

clean electron sample is obtained. The main contamination that is left after the particle
identification is the contribution of pions at momenta between 0.1 GeV/c and 0.2 GeV/c,
that can not be removed safely. All cuts that are applied on the specific energy loss
measured in the TPC are summarized in table 5.2.
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Figure 5.2.: Specific energy loss of di�erent particles before (left) and after (right) all
selection cuts were applied. The top panel shows the TPC dE/dx informa-
tion with the deviation from the electron hypothesis shown in the bottom
panel.

Figure 5.2 also shows contributions from other particle species like kaons and protons
that cross the electron band at di�erent momenta. Unfortunately, these contaminations
can not be removed by cuts in the energy loss distributions without losing the signal
in the corresponding momentum regions. These contributions are, however, of much
smaller magnitude than the pions that are produced in large abundancies in the collision
and are later corrected for, using information from the Monte Carlo simulations.

There are, in general, also other particle identification methods available with the
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5. Inclusive Photon Measurement

Electron selection
n�

e

TPC dE/dx �3 < n�
e

< 5

n�
⇡

TPC dE/dx n�
⇡

> 1 0.4 GeV/c < p < 3.5 GeV/c
n�

⇡

> �10 p > 3.5 GeV/c

Table 5.2.: Summary of n� TPC dE/dx ranges around the respective energy loss
parametrizations used for the selection of electrons.

ALICE detector, that are, for example, provided by the Transition Radiation Detec-
tor (TRD) or the TOF system. However, additional particle identification methods
only marginally improve the signal to background ratio while mainly decreasing the
e�ciency of the measurement due to the strong selection cuts that are applied. Thus,
no additional particle identification is used in the analysis.

5.1.3. Selection of Photon Candidates
The track selection criteria and particle identification cuts have removed a large amount
of V0s with non-electron tracks as well as secondary vertices from particle decays. How-
ever, the V0 sample can still contain candidates from combinatorial pairs of oppositely
charged particles or candidates from particle decays which were not discarded by the
particle identification cuts. These random combinations or falsely identified secondary
vertices can only be removed by a selection of photon-specific criteria on the V0 candi-
dates.

The easiest selection that can be done is on the angle between the momentum of the
V0 and the vector pointing from the primary vertex to the conversion point, labelled ’R’
in figure 5.1. This angle, ✓point., is called pointing angle and takes values close to zero
for real secondary vertices, while the values for combinatorial background are randomly
distributed. Therefore, a cut on this value can reject random combinations of tracks
that are paired to V0s.

In the absence of a magnetic field, the opening angle of an electron-positron pair
coming from a photon conversion is small due to the vanishing invariant mass. The
measured opening angle can be enlarged when the pair production is happening inside
a magnetic field due to the bending of the charged tracks and a displacement of the
measured track coordinates from the conversion point. When these e�ects are disen-
tangled, a cut can remove a lot of combinatorial background with non-vanishing and
randomly distributed invariant masses. The variable that can be used for this is the
angle  Pair between the plane that is defined by the electron-positron pair and the plane
perpendicular to the magnetic field [47]. In ALICE, the latter is given by the x-y-plane
since the magnetic field is pointing along the beam line, which defines the z direction.
Due to the geometry of the magnetic field, that only bends charged tracks in azimuthal
direction, this angle can be defined as:

 Pair = arcsin

✓
�✓e�e+

⇠Pair

◆
, (5.3)

where �✓e�e+ = ✓e� � ✓e+ is the opening angle of the pair with respect to the polar
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angle. The second angle in equation 5.3 is the opening angle in the plane that is defined
by the momenta of the pair. This angle can be written as:

⇠Pair = arccos

✓
~pe� · ~pe+

|~pe� | · |~pe+ |

◆
. (5.4)

Figure 5.3 shows the geometry of the electron-positron pair and the angles to the
di�erent planes. The angle  Pair is narrowly peaked at zero for pairs from conversions
of real photons due to the vanishing opening angle of the pair in the absence of a
magnetic field. It takes larger and randomly distributed values for the background of
combinatorial pairs.

Figure 3.9 Schematic of the pair ordination in the magnetic field. The orange plane

is spanned by the momentum vectors of the e

+
e

�
–pair . The gray shaded plane is

the x-y plane which is perpendicular to the magnetic field. The magnetic field is

parallel to the beam pipe which is represented by the z axis.

spectrum is shown in Fig. 3.10 as a result of a Monte Carlo simulation and in

Fig. 3.11 for real data. These e�ects lead to a cut on the sign of the azimuthal

opening angle (��0 < 0 rad) and on |�
Pair

| < 0.2 rad.

3.4.3 Peak Extraction

Knowing these two parameters, the azimuthal opening angle ��0 and the

orientation in the magnetic field �
Pair

, we are now able to extract the beam

pipe conversion peak in the invariant mass spectrum, with the following set of

cuts:
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Figure 5.3.: Angle  Pair between the plane that is defined by the conversion pair, with
the opening angle ⇠Pair, and the x-y-plane. [47]

The conversion topology can further be exploited by selecting the appropriate region
in the Armenteros-Podolanski plot shown in figure 5.4. The plot shows the relative
momentum of the daughters with respect to the V0 momentum and perpendicular to
it,

q
T

=

|~pe± ⇥ ~pV0|
|~pV0|

, (5.5)

versus the longitudinal momentum asymmetry of the two conversion daughters,

↵ =

p
L,e� � p

L,e+

p
L,e� + p

L,e+
, (5.6)

where the longitudinal direction is given by the direction of the V0 momentum. The area
that is spanned by these variables allows for a good discrimination between symmetric
and asymmetric pairs from particle decays or conversions, which can nicely be seen in
figure 5.4. For pairs of equal mass, like electron-positron pairs from a photon conversion
or a pair of oppositely charged pions from the decay of a K0

S

, the distributions are
symmetric and peaked at ↵ = 0. In the case of asymmetric decays, like ⇤ ! p⇡� or
¯

⇤ ! p̄⇡+, the distributions are shifted with respect to ↵. Combinatorial background is
randomly distributed since there is no physical relation between the relative momenta
of the tracks and the asymmetry in longitudinal direction. A two-dimensional cut in
the q

T

-↵-plane is applied, that selects an elliptical region around the photon signal to
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reject combinatorial and decay background:
✓

↵

↵max

◆2

+

✓
q

T

qT, max

◆2

> 1 (5.7)

Figure 5.4 shows the Armenteros-Podolanski plot for photon candidates in data before
and after the elliptical cut was applied. It can be seen that the contributions from
decays of K0

S

or ⇤ and ¯

⇤ are removed to a large extend. However, there can still be
combinatorial background lurking in the selected region due to the random distribution
in the q

T

-↵-plane.
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Figure 5.4.: Armenteros-Podolanski plot before (left) and after (right) the selection ac-
cording to equation 5.7 was applied. Contributions from decays of K0

S

, ⇤
and ¯

⇤ are labelled accordingly.

Furthermore, a selection can be done based on the quality of the Kalman filter method
to build the secondary vertices. This algorithm performs a fit to the decay topology that
is constrained by the mass, which is set to zero for photon candidates. The fit quality
�2 and the number of degrees of freedom of the fit, which are given by the amount
of parameters included in the hypothesis, can be used for a discrimination between
signal and background. Therefore, a cut on the reduced �2, that is �2

red. = �2/ndf,
is introduced. In this analysis, a two-dimensional cut is applied that combines the
information on the angle  Pair and the reduced �2 in a triangular form:

 
1 �

�2
red.

�2
red., max

!
· Pair, max > | Pair| (5.8)

The combination of the information on the quality of the Kalman filter approach and
the angle  Pair ensures the optimal discrimination that can be achieved with the use of
these variables.

All cuts that are described above are used in the analysis to select photons from the
sample of V0 candidates. The values of the cuts, that are summarized in table 5.3, were
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5.2. Photon Reconstruction with EMCal

chosen to optimize the signal to background ratio while still maintaining an adequate
e�ciency. The maximum values for the two dimensional cuts defined in equations 5.7
and 5.8 are quoted.

Photon selection
pointing angle cos(✓point.) > 0.85

Armenteros-Podolanski plot (eq. 5.7) qT, max < 0.05 GeV/c
|↵max| < 0.95

 Pair and �2
red. (eq. 5.8)  Pair, max < 0.1

�2
red., max < 30

Table 5.3.: Summary of the cuts applied on the sample of V0 candidates for the selection
of photons.

5.2. Photon Reconstruction with EMCal
In this section, the photon reconstruction with the EMCal is presented. Photons are
reconstructed in calorimeters by measuring the energy deposit from electromagnetic
showers in the calorimeter cells. The dominant processes hereby are pair production
by photons and bremsstrahlung of electrons with the emerging particles contributing
to the shower likewise. While PHOS has already been used for the measurement of
direct photons, the same has not been done with the EMCal up to now. This poses a
particular challenge on the analysis and it is not aimed for fully comprehensive results
including an evaluation of the systematic uncertainties. The reconstruction using the
EMCal should rather be perceived as a first attempt at the measurement in order to
identify possible obstacles. However, all ingredients to the direct photon measurement,
including the excess ratio, are analyzed.

The reconstruction of photons with the calorimeter starts with the identification of
calorimeter clusters. These are then selected according to di�erent criteria to obtain the
candidates that were most likely produced by photons. In analogy to the V0 candidates
in the conversion measurement, the clusters are then considered as photon candidates
that have to be corrected further using MC information.

5.2.1. Cell Selection and Clusterizer
The calorimeter is designed such that the energy which is deposited by the electro-
magnetic shower is typically not contained in a single calorimeter cell, but distributed
over several. These cells are combined into clusters by clusterizer algorithms. In this
analysis, the so-called V2 clusterizer, which is a clusterizer algorithm implemented in
AliRoot, is used. The first step in this process is the search for a seed cell that must
have an energy above the threshold value of Eseed = 0.5 GeV. Adjacent cells are per-
petually added as long as they have an energy lower than the neighbouring cell but
above 0.1 GeV. The clusterization continues as long as cells are found that fulfill these
requirements and are not yet contributing to a di�erent cluster. In addition, the energy
signal in the cells must be recorded within a certain cluster time of flight window to be
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considered. All cell selection conditions in the clusterization procedure are summarized
in table 5.4.

Cell selection
clusterizer algorithm V2
seed energy threshold Eseed > 0.5 GeV
cell energy threshold Emin > 0.1 GeV
cell time |tcell| < 500 ns

Table 5.4.: Cell selection thresholds in the clusterization procedure.

5.2.2. Cluster Selection

Once the calorimeter clusters are identified by the clusterizer algorithm, further cuts are
applied to select those, that are most likely produced by a photon. Clusters are required
to be composed of at least two calorimeter cells to reject electronic noise fluctuations
from single cells. The cluster energy must be above 0.7 GeV to remove contamination
and ensure a reasonable energy resolution. Furthermore, calorimeter clusters that can
be matched to a charged particle track within a certain window in the ⌘-�-plane are
discarded, since neutral particles like photons will not leave a track in the detector’s
tracking devices. The distances that are chosen depend on the transverse momentum
of the charged particle track and are listed in table 5.5. Charged tracks are propagated
to the surface of the EMCal if their momenta are large enough and if they lie within
the geometrical acceptance of the calorimeter. If the propagation is not possible, the
track is not considered in the track matching.

Furthermore, the shape of the clusters can be used to identify photon candidates.
Hereby, the cluster can be described as an ellipse in the ⌘-�-plane with the long axis
expressed as:

�2
long = 0.5

⇣
�2

��

+ �2
⌘⌘

+

q
(�2

��

� �2
⌘⌘

)

2
+ 4�2

�⌘

⌘
, (5.9)

where �2
xy

= hxyi � hxihyi is the covariance of two variables x and y. The mean values
in the covariance depend on the energy of the cell they are attributed to and are given
by:

hxi =

1

wtot.

X

i

w
i

x
i

and hxyi =

1

wtot.

X

i

w
i

x
i

y
i

, (5.10)

with the sum running over all cells in the cluster and the cells being weighted with
w

i

= max(0, 4.5 + log E
i

/E) [48]. The total weight wtot. is given by the sum over all
weights w

i

of the cluster. The energies E
i

and E are the energy of a single cell in
the cluster and the energy of the cluster, respectively. The selection of the cluster
shape is based on a cut on the long axis of the ellipse �2

long, with the values quoted in
table 5.5. The minimum value of �2

long > 0.1 is applied to discard nuclear interactions
which deposit most of the energy in a single cell. Electron and photon showers are
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broader spread over several cells with real photons resulting in values of �2
long ⇡ 0.25.

These showers can become more elliptical due to conversions that happen close to the
calorimeter, with a single cluster produced by the electron-positron pair. Additionally,
clusters can become even stronger elongated if a high transverse momentum neutral pion
decays into two photons and both are reconstructed in a single cluster. The background
from neutral pion decays and conversions close to the calorimeter is suppressed by a
maximum value of �2

long < 0.5.
All cuts that are used to select the photon candidates from the sample of clusters

that was obtained by the clusterizer algorithm are summarized in table 5.5.

Cluster selection
cluster energy threshold Ecluster > 0.7 GeV
min. number of cells per cluster � 2

shower shape parameter M02 0.1  �2
long  0.5

track matching |�⌘|  0.010 + (p
T

+ 4.07)

�2.5

|��|  0.015 + (p
T

+ 3.65)

�2

Table 5.5.: Cuts applied on clusters to select photon candidates.

The ⌘-� distributions of the clusters after all selection cuts are applied are shown in
figure 5.5 for data and MC. The distributions are normalized to the number of events
and the overall average number of clusters per ⌘-� bin. At the time the data was
taken, only four of the total twelve supermodules of the EMCal were installed, hence
the additionally reduced coverage that is given by the geometrical acceptance of the
calorimeter. The clusters are reasonably uniform distributed over the supermodules
and the dead areas are correctly reproduced by the MC. However, the structures that
are visible for ⌘ < 0 are slightly more expressed in the data than in the corresponding
simulations.
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Figure 5.5.: Distribution of EMCal clusters in the ⌘-� plane for data (left) and MC
(right).

5.2.3. Cluster Energy Correction
The cluster energy is given by the sum of the energies of all the cells associated to the
cluster. Typically, the absolute energy is corrected for a non-linear detector response
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by using test-beam measurements in order to match the cluster energies between data
and Monte Carlo simulations. But since the conditions during test-beam and collision
data taking do not correspond, a di�erent approach is used in this analysis. The energy
calibration can be performed independently based on a comparison of the neutral pion
peak positions in data and Monte Carlo and is then applied to the cluster energies of the
latter, deteriorating the resolution in the simulations [49]. Figure 5.6 shows the ratios
of the reconstructed neutral pion mass in data and MC with respect to the PDG value
[50]. Hereby, the neutral pions were reconstructed from the combination of calorimeter
and conversion photons to be able to directly access the cluster energy dependence.
Additionally, the combination benefits from the superior momentum resolution of the
conversion method. It can be seen that the reconstructed mass in data is consistently
underestimated by the MC simulation over all cluster energies. Thus, the MC cluster
energies have to corrected upwards in order to match the data. Figure 5.6 also shows
a power law fit to the distributions in data and MC.
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Figure 5.6.: Ratio of reconstructed ⇡0 mass using PCM-EMCal in data and MC to the
PDG value, including a power law fit to the respective distributions.

The correction of the MC cluster energies is produced in three steps, starting with
the reconstruction of neutral pions and the determination of the invariant mass in bins
of the cluster energies, as it is shown in figure 5.6. The next step, is the calculation of
the ratio of the reconstructed mass in MC to data. The final correction factor that has
to be applied on the MC cluster energies is then either produced by a direct exponential
fit to the ratio of the reconstructed masses in MC and data, or by calculating the ratio
of the fits shown in figure 5.6.

The left panel of figure 5.7 shows the ratio of the reconstructed masses in MC to
data. Again it can be seen, that the simulations underestimate the invariant mass that
is reconstructed in the data. The exponential fit to the ratio is also shown as a red
line, with the ratio of the fits from figure 5.6 shown in green as a comparison. The
final correction factor, that is applied on the MC cluster energies, is shown in the right
panel of figure 5.7, with the black line displaying the inverse of the direct fit to the
ratio of the invariant masses, that is used in this analysis. The correction factor that is
determined by the ratio of the fits shown in figure 5.6 is displayed by the green curve in
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5.3. Corrections to Measured Photon Spectra

the right panel in figure 5.7. Both correction factors agree very well over a large part of
the cluster energy range, with the largest deviation of about 5% at the highest cluster
energies.
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5.3. Corrections to Measured Photon Spectra
After the selection criteria described in the previous sections are applied on the initial
sample of V0s and clusters, the identified photon candidates are either correctly selected
or background with very similar characteristics. The measured raw spectra have to be
corrected for reconstruction e�ciencies and the resolution of the respective method,
contributions from secondary decays and misidentified signals, as well as the conversion
probability in the case of the conversion measurement. The correction factors are
obtained from MC simulations with the exception of the secondary contribution that is
determined with a data-driven approach. All corrections that are applied on the initial
spectra are described in the following, with the corrections that have to be done on
either method shown side-by-side. The corrections are introduced in the order in which
they are applied on the measured spectra.

5.3.1. Out-of-Bunch Pileup Correction
It was already mentioned in section 3.2.4, that due to interaction rate combined with
the long time integration, several events can overlap inside the TPC. This leads to
tracks that are falsely assigned to the current event. During the event selection, over-
lapping events from the same bunch, called in-bunch pileup events, are discarded using
information from the SPD layers of the ITS. The SPD, however, only provides protec-
tion against past or future events while there can still be drifting charges inside the
TPC after one full revolution of the bunches inside the LHC. These TPC tracks, called
out-of-bunch pileup tracks, are stored and read out for the current event due to the
long integration time. This does not hold for global tracks which are also assigned with
ITS information due to the much smaller integration time of the ITS. The contribution
from out-of-bunch pileup has to be corrected for since the sole use of tracks with ITS in-
formation available would significantly reduce the available statistics. In the case of the
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calorimeter measurement, the clusters are assigned with time information. While this
information is not perfect, the relatively low interaction rate ensures that the correction
for out-of-bunch pileup is not required for the EMCal measurement.

In the case of the conversion measurement, the photon candidates are composed
of two charged tracks each and the final V0 sample has to be checked and corrected
for contributions from pileup tracks. Due to the pairing of two tracks, three di�erent
categories of V0s can be considered concerning track information: 1) both tracks of
the V0 have only TPC information, 2) one of the two tracks additionally has ITS
information and 3) both tracks have information from the TPC and ITS.

Naturally the third category of photons is not a�ected by out-of-bunch pileup since
both tracks are assigned with ITS information and thus can not originate from an
earlier event. The second category should also be free of out-of-bunch pileup if the
V0 candidate corresponds to a real photon, since one of the two daughter tracks was
reconstructed with the ITS. However, the correction for out-of-bunch pileup is applied
before the sample of photon candidates is corrected for purity and thus the V0 can
contain combinatorial background. Therefore, some contribution from pileup can linger
in the second category. Photons from category one are obviously most vulnerable to
pileup since both charged tracks assigned to the V0 are missing ITS information and
can thus belong to an earlier event, regardless of whether the candidate is a real photon
or a combinatorial pair. Due to the already advanced drift of the charges in the TPC,
contributions from out-of-bunch pileup show an increased distance of closest approach
in the z-direction, DCA

z

, of the photon momentum to the primary vertex.
The left panel of figure 5.8 shows the p

T

integrated DCA
z

distribution of photons from
the first category. The background from out-of-bunch pileup can be seen in the widened
distribution under the peak. The contribution from background is estimated using a
ROOT integrated function that scans the distribution for peaks and subtracts those in
an iterative process. This leads to a reasonable description of the broad and symmetric
distribution under the peak. After the subtraction of the background estimate, the
DCA

z

distribution is much more narrowly peaked around DCA
z

= 0 and resembles the
distributions that are obtained for category three photons, which are shown in appendix
A.1.
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distribution for all photons from category one, including
the out-of-bunch pileup background estimate (left) and out-of-bunch pileup
correction factor (right).
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The out-of-bunch pileup correction is obtained by estimating the pileup background
for the first two categories of photons in p

T

bins and comparing the background sub-
tracted distributions to the original ones. Since no pileup is expected in the third
category, no background estimate is performed there. The correction factor is deter-
mined according to:

Cpileup(p
T

) =

�cat. 1
pileup sub.(pT

) + �cat. 2
pileup sub.(pT

) + �cat. 3
(p

T

)

�cat. 1
(p

T

) + �cat. 2
(p

T

) + �cat. 3
(p

T

)

, (5.11)

where the subscript ’pileup sub.’ labels the pileup background subtracted distributions.
The result of equation 5.11 is then fitted with a power law in order to reduce statistical
fluctuations. The correction factor that is applied to the measured spectrum is shown in
the right panel of figure 5.8. The DCA

z

distributions for the three di�erent categories
are shown in appendix A.1 in transverse momentum bins, including the background
estimates. The correction factor that is obtained from equation 5.11 is the inverse of
the relative contribution from out-of-bunch pileup and therefore always smaller or equal
to one. As it is expected for the relatively low interaction rate, the contribution from
out-of-bunch pileup is comparably low with the largest magnitude of 3% in the lowest
p

T

bin.

5.3.2. Secondary Correction

Particles that are produced in the initial collision are called primary particles. This
definition also includes particles from strong and electromagnetic decays that happen
very close to the primary vertex and can therefore not be resolved. In the case of
photons, the definition of primary particles extends to photons that originate from
the decay of primary particles. The dominating source of secondary photons is the
weak decay of the K0

S

through the decay chain K0
S

! 2⇡0 ! 4�. Due to the long
lifetime and consequential decay length c⌧ ⇡ 2.68 cm, the photons do not originate
from the primary vertex. Further sources of secondary photons are weak decays of K0

L

,
⇤ and other particles, where the relative contributions to the total secondary spectrum
depend on the method of the measurement. Regarding the long lifetime of the K0

L

,
⌧ ⇡ 5.12 ⇥ 10

�8 s, photons originating from subsequent decays are not as likely being
reconstructed through conversions before or in the TPC as photons from decays of
the K0

S

. In contrast, the contribution from K0
L

is more significant in the calorimeter
measurement since the EMCal is situated at larger radii.

Eventually, the inclusive spectrum should only contain primary photons, hence the
contribution of secondaries has to be determined and subtracted from the measured
spectrum. Secondary photons, however, can not be identified from the data alone
since no tracking information and therefore no information on the production radius is
available for the photon.

A data driven approach for the determination of the secondary photon contribution
is used in this analysis. This approach is based on measured K0

S

and ⇤ spectra in
proton-proton collisions at

p
s = 7 TeV and uses a simulation of particle decays. The

decay simulation is produced with the same framework that provides the decay photon
cocktail used in the photon double ratio, described in more detail in section 7. The
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mother particles are produced according to the measured and fully corrected spectra
and the decays are simulated using PYTHIA 6.4. Thus, the secondary photon spectra
from K0

S

, K0
L

and ⇤ are obtained excluding the detector response, which has to be
folded into the spectra subsequently. This is done using the reconstruction e�ciencies
and conversion probabilities for secondary photons from the di�erent sources calculated
from the detector simulation. The calculation of the reconstruction e�ciency and con-
version probability is introduced in chapters 5.3.4 and 5.3.5, respectively. Naturally,
the conversion probability is only required for the conversion measurement while the
reconstruction e�ciencies are calculated for both methods. While an unfolding tech-
nique is used to correct the primary spectrum for the detector response, the same is
not possible for the secondary spectra due to a lack of statistics. Hence, the resolution
is also obtained from MC and included into the reconstruction e�ciency. The particle
decays are simulated over the full range of 2⇡ in azimuth and within the pseudorapidity
coverage of the TPC. Since the solid angle of the calorimeter is reduced with respect to
the simulation, the secondary spectra for the calorimeter measurement are also folded
with the acceptance, which is included in the reconstruction e�ciency of this method.
Secondary photons that originate from material interactions can not determined with
a data driven approach and are taken from MC.

The secondary photon reconstruction e�ciencies for both methods are shown in figure
5.9. Hereby, the reconstruction e�ciencies for secondaries from K0

L

and ⇤ are scaled
from the primary reconstruction e�ciency since the statistics otherwise does not allow
for a reasonable description. The reconstruction e�ciencies for secondaries resemble the
shape of the primary reconstruction e�ciency shown in section 5.3.4, although being
reduced in the case of the conversion measurement due to the larger production radius.
Due to the large decay length of the K0

L

, the reconstruction e�ciency for secondaries
from this particular contribution is suppressed for the conversion measurement. In the
case of the calorimeter measurement, the reconstruction e�ciency for secondary photons
from K0

L

or ⇤ decays exceeds the reconstruction e�ciency for secondary photons from
K0

S

decays. This is attributed to the fact that the resolution correction is folded into the
reconstruction e�ciency. In the case of the calorimeter measurement, the transverse
momentum is reconstructed under the assumption that the particle originates from the
primary vertex, thus the resolution gets worse if the particle has a longer lifetime

In addition, the secondary photon conversion probabilities are shown in figure 5.10 for
the conversion measurement. The conversion probabilities for secondary photons from
K0

S

expose a di�erent shape than the primary photon conversion probability described
in section 5.3.5. A possible explanation can be given in terms of the production radius
of the secondary photons. While primary photons are produced close to the collision
vertex, secondary photons are produced with a distinct displacement in radial direction,
reducing the material that is crossed. This a�ects the conversion probability particularly
since the detector material is not homogeneously distributed. Again, the statistics are
not su�cient to reasonably describe the conversion probability for secondaries from
K0

L

and ⇤. Thus, the conversion probability for secondaries from ⇤ are scaled from
the primary conversion probability. In the case of secondary photons from K0

L

, the
conversion probability is reasonably described up to 6 GeV/c. For larger transverse
momenta and missing bins, a constant fit to the conversion probability above 2 GeV/c
is used with the uncertainty given by the uncertainty of the fit.
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Figure 5.9.: Reconstruction e�ciencies for secondary photons from K0
S

, K0
L

and ⇤ de-
cays for the reconstruction using the conversion method (left) and the
calorimeter (right).
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Figure 5.10.: Conversion probabilities for secondary photons from decays of K0
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and
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The raw secondary photon spectra are obtained by multiplying the secondary spectra
from the decay simulation with the reconstruction e�ciency and the conversion proba-
bility in the case of the conversion measurement. The raw primary photon spectrum is
then calculated by subtracting the secondary from the measured photons:

�data
rec., sec. corr.(pT

) = �data
rec. (p

T

) �
X

�decay
sec. from X(p

T

), (5.12)

where the sum runs over the di�erent sources of secondary photons that are considered,
i.e. K0

S

, K0
L

, ⇤ and material interactions. Hereby, the secondary spectra �decay
sec. from X(p

T

)

are already multiplied with the reconstruction e�ciency and conversion probability,
respectively. This holds with the exception of secondary photons from material inter-
actions that are taken directly from MC. In the case of the conversion measurement,
�data

rec. (p
T

) was already corrected for out-of-bunch pileup.
The fractions of secondary photons from the di�erent sources are shown in figure 5.11

for the two reconstruction methods. It can be seen, that secondary photons contribute
more distinctly to the calorimeter measurement. This can be attributed to the larger
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radii at which the EMCal is situated as well as the additional suppression due to the
conversion probability in the conversion method. The fractions are rather flat for the
reconstruction with the calorimeter while they fall steeply in the case of the conversion
measurement. It can be deduced, that the contribution from secondary photons is more
significant for the calorimeter measurement over the full range in transverse momentum.
Furthermore, secondary photons from K0

L

decays play a, although subordinate, role in
the case of the calorimeter measurement while they are negligible for the conversion
method. Secondary photons from material interactions are combined under the label
’rest’ and are the second largest contributor in both measurements at low transverse
momenta.
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Figure 5.11.: Fractions of secondary photons to the measured photon spectrum for the
conversion (left) and calorimeter (right) measurement.

5.3.3. Photon Purity

The purity is defined as the percentage of real photons in the identified sample after the
subtraction of secondaries and hence a measure for the contamination from misidentified
background. Naturally, the purity heavily depends on the measurement method as well
as the selection criteria that are applied on the initial sample, with di�erent sources of
background being crucial for the two methods that are presented. In both cases the
selection cuts for photons were optimized in such a way that the purity is maximized
while maintaining a reasonable reconstruction e�ciency. However, a full exclusion of
background is impossible without dramatically reducing the statistics.

After the selection cuts were applied on the initial V0 sample, the main sources of
background in the conversion measurement are random combinations of tracks that are
paired into V0s but do not originate from a common mother particle. The topology
of these combinatorial pairs is similar to that of a photon conversion since they have
passed all selection cuts. Typically, the most dominant background combinations in
the V0 sample are random pairs of electrons and positrons, pairs of electrons and pions
and pion pairs, depending on the transverse momentum. Additional, but subordinate,
contributions are pairs of heavier particles. Further contamination can come from
particle decays that are misidentified as photon conversions due to a misidentification of
the decay products but this is reliably removed by the cut on the Armenteros-Podolanski
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plot, shown in figure 5.4.
The background in the calorimeter photon sample is of di�erent nature than in the

case of the conversion measurement. While the main source of non-photonic background
in the conversion measurement are combinatorial V0s, the same is not possible in the
calorimeter measurement because single clusters are identified with measured photons.
Therefore, the contamination of the photon sample is given by misidentified clusters,
that actually were not produced by a photon. Clusters of charged particles are removed
by the track matching cut. However this can only be done if a track was found in
the inner detector and the extrapolation of the track to the surface of the EMCal
was possible. Thus, some charged particle can pass the photon identification cuts
and be misidentified as a photon, they have to be corrected for later on. Background
contributions can also arise from neutral particles whose showers in the calorimeter
pass the identification cuts. In this case no exclusion using track matching is possible.
The dominant source of background in the calorimeter measurement are misidentified
clusters from neutrons and K0

L

.
Figure 5.12 shows the ratio of identified background sources over real primary pho-

tons from MC simulations for both measurement methods. It can be seen, that the
conversion method yields a smaller contamination at lower transverse momenta while
the reconstruction using the EMCal shows slightly less contamination at higher trans-
verse momenta.
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Figure 5.12.: Ratio of identified background sources to real primary photons from MC
for the conversion (left) and calorimeter (right) method.

In principle, there are already methods being explored and used to determine the
purity of the photon sample with a data driven approach, but in this analysis MC
information is used nevertheless. The use of a data driven approach, although being
interesting in its own right since it provides a good test for the simulations, is not as
crucial in proton-proton collisions because the particle spectra are fairly well reproduced
by the simulations. After the secondary photons are subtracted from the reconstructed
sample, the purity must be defined on the sample of primary photons and is determined
for both methods as:

P
�,prim.(pT

) =

�MC, true
rec., prim.(pT

)

�MC, all
rec. (p

T

) � �MC, true
rec., sec. (p

T

)

, (5.13)
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where all spectra are reconstructed in the simulated detector, hence the label ’rec.’.
The label ’true’ refers to the photons being validated primary or secondary photons,
respectively. The subtraction in the denominator leaves the simulated and reconstructed
primary spectrum including contribution from background. Equation 5.13 is used for
both measurement methods with the di�erent reconstruction methods used accordingly.

The purities that are determined for both methods are shown in figure 5.13 and con-
firm the conclusions that can be drawn from figure 5.12. The conversion measurement
provides a higher purity of the photon sample over a large part of the transverse mo-
mentum range but falls to large p

T

. This can be attributed to the more sophisticated
selection criteria that are used, with the discrimination between signal and background
becoming increasingly di�cult at larger transverse momenta. In contrast, the purity in
the calorimeter shows a steep rise at low p

T

and drops slightly to larger momenta due
to the increasing probability for the merging of showers in the calorimeter.
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Figure 5.13.: Photon purity for the conversion (left) and calorimeter (right)
measurement.

5.3.4. Reconstruction E�ciency

The reconstruction e�ciency relates the measured photon spectrum to the transverse
momentum distribution that is produced by nature in the collision. Two e�ects have
to be considered, that are a non-perfect finding e�ciency for the converted photons
and the photons measured with the calorimeter as well as a di�erence between the
measured and the true transverse momentum of the photons. Di�erences in p

T

can
arise from energy loss of the conversion electrons and positrons via bremsstrahlung and
resolution e�ects. Therefore, two steps have to be taken to correct for the reconstruction
e�ciency: firstly, the measured spectra have to be transformed from the reconstructed
to the real transverse momenta of the photons, which is done using Bayesian unfolding
with the detector response. Secondly, the spectra are corrected for the reconstruction
e�ciency. Both, the reconstruction e�ciency as well as the detector response, depend
on the method that is used for the reconstruction and are evaluated for each method
individually.

The basic idea of unfolding is to invert the detector response to obtain the true
transverse momentum from the reconstructed one. This process can be sketched as
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finding the solution to

prec.
T

= A(prec.
T

, ptrue
T

) · ptrue
T

, (5.14)

where A(prec.
T

, ptrue
T

) is given by the detector response matrix that is obtained from
Monte Carlo and relates both scales of transverse momentum. The response matrices
for both photon reconstruction methods are shown in figure 5.14 and reveal di�er-
ent relations between the two p

T

scales, depending on the method. The energy loss
through bremsstrahlung of the conversion pair can be seen in the response matrix for
the conversion measurement, figure 5.14 left, as an excess at low ptrue

T

compared to the
reconstructed value. Due to the energy loss of the conversion pair, it is more likely to
reconstruct a photon at a lower transverse momentum than it was generated. In con-
trast, the detector response for the calorimeter measurement rather shows a broadening
from the diagonal that can be attributed to the reduced resolution of the calorimeter
at lower energies as well as conversions and overlapping showers.
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Figure 5.14.: Detector response matrices from MC for the conversion (left) and calorime-
ter (right) measurement, with ’MC p

T

’ referring to the real transverse
momentum.

The unfolding is performed with the RooUnfold package [51, 52], that can be used
as an extension to ROOT. Instead of directly inverting the response matrix to solve
equation 5.14, which would be very sensitive to statistical fluctuations, a Bayesian
approach is used. The detector response is unfolded iteratively to obtained the true
transverse momentum. In this approach, a prior is required to calculate the conditional
probabilities following the Bayesian theorem. The first iteration uses the distribution
of the true p

T

from Monte Carlo and each subsequent iteration uses the result of the
previous one as a prior. It is therefore crucial to optimize the number of iterations to
prevent a bias of the unfolded spectrum.

After the unfolding, the spectrum is given as a function of the real transverse momen-
tum ptrue

T

. This has to be considered in the calculation of the reconstruction e�ciency
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that is given by:

✏
�, conv.(p

true
T

) =

�MC, true
rec., prim.(p

true
T

)

�MC, conv.
prim. (ptrue

T

)

, (5.15)

for the conversion measurement. Hereby, the reconstructed and validated primary pho-
ton spectrum from MC is divided by all converted photons in the simulation. The
definition is chosen such, since the conversion probability of the photons in the de-
tector material is included as an individual correction. In the case of the calorimeter
measurement, the reconstruction e�ciency is modified to include the correction for the
geometric acceptance of the calorimeter. Furthermore, the reconstruction e�ciency of
the calorimeter is not restricted to converted photons and can be expressed as:

✏
�, calo.(p

true
T

) =

�MC, true
rec., prim.(p

true
T

)

�MC
prim.(p

true
T

)

. (5.16)

The use of all photons from MC ensures the incorporation of the acceptance in the
reconstruction e�ciency.

The reconstruction e�ciencies for both methods are shown in figure 5.15 as a func-
tion of the true transverse momentum that is obtained from the unfolding procedure.
In comparison to the conversion measurement, the reconstruction e�ciency for the
calorimeter method is additionally suppressed due to the acceptance that is included.
It can be seen, that the reconstruction e�ciency for the calorimeter measurement is
rather flat while the reconstruction e�ciency for the conversion method rises at low
transverse momenta and then falls o� after a maximum at p

T

⇠ 2 GeV/c. This par-
ticular shape originates in the selection cuts that are applied on the V0 candidates,
whereas the cluster selection is less constrained.
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Figure 5.15.: Reconstruction e�ciencies of the conversion (left) and calorimeter (right)
method, with the reconstruction e�ciency for the calorimeter measure-
ment including the acceptance.
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5.3. Corrections to Measured Photon Spectra

5.3.5. Photon Conversion Probability

In contrast to the measurement using the calorimeter, the conversion method is subject
to the probability that a photon is converted into an electron positron pair in the
detector. This process can not happen in the vacuum but needs an interaction with the
material to conserve the momenta of the particles involved. In the high energy limit, the
cross section of pair production flattens out and shows no energy dependence anymore.
The conversion probability is then determined by the material that is traversed and
specifically depends on its radiation length, which is the characteristic distance in the
material that has to be travelled for one interaction. Figure 5.16 shows the radial
distribution of reconstructed photon conversions in data compared to the distribution
in MC. It can be seen, that the majority of photon conversions happen in the beam pipe
and SPD layers of the ITS as well as the TPC inner field cage. Additional important
sources of photon conversions are the remaining ITS layers and the inner containment
vessel of the TPC. The TPC drift gas provides only a small contribution to the total
number of photon conversions.

Performance of the ALICE Experiment ALICE Collaboration

and the TPC are clearly separated. The radial distribution is compared to Monte Carlo (MC) simulations
generated with PHOJET [88]. The integrated detector material for R < 180 cm and |η | < 0.9 amounts
to a radiation thickness of 11.4± 0.5% X0, and results in a conversion probability of about 8.5%. The
differences between the measured and simulated distributions (apparent mainly at R= 50 cm) are taken
into account when estimating systematic uncertainties in the analyses that rely on the knowledge of
the material. Further details relating to the analysis of the ALICE material distribution, the photon
conversion probability and reconstruction efficiency in the inner parts of the detector are discussed in
Ref. [89].
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75

Figure 5.16.: Radial distribution of reconstructed photon conversions in data compared
to MC. [43]

The energy of the photons that are measured is already high enough for the conversion
probability to be mainly determined by the fiducial spatial region of the detector that
is chosen for the analysis and therefore defines the amount of material that is traversed.
The probability itself can not be accessed in data and has to be evaluated using MC
simulations. It does, however, not depend on the detector response and is therefore
calculated as a function of the true transverse momentum of the photon:

C
�

(ptrue
T

) =

�MC, conv.
prim. (ptrue

T

)

�MC, all
prim. (ptrue

T

)

, (5.17)

where the number of the converted photons in the fiducial region is divided by the
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5. Inclusive Photon Measurement

number of all photons in said spatial region. The conversion probability is shown in
figure 5.17 and levels out to about 9%, with the dashed line showing a constant fit
above p

T

= 2 GeV/c. At larger transverse momenta the probability is constant whereas
a drop is visible towards vanishing p

T

. This is due to the increasing importance of
Compton scattering at lower photon energies.
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Figure 5.17.: Photon conversion probability inside the ALICE detector within the fidu-
cial region of |⌘| < 0.9. The dashed line shows a constant fit to the
conversion probability above p

T

= 2 GeV/c.

5.4. Inclusive Photon Spectrum

The fully corrected primary inclusive photon spectrum is obtained from the raw mea-
sured spectrum by applying all corrections that were described previously according to
the method of the measurement. In the case of the conversion measurement, the out-of-
bunch pileup correction is applied first since it is defined on the reconstructed photon
sample. Then, for both reconstruction methods, the secondary photon contribution is
subtracted and the resulting spectra are named �data

sec.+pileup corr.(pT

) and �data
sec. corr.(pT

),
respectively. The resulting spectra are then multiplied with the primary photon purity
to remove the contaminations. At this stage, the spectrum is still a function of the mea-
sured transverse momentum because the unfolding procedure was not applied yet. The
spectra are then corrected for the detector response and the reconstruction e�ciency
with the use of unfolding, transforming the spectra in a function of the true transverse
momenta. As a last step for the conversion measurement, the corrected spectrum is
divided by the conversion probability to regain the spectrum of primary photons that
were produced in the collision. The full correction formulae can be written as:

�data,prim.
full corr. (p

T

) = �data
sec.+pileup corr.(pT

) ⇥ P
�,prim.(pT

) ⇥ 1

✏
�

(p
T

)

⇥ 1

C
�

(p
T

)

, (5.18)
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5.4. Inclusive Photon Spectrum

in the case of the conversion measurement and

�data,prim.
full corr. (p

T

) = �data
sec. corr.(pT

) ⇥ P
�,prim.(pT

) ⇥ 1

✏
�

(p
T

)

(5.19)

for the photons reconstructed in the calorimeter. In both cases the respective correc-
tion factors are used and unique subscripts on these factors are omitted for a more
comprehensive depiction of the equations. The fully corrected spectrum is a function
of the true transverse momentum instead of the reconstructed one due to the unfolding
procedure that was applied.

The fully corrected spectra of both measurement methods now describe the transverse
momentum dependence of all primary photons that were produced in the fiducial region
of |⌘| < 0.9 and 2⇡ in azimuth. Despite the smaller acceptance this also holds for the
calorimeter measurement due to the correction for the acceptance that is included in the
reconstruction e�ciency for this method. The invariant yields can then be calculated
with:

E
d3N

�

dp3
= E

d3N
�

p
T

dp
T

dyd� =

1

Nevent

1

2⇡p
T

�data,prim.
full corr. (p

T

)

�y�p
T

. (5.20)

The invariant yield is normalized to the number of events for the respective reconstruc-
tion method, listed in table 4.1, and given per unit rapidity as well as di�erential in
p

T

. It is worth mentioning, that for the massless photon the two quantities rapidity
and pseudorapidity are identical. The inclusive primary invariant yields of both mea-
surement methods are shown in figure 5.18. The conversion measurement allows for a
transverse momentum range of 0.3 GeV/c  p

T

 16.0 GeV/c while the reconstruction
with the calorimeter is restricted to 1.6 GeV/c  p

T

 16.0 GeV/c, due to the neu-
tral pion measurement that is required for the photon double ratio. Furthermore, the
purity of the calorimeter measurement falls steeply to low transverse momenta, thus it
would not be beneficial to measure to lower p

T

. Figure 5.18 also shows the systematic
uncertainties that were determined on the invariant photon yield for the conversion
measurement. The calculation of the systematic uncertainties is described in section
8.2. The systematic uncertainties for the calorimeter measurement were not determined
yet as further studies are required for a better understanding of the measurement using
the EMCal.

In the bottom panel of figure 5.18, the spectra obtained with the two reconstruction
methods are compared. It can be seen, that they agree up to 5% within their statis-
tical uncertainty. The agreement diminishes towards lower transverse momenta where
the resolution of the calorimeter method gets worse. At intermediate p

T

, the calorime-
ter method slightly underestimates the spectrum that is obtained from the conversion
method.
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5. Inclusive Photon Measurement
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Figure 5.18.: Invariant inclusive primary photon yields reconstructed with the conver-
sion and calorimeter method. Additionally, the systematic uncertainties
of the conversion measurement are shown.
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6. Neutral Pion Reconstruction
The reconstruction of neutral pions is essential for the measurement of direct photons
using the photon double ratio introduced in equation 2.9. Hereby, the neutral pions are
reconstructed from the two photon decay channel in order to partially cancel systematic
uncertainties in the double ratio. Therefore, the two distinct methods that are used
for the photon measurement must also be used for the reconstruction of the respective
neutral pion spectra. The neutral pion analyses were carried out in parallel by two
di�erent analyzers and are presented in [53, 54] for the conversion measurement, and [55]
for the measurement using the EMCal. In this analysis, the reconstruction of the neutral
pion spectrum with the conversion method is identical to the respective reference, with
the same selection cuts applied. In the case of the calorimeter measurement, the photon
selection di�ers slightly from the selection used in the reference. This is attributed to the
greater significance of the photon purity in the direct photon measurement compared to
the neutral pion reconstruction, where the invariant mass analysis and the background
estimation allows for a less strict selection of photon candidates. This, in turn, a�ects
the calorimeter measurement more significantly due to the di�erent selection of photon
candidates compared to the conversion method. The photon selection criteria used for
the conversion method were found to provide an optimized purity of the photon sample
while maintaining a good neutral pion reconstruction e�ciency. The reconstruction of
the neutral pions is part of the same framework that is used for the photon measurement
and is thus performed based on the photon selections presented in 5. Nevertheless, this
analysis heavily benefits from the detailed studies of the neutral pions presented in the
respective references.

The reconstruction of neutral pions is described briefly with a focus on the main as-
pects. As for the photon reconstruction presented in section 5, specifics of both recon-
struction methods will be addressed since the two spectra have to be used accordingly
in the calculation of the direct photon excess ratio.

6.1. Reconstruction and Signal Extraction
The neutral pions are reconstructed from the decay into two photons for either method.
Hereby the sample of photons is initially identical to the one used for the measurement of
the inclusive photon yield and neutral pion candidates are obtained by pairing photons
event-wise within their respective sample. In the conversion method, neutral pions are
combined from the V0 sample that was obtained after the selections described in section
5.1 while the EMCal measurement is based on the clusters selected according to the
description in section 5.2. Neutral pions are identified by reconstructing their invariant
mass m

��

.
However, before this is done, two additional criteria are used to select the photon pairs

for the reconstruction. The rapidity region in which neutral pions are reconstructed is
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6. Neutral Pion Reconstruction

further reduced, compared to the photon measurement, in order to reduce the possible
loss of ⇡0 candidates due to a large opening angle of the photon pair. The asymmetry
of the neutral pion decay,

↵
⇡

0 =

|E
�1 � E

�2 |
E

�1 + E
�2

, (6.1)

can also be used to remove combinatorial pairs. This is more crucial in a high multiplic-
ity environment where random combinations with low p

T

photons are more likely and
would increase the population of large ↵

⇡

0 . In the case of the minimum bias proton-
proton collisions that are examined, the multiplicity is significantly lower and this cut
is essentially left open. Nevertheless, a possible e�ect of this cut on the invariant yield
is studied in the determination of the systematic uncertainty.

After the selection according to the neutral pion candidate rapidity and asymmetry,
the invariant masses of the photon pairs are calculated according to:

m
��

=

q
2E

�1E�2(1 � cos ✓12), (6.2)

where the photon energies are given by E
�1,2 and ✓12 is the opening angle of the photon

pair. The opening angle is given by the opening angle of the V0 pair for the conversion
measurement and calculated with respect to the primary vertex for the calorimeter
method. In the case of the calorimeter measurement, a minimal opening angle of ✓12 >
0.02 is requested, that corresponds to the diameter of one EMCal cell and therefore
discards false combinations. For photons that originate from the same neutral pion, an
invariant mass close to the ⇡0 rest mass of 0.135 GeV/c2 will be obtained, with the mean
deviation from the literature value corresponding to the resolution of the measurement.

Despite the reconstruction via the invariant mass of the pair, combinatorial back-
ground can not be recognized on the basis of single photon pairs. Furthermore, combi-
natorial pairs of photons can result in an invariant mass close to the rest mass of the
neutral pion although they do not originate from a (common) ⇡0 decay. This back-
ground has to be estimated on a statistical basis, which is done by using an event
mixing technique. Hereby, photons from the current event are paired with photons
from di�erent events resulting in a sample of purely combinatorial pairs since no cor-
relations between the events exist. Many events are used in the combination to get a
high statistic sample of combinatorial pairs. The invariant mass distributions before
and after the subtraction of combinatorial background are shown in figure 6.1 for both
methods in one exemplary p

T

bin. Additionally, the combinatorial background from
event mixing as well as a fit of the signal according to equation 6.3 is shown. It can be
seen, that the signal peak obtained with the conversion method is narrower than the
signal peak from the calorimeter reconstruction, which can be attributed to the superior
momentum resolution of the TPC. Due to the optimized selection criteria, the magni-
tude of combinatorial background under the peak is comparably small in both cases.
The neutral pion invariant mass distributions are shown in all transverse momentum
bins for both reconstruction methods in appendix A.2.

The neutral pion signal is extracted from the invariant mass distributions in trans-
verse momentum bins. The combinatorial background is normalized to the background
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6.1. Reconstruction and Signal Extraction
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Figure 6.1.: Invariant mass distribution of photon pairs reconstructed
with the conversion (left) and calorimeter (right) method in
2.2 GeV/c < p

T

< 2.4 GeV/c.

of the invariant mass distributions by scaling to the high-mass end of the distribution.
After the subtraction, shown in figure 6.1, some residual background can remain under
the peak. Furthermore, it can be seen that the peak is stronger tailed to the left side
due to electron energy loss via bremsstrahlung, which is naturally more expressed in
the case of the conversion measurement. In the case of the calorimeter measurement,
the low-mass tail of the peak is due to the reconstruction of photons in the calorimeter
that converted prior to reaching it. The invariant mass peaks are then fitted to extract
the mass position, using:

y = A

✓
G(m

��

)+E(m
��

,�)

�
1 � G(m

��

)

�
⇥(m

⇡
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��

)

◆
+ B + Cm

��

, (6.3)

with G(m
��

) = exp


� 0.5

✓
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(6.4)

and E(m
��

,�) = exp

✓
m

��

� m
⇡

0

�

◆
. (6.5)

Hereby, the signal peak is described with a modified Gaussian distribution to account
for the residual background and the low-mass tail. The Gaussian distribution G(m

��

),
situated at the pion mass m

⇡

0 with width �
m�� , is modified with an exponential function

E(m
��

,�), with inverse slope �, to account for the bremsstrahlung tail. The Heaviside
function ⇥(m

⇡

0 �m
��

) ensures the contribution solely at the low-mass end of the peak
for m

��

< m
⇡

0 . Possible residual background is covered by a linear contribution to the
fit: B + Cm

��

. The signal fits after the subtraction of combinatorial background are
shown in figure 6.1.

The raw ⇡0 yields are extracted from bin counting under the signal peak in the
invariant mass distributions after the subtraction of the combinatorial background.
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6. Neutral Pion Reconstruction

Neutral pion selection
conversion method calorimeter method

fiducial rapidity y |y| < 0.8 -
max. asym. ↵

⇡

0 ↵
⇡

0 < 1.0 ↵
⇡

0 < 1.0
min. opening angle ✓12 - ✓12 > 0.02

comb. background event mixing event mixing
NBG events = 50 NBG events = 80

inv. mass range m
��

m
⇡

0 � 0.035 GeV/c2  m
��

m
⇡

0 � 0.032 GeV/c2  m
��

 m
⇡

0 + 0.010 GeV/c2  m
⇡

0 + 0.022 GeV/c2

Table 6.1.: Summary of neutral pion selection criteria.

Hereby, the ranges, listed in table 6.1, are chosen dynamically around the peak positions
that are obtained in the fitting procedure. Hereby, the range is chosen wider for the
calorimeter measurement to account for the broader peak. The linear contribution from
residual background is subtracted additionally, if residual background was identified in
the distributions.

The neutral pion selection criteria, after the photon selection was applied, are sum-
marized in table 6.1 for the two measurement methods. The invariant mass ranges
around the identified peak positions used for the signal extraction are also quoted.

6.2. Corrections to Measured Spectra
The neutral pion raw yields obtained from the signal extraction have to be corrected,
like the photons, for secondary contributions, reconstruction e�ciency and addition-
ally for the detector acceptance due to the additionally reduced fiducial region of the
detector. In the case of the conversion measurement, the neutral pion spectrum also
needs to be corrected for out-of-bunch pileup contributions. This is done analogously
to the correction that is applied on the photon spectrum measured with the conversion
method. The corrections are calculated using MC information and are presented in
the following section side-by-side for the two reconstruction methods. Since the back-
ground is subtracted using an event mixing technique and possible residual background
is accounted for in the signal extraction, no further purity correction has to be applied
as it was the case for the photons. The corrections are introduced in the order in which
they are applied on the reconstructed spectra.

6.2.1. Out-of-Bunch Pileup Correction
Like for the photons, the correction for out-of-bunch pileup must only be considered
for the conversion method and applied directly on the measured spectrum. Again the
DCA

z

distributions are used to extract the background. The same procedure as for the
photons, described in section 5.3.1, is applied on the neutral pion DCA

z

distributions in
p

T

bins and a correction factor is extracted to modify the spectrum accordingly. While
only three di�erent categories of V0s had to be considered for the photons, the pions
involve six possible combinations of photon categories for the pair. The out-of-bunch
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6.2. Corrections to Measured Spectra

pileup correction procedure for the neutral pions is described in more detail in [53, 54].
Figure 6.2 shows the correction factor for out-of-bunch pileup that is extracted from
the DCA

z

distributions. The contribution from out-of-bunch pileup to the neutral pion
yield is larger than for the photons, with a maximum magnitude of about 10% in the
lowest transverse momentum bin.
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Figure 6.2.: Out-of-bunch pileup correction factor for neutral pions.

6.2.2. Secondary Correction

The largest source of secondary neutral pions is the weak decay K0
S

! 2⇡0, that is
also responsible for the largest amount of secondary photons through to the subsequent
decays of the neutral pions. Additional contributions arise from the weak decays of
K0

L

, ⇤ and material interactions. Secondary neutral pions are subtracted from the mea-
sured yield, which was already corrected for contributions from pileup in the case of the
conversion measurement, to obtain the primary neutral pion spectrum. The secondary
spectra are determined from a decay simulation of the measured and parametrized K0

S

and ⇤ spectra in the case of the conversion measurement. Residual contributions from
material interactions are determined from MC simulations. As it was discussed for
the photons in section 5.3.2, the spectra are produced as invariant yields and have
to be convoluted with the reconstruction e�ciencies and acceptances, which are ob-
tained from MC. However, for the calorimeter method, the reconstruction e�ciencies
for secondary neutral pions are not perfectly understood yet. Therefore, the secondary
spectra are directly taken from MC for the calorimeter measurement. The fractions of
secondary pions from the di�erent sources are shown in figure 6.3. The contribution
from secondaries is then calculated from the secondary fractions and the measured neu-
tral pion spectra prior to the subtraction. In the case of the conversion measurement,
the secondary fractions from the decay simulation are labelled with ’Toy appr.’ and
compared to the secondary fractions from MC. It can be seen, that the contribution
from secondaries is overestimated by the MC simulations. This can be attributed to a
non-perfect coincidence between the spectra of the mother particles in data and MC.
The secondary fractions for the calorimeter method are parametrized with a power law
to reduce the statistical fluctuations for the calculation of the secondary contribution.
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6. Neutral Pion Reconstruction

As it was observed for the secondary photon fractions, the secondary pion fractions fall
less steeply in the case of the calorimeter measurement.
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Figure 6.3.: Secondary pion fractions from di�erent mother particles for the conversion
(left) and calorimeter (right) method.

6.2.3. Acceptance and E�ciency Correction

After the correction for out-of-bunch pileup and the subtraction of secondary contribu-
tions, the spectra have to be corrected for the reconstruction e�ciency and the detector
acceptance to regain the spectrum that was produced in the collision. In the case of
the conversion measurement, the photon conversion probability is included into the ef-
ficiency correction. While unfolding was used in the photon measurement to restore
the real transverse momentum, the same can not be done for the neutral pions due to
the lower statistics of the ⇡0 sample. Therefore the correction for the transverse mo-
mentum resolution is included into the reconstruction e�ciency for both reconstruction
methods. The reconstruction e�ciency for either method is calculated as:

✏
⇡

0(p
T

) =

⇡0MC
rec., prim.(pT

)

⇡0MC
prim., in acc.(p

true
T

)

, (6.6)

where ⇡0MC
rec., prim.(pT

) is the spectrum of primary neutral pions, reconstructed from MC
events. In the case of the conversion measurement, this spectrum is obtained from
validated neutral pions, while the validation is omitted for the calorimeter measure-
ment. This is divided by the spectrum of generated primary neutral pions within the
detector acceptance, ⇡0MC

prim., in acc.(p
true
T

), that is di�erential in the transverse momen-
tum the particle were produced at. Hereby, the neutral pions are also corrected for the
transverse momentum resolution of the reconstruction. The reconstruction e�ciencies
for both methods are shown in figure 6.4. The calorimeter methods provides a recon-
struction e�ciency that is larger in magnitude due to the additional suppression of the
reconstruction e�ciency for the conversion measurement by the conversion probabil-
ity. However, the reconstruction e�ciency rises slower in the case of the calorimeter
measurement.

Furthermore, the reconstructed neutral pions have to be corrected for the geometrical
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6.2. Corrections to Measured Spectra
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Figure 6.4.: Neutral pion reconstruction e�ciency of the conversion (left) and calorime-
ter (right) method.

acceptance of the respective method. The acceptance is defined as:

A
⇡

0(p
T

) =

⇡0MC
prim., in acc.(p

true
T

)

⇡0MC
prim., all(p

true
T

)

, (6.7)

which is based on the generated MC spectra of primary neutral pions. Both spectra
are identical up to the diminution that the numerator is taken in the acceptance of
the respective reconstruction method. In the case of the conversion measurement, the
acceptance is given by the fiducial region of the measurement, |y| < 0.8, whereas the
geometrical acceptance of the EMCal is used in the case of the calorimeter measure-
ment. The acceptances for both methods are shown in figure 6.5. The acceptance of
the conversion measurement takes larger values, approaching unity at high transverse
momenta, with a steep rise at low transverse momenta due to the larger opening angle
of the photon pair. The calorimeter method provides a rather flat acceptance but at
smaller absolute absolute values than the conversion measurement due to the reduced
coverage in solid angle.
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Figure 6.5.: Neutral pion acceptance of the conversion (left) and calorimeter (right)
measurement.
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6. Neutral Pion Reconstruction

6.3. Inclusive Neutral Pion Spectrum
The fully corrected neutral pion spectrum, reconstructed with either method, is calcu-
lated according to:

⇡0data,prim.
full corr. (p

T

) = ⇡0data
sec. corr.(pT

) ⇥ 1

✏
⇡

0(p
T

)

⇥ 1

A
⇡

0(p
T

)

⇥ 1

BR
⇡

0!��

, (6.8)

where ⇡0data
sec. corr.(pT

) already includes the out-of-bunch pileup correction in the case of
the conversion measurement. Since in both cases the neutral pions are reconstructed
from the decay into two photons, the branching ratio of BR

⇡

0!��

= 98.823% [50] has
to be considered. The invariant yield is calculated from the fully corrected primary
neutral pion spectrum according to:

E
d3N

⇡

0

dp3
= E

d3N
⇡

0

p
T

dp
T

dyd� =

1

Nevent

1

2⇡p
T

⇡0data,prim.
full corr. (p

T

)

�y�p
T

. (6.9)

The invariant yields for both methods are shown in figure 6.6, the transverse momentum
ranges of the measurements coincide with those quoted for the photon measurements.
The calorimeter measurement starts at higher transverse momenta compared to the
conversion measurement due to the limit on the cluster energy that is applied for each
photon. Furthermore, the lower end of the transverse momentum range is limited by
the reconstruction of the signal from the invariant mass distributions, which requires
enough statistics for a reasonable detection of the signal peak. No systematic uncertain-
ties are shown for both reconstruction methods since the systematic uncertainty will
be evaluated directly on the photon double ratio. However, the neutral pion spectrum
measured with the conversion method and including systematic uncertainties can be
found, in a di�erent binning in transverse momentum, in [53, 54]. The spectra are com-
pared in the lower panel of figure 6.6 and the agreement between the two reconstruction
methods is found to be slightly worse than for the photon spectra.
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6.3. Inclusive Neutral Pion Spectrum
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7. Decay Photon Cocktail

The decay photon spectrum, used in the direct photon excess ratio calculated according
to equation 2.9, can not be determined from the data. The decay photons are thus taken
from a particle decay simulation, called cocktail simulation due to the vast amount
of contributors, that is anchored to measured particle spectra. Many measurements
of di�erent particle species are available for the dataset presented, resulting in well
understood spectrum of decay photons. The same decay simulation is also used to
extract the secondary photon and neutral pion spectra.

In this chapter, the decay simulation is introduced. The input from measured particle
spectra, which is used for the generation of the cocktail, is presented first. Then the
simulation procedure itself is described in more detail and the chapter is closed with
the results of the cocktail simulation as well as a validation of the process.

7.1. Cocktail Input

In the data set of proton-proton collisions at
p

s = 7 TeV, many di�erent particle spectra
have been measured. The measured spectra are parametrized using di�erent functional
forms and the parametrizations are used as inputs for the generation of the decay photon
cocktail. Since photons originate from much more particles than were measured, the
missing parametrizations are produced from transverse mass (m

T

) scaling of the neutral
pion parametrization in the case of mesons and the proton parametrization in the case
of baryons. Transverse mass scaling is a phenomenon that was first observed by the
WA80 collaboration [56] and describes the similarity of the spectra of di�erent particle
species, up to a constant factor, when expressed in terms of the transverse mass

m
T

=

p
p2

T

+ m2, (7.1)

where m is the mass of the particle. The spectrum of a particle of species X can then
be calculated from the spectrum of the neutral pion or proton if the particle is a meson
or a baryon, respectively:

E
d3NX

dp3
= C

m

T

· P
⇡

0
/p(m

T

), (7.2)

where C
m

T

is an overall scaling factor and P
⇡

0
/p

is the parametrization of the neutral
pion or proton spectrum, expressed in terms of the transverse mass of the particle of
species X. The scaling factor C

m

T

describes the constant ratio of the particle spectrum
to the neutral pion or proton spectrum at high transverse momenta and has to be taken
from a measurement. The factor is set to one if no measured value or better suited
estimate is available.
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7. Decay Photon Cocktail

All mother particles included in the decay simulation are listed in table 7.1. For
particles where a measurement is available and used for the parametrization, the ref-
erence to the corresponding measurement is given. The K0

L

spectrum is expected to
be identical to the K0

S

spectrum, therefore the same parametrization, anchored to the
measured K0

S

, is used. The parametrizations of the remaining particles are produced
from m

T

scaling and the scaling factors are listed, with the scaling factor set to one if
no estimate is available. The scaling factors for the ⌘0 and the ⌃0 are obtained from
PYTHIA 6.4. Furthermore, the decay channels that are included into the decay simu-
lation as well as the respective branching ratios are summarized. Hereby, the branching
ratios are taken from the PDG [50] and only decays with a branching ratio above 10

�6

are included. The branching ratios are normalized, such that the sum of all considered
branching ratios is one, while maintaing the relative proportions. Since the secondary
photon and neutral pion spectra from sections 5.3.2 and 6.2.2 are also taken from the
same decay simulation, the branching ratios for the respective decays of K0

S

, K0
L

and ⇤
are also listed in the table.

The neutral pion and eta measurement are also available from other reconstruction
methods, but the spectra from the conversion measurement presented in [53, 54] are
used. These provide the best description of the decay photon spectrum in the case
of the conversion measurement as well as a minimized systematic uncertainty. Due to
time constraints on the computation of the decay simulation, the same cocktail is also
used for the calorimeter measurement.

While the proton is not included as a possible source for decay photons or secondaries,
it is still parametrized since it is used as base for the transverse momentum scaling of
the baryons that are not measured, namely �0, �+ and ⌃0. The measurement of the
proton is described in [57].

The measured particle spectra are parametrized in order to generate the mother
particles in the decay simulation according to the data. The functional forms of the
parametrizations were chosen such, that they provide an optimal fit to the measured
spectra and therefore do not necessarily have any relation to a physical model.

The neutral pion spectrum was found to be described best with a modified Hage-
dorn parametrization that was proposed by the PHENIX collaboration [61]. The
parametrization is in general used to describe particle spectra that are modified in
heavy ion collisions due to e�ects like radial flow. However, no medium properties
are expected in proton-proton collisions and therefore no physical conclusion should be
drawn from the functional form of the parametrization. The parametrization can be
written as:

E
d3N

dp3
= A ·

✓
exp(ap

T

+ bp2
T

) +

p
T

p0

◆�n

. (7.3)

The parametrization was also found to be able to optimally describe the measured K0
S

,
⇤ and proton spectra when multiplied with the transverse momentum, increasing the
tail at high p

T

.

The measured ⌘ spectrum is described best by a Tsallis function [62], which is often
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7.1. Cocktail Input

particle mass (MeV) C
m

T

measurement decay branching ratio
⇡0

134.98 - [53, 54] �� 9.882 ⇥ 10

�01

e+e�� 1.174 ⇥ 10

�02

⌘ 547.85 - [53, 54] �� 3.941 ⇥ 10

�01

⇡0�� 2.560 ⇥ 10

�04

⇡+⇡�� 4.220 ⇥ 10

�02

e+e�� 6.899 ⇥ 10

�03

µ+µ�� 3.090 ⇥ 10

�04

⌘0
957.66 0.40 - ⇢0� 2.908 ⇥ 10

�01

!� 2.746 ⇥ 10

�02

�� 2.198 ⇥ 10

�02

µ+µ�� 1.080 ⇥ 10

�04

! 782.65 - [58] ⇡0� 8.350 ⇥ 10

�02

⌘� 4.600 ⇥ 10

�04

⇡0⇡0� 7.000 ⇥ 10

�05

⇢0
775.49 1.00 - ⇡+⇡�� 9.900 ⇥ 10

�03

⇡0� 6.000 ⇥ 10

�04

⌘� 3.000 ⇥ 10

�04

⇡0⇡0� 4.500 ⇥ 10

�05

⇢+
775.49 1.00 - ⇡+� 4.500 ⇥ 10

�04

⇢�
775.49 1.00 - ⇡�� 4.500 ⇥ 10

�04

� 1019.46 - [59] ⌘� 1.310 ⇥ 10

�02

⇡0� 1.273 ⇥ 10

�03

⇡+⇡�� 4.100 ⇥ 10

�05

⇡0⇡0� 1.130 ⇥ 10

�04

⇡0⌘� 7.300 ⇥ 10

�05

⌘0� 6.300 ⇥ 10

�05

µ+µ�� 1.400 ⇥ 10

�05

�

0
1232.00 1.00 - n� 6.000 ⇥ 10

�03

�

+
1232.00 1.00 - p� 6.000 ⇥ 10

�03

⌃

0
1192.64 0.49 - ⇤� 1.000 ⇥ 10

+00

K0
S

497.61 - [60] ⇡+⇡�� 1.787 ⇥ 10

�03

⇡0⇡0
3.065 ⇥ 10

�01

K0
L

497.61 - [60] ⇡±e⌥⌫� 3.988 ⇥ 10

�03

⇡±µ⌥⌫� 4.920 ⇥ 10

�04

⇡+⇡�� 4.200 ⇥ 10

�05

�� 5.500 ⇥ 10

�04

⇡0⇡0⇡0
1.946 ⇥ 10

�01

⇡+⇡�⇡0
1.250 ⇥ 10

�01

⇡0⇡0
8.630 ⇥ 10

�04

⇤ 1115.68 - [60] n� 8.400 ⇥ 10

�04

n⇡0
3.580 ⇥ 10

�01

Table 7.1.: Mother particles included in decay simulation.
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7. Decay Photon Cocktail

used to parametrize particle spectra in proton-proton collisions and can be written as:

d2N

dydp
T

=

dN

dy
· p

T

· (n � 1)(n � 2)

nT
�
nT + m(n � 2)

�
✓

1 +

m
T

� m

nT

◆�n

. (7.4)

The Hagedorn parametrization in an unmodified form was found to be provide an
optimized fit to the measured ! spectrum. The parametrization can be expressed as:

E
d3N

dp3
= A ·

✓
a

a + p
T

◆�n

. (7.5)

In the case of the �, no functional form was found that satisfyingly describes the data.
However, the ratio to the neutral pion is also provided and can be parametrized with
the ratio of two functional forms that describe particle spectra with a separation of
the soft and hard part of the spectrum. The superposition of the two parts is used to
construct the particle ratio as a function of transverse momentum. The functional form
is:

�

⇡0
(p

T

) =

C · exp

✓
�p

T

�m

�
T

T

p
1��

2

◆
+ N · Cs

/h ·
✓

1 +

⇣
p

T

p0

⌘2
◆�n

C · exp

✓
�p

T

�m

⇡0
T

T

p
1��

2

◆
+ Cs

/h ·
✓

1 +

⇣
p

T

p0

⌘2
◆�n

, (7.6)

where Cs
/h is a relative normalization between the soft and the hard part of the

parametrization and N is the constant ratio between the two particle spectra that
is approached at high transverse momenta. The soft part of the spectra is described
by a blast wave inspired function that depends on the flow velocity � and the kinetic
freeze-out temperature T .

Exemplarily, the ⇡0 and ⌘ parametrizations are shown together with the measured
spectra in figures 7.1 and 7.2, respectively. Since a particular functional form is used
to describe the measured spectrum in the respective range in transverse momentum, a
systematic uncertainty has to be estimated due to the required extrapolation to larger
transverse momenta. This is done by a transverse momentum dependent shift of the
measured points prior to the parametrization of the spectra. The di�erent parametriza-
tions that are obtained are also shown in the left and right panels of figures 7.1 and 7.2,
compared to the standard fit. The procedure that is used to determine the systematic
uncertainty on the cocktail simulation is described in more detail in section 8.2. Similar
figures can be found for all other measured particles in appendix A.3, with the excep-
tion of the �, where the parametrized of the ratio to the neutral pion is shown. The
parametrization of the � spectrum, that is ultimately used in the decay simulation, is
obtained by multiplying the parametrization of the ratio with the parametrization of
the neutral pion.
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7.2. Decay Simulation
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Figure 7.1.: Modified Hagedorn parametrization of the measured neutral pion spectrum
including a linear (left) and polynomial second order (right) variation of the
data points.
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Figure 7.2.: Tsallis parametrization of the measured ⌘ spectrum including a linear (left)
and polynomial second order (right) variation of the data points.

7.2. Decay Simulation

The decay photon spectrum is calculated from a simulation of the decays of the gener-
ated mother particles. Hereby the mother particles are produced randomly, following
a flat distribution of the rapidity in |y| < 1.0 and a flat distribution of the azimuthal
angle in between 0  �  2⇡. The particles are also generated randomly from a flat dis-
tribution of the transverse momentum in the range 0.0 GeV/c  p

T

 50.0 GeV/c, with
the parametrizations applied as a weight to reduce statistical fluctuations, especially at
high p

T

. The generated range in transverse momentum is much larger than the range
that will be analyzed to account for the decays to particles with lower momenta. In
total, 80.5⇥ 10

6 mother particles per species included in the simulation were produced.
Figure 7.3 shows the spectra of the generated mother particles as well as the ratio of

the spectra to the neutral pion for mesons and to the proton for baryons. It can be seen,
that the neutral pion dominates up to a transverse momentum of about 3 GeV/c, where
it is approached by the distributions of particles whose parametrizations are obtained
from m

T

scaling, like the ⇢0 or ⇢±. The ratio to protons is shown for baryons in the
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7. Decay Photon Cocktail

right panel of figure 7.3 to reveal the same e�ect.
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Figure 7.3.: Spectra of mother particles included in the decay simulation (left) and
ratios to the neutral pion or proton (right).

After the generation, the decays of the mother particles are simulated with the
PYTHIA 6.4 decay algorithms that are included in the AliRoot framework, using the
branching ratios that are listed in table 7.1. The decay algorithms follow the full decay
chain, allowing for the determination of the secondary spectra with the same frame-
work that is used for the decay photon cocktail. However, for the decay photon cocktail,
only direct decays into photons are considered according to the definition of primary
particles.

The kinematic trees that are produced by the decay simulation are further analyzed to
extract the spectra. The parametrizations that are used as an input for the simulation
are already fully corrected, thus no further corrections have to applied on the spectra
that are obtained from the analysis of the simulation. However, the simulation is done
in a rapidity range that exceeds the fiducial region chosen for the analysis, in order to
account for decays with a larger opening angle that might occur close to the edges of
the fiducial zone. Therefore, the extraction of the decay particle spectra is restricted
to the same fiducial region that is used in the measurement.

7.3. Photon Cocktail Results and Validation
The decay photon cocktail is the sum of all decay photon spectra from the di�erent
mother particles. Figure 7.4 shows the decay photon spectra that are obtained from the
simulation and the fractions of decay photons from di�erent sources to the full cocktail.
The right panel of figure 7.4 shows, that the neutral pion is by far the largest source
of decay photons, providing about 80% of the cocktail. The second largest contribu-
tion originates in ⌘ decays and enters the full cocktail, depending on the transverse
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7.3. Photon Cocktail Results and Validation

momentum, with a maximum of about 10%. The rest of the decay photon cocktail is
distributed amongst the remaining sources with the ! and ⌘0 being the third and fourth
largest contributors.
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Figure 7.4.: Decay photon spectra from the decay simulation (left) and fraction of the
di�erent sources to the full cocktail (right).

The decay photon cocktail is not directly used in the photon double ratio, but di-
vided by the neutral pion spectrum which provides an overall normalization between
the measured inclusive photon spectrum and the decay photon spectrum obtained from
the cocktail simulation. This, in principle, would cover possible di�erences between
the measured neutral pion spectrum and the one that is generated in the simulation.
However, the cocktail simulation is anchored to the measured ⇡0 spectrum and most
of the decay photons originate from neutral pion decays. Thus, possible di�erences
between the generated and measured neutral pion spectra might translate into an in-
correct decay photon spectrum. The comparison of the generated and the measured
neutral pion spectrum is therefore a crucial cross check of the simulation procedure.
The measured and the generated spectra are shown in figure 7.5, where the measured
neutral pion spectrum is reconstructed with the conversion method, corresponding to
the spectrum that was used in the parametrization. It can be seen, that both spectra
agree very well with slight di�erences at the lower and upper end of the p

T

range. The
observed di�erences are not crucial and can be explained with the diminished statistics
for the signal extraction in the lowest and highest p

T

bin in the data.
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Figure 7.5.: Generated and measured neutral pion spectra.
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8. Direct Photons

The extraction of direct photons is based on three cornerstones, that are the inclusive
photon spectrum, the inclusive neutral pion spectrum and the decay photon cocktail,
described in sections 5, 6 and 7, respectively. The three ingredients are then combined
according to the direct photon excess ratio, or photon double ratio, that was originally
defined in equation 2.9:

R
�

=

�
�inc.(pT

)/⇡0
(p

T

)

�
meas.�

�dec.(pT

)/⇡0
(p

T

)

�
sim.

⇡ �inc.(pT

)

�dec.(pT

)

, (8.1)

where, by definition, R
�

� 1 and the approximate equality is valid if the neutral pion
spectra coincide. A direct photon signal is observed if the double ratio shows a signifi-
cant excess above unity and the direct photon spectrum can be calculated according to
equation 2.10.

In this chapter, the direct photon excess ratio is presented for the two photon recon-
struction methods that are used. The determination of the systematic uncertainties for
the measurement with the conversion method is described. No systematic uncertain-
ties are calculated for the calorimeter measurement. Furthermore, upper limits for the
direct photon spectrum are presented since no significant excess is observed.

8.1. Direct Photon Excess Ratio
The approximate equality in equation 8.1 mostly holds for the conversion measurement,
as it is shown in figure 7.5, due to the use of the neutral pion spectrum reconstructed
from photon conversions as an input for the cocktail simulation. However, the most
dominant reason to calculate the photon double ratio according to equation 8.1 is the
partial cancellation of the systematic uncertainties, i.e. the material budget in the
conversion measurement. The material budget is, over a large part of the transverse
momentum range, the most prominent source of systematic uncertainties in the con-
version measurement. It is assumed, that the material budget enters the systematic
uncertainty once with each photon and thus twice in the neutral pion measurement.
Therefore it naturally cancels once when the double ratio is calculated, significantly
reducing systematic uncertainty.

The numerator of the direct photon excess ratio is given by the inclusive photon to
neutral pion ratio, calculated from the measured and corrected spectra. In contrast, the
denominator is taken from the decay simulation with the decay photon cocktail being
divided by the spectrum of generated neutral pions. Both, the numerator and the de-
nominator of the the direct photon excess ratio, are shown in figure 8.1 for both photon
reconstruction methods that were used. In the case of the conversion measurement, the
systematic uncertainties of the inclusive ratio are shown and both ratios coincide within
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8. Direct Photons

the uncertainties. The same is not true for the calorimeter measurement, where the
decay ratio exceeds the inclusive ratio over a large part of the transverse momentum
range.
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Figure 8.1.: Inclusive photon to neutral pion ratio and decay photon to neutral pion
ratio from the cocktail simulation for the conversion (left) and calorimeter
(right) measurement.

The direct photon excess ratios, calculated according to equation 8.1, are shown in
figure 8.2 for the two reconstruction methods. In the case of the conversion method,
the systematic uncertainty that is determined on double ratio is shown. The double
ratio that is obtained for the conversion measurement is consistent with unity within
the systematic uncertainties. No significant excess and thus no direct photon signal is
observed. Additionally, the direct photon excess ratio is compared to next-to-leading
order (NLO) pQCD calculations [63] for direct photons. The calculations of the direct
photon spectrum are translated into a direct photon excess ratio according to:

R
�,pQCD = 1 +

�dir. pQCD
�dec.

. (8.2)

Figure 8.1 shows that the measurement agrees with the prediction within the uncertain-
ties Towards higher transverse momenta, the prediction of the direct photon spectrum
rises due to the increasing importance of photons originating in hard processes. These
photons are also expected to be present in proton-proton collisions and a rise of the
central values with p

T

can be observed, but the uncertainties are still consistent with
unity. In the case of the calorimeter measurement, the direct photon excess ratio takes
values below one for a large part of the transverse momentum range. However, no
statement about the agreement with unity can be done without an evaluation of the
systematic uncertainties of the measurement. Compared to the conversion method, the
calorimeter measurement can be additionally suppressed due to the worse transverse
momentum resolution.
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Figure 8.2.: Direct photon excess ratio from the conversion (left) and calorimeter (right)
measurement and NLO pQCD calculation [63], translated to the direct
photon excess ratio according to equation 8.2.

8.2. Systematic Uncertainties
The systematic uncertainties on the conversion measurement are evaluated in this sec-
tion, while the systematic uncertainties on the calorimeter measurement are omitted.
This is due to the fact, that the reconstruction with the calorimeter was a first at-
tempt at the measurement using the EMCal and further detailed investigations are
required before attempting to estimate the systematic uncertainties. The systematic
uncertainties are determined for the inclusive photon spectrum, the inclusive photon to
neutral pion ratio and the direct photon excess ratio, which dominates the total system-
atic uncertainty of the direct photon spectrum. However, the direct photon spectrum
can only be estimated in terms of upper limits and therefore no associated systematic
uncertainties are calculated.

Several distinct sources of systematic uncertainties are considered, that apply dif-
ferently on the measured quantities. A basic source of systematic uncertainties is a
non-perfect coincidence between the measured data and the anchored MC simulations.
This manifests itself in a dependence of the invariant yields on the specific selections
that are applied in the reconstruction. If the data would be perfectly reproduced by
the simulations, no dependence on the invariant yields on the specific set of cuts is
expected since the corrections would exactly reproduce the behavior in the data. The
di�erent sources of systematic uncertainties that are considered are introduced in the
following paragraphs, pointing out how they a�ect the di�erent measured quantities,
i.e. the invariant photon yield, the invariant photon to neutral pion spectrum and the
direct photon excess ratio.

Material Budget The conversion probability of photons depends on the amount of
material that is crossed. This is not perfectly known for the ALICE detector and there-
fore has to be considered as a systematic uncertainty when photons are reconstructed
from the conversion into an electron-positron pair in the detector material. The conver-
sion probability is determined from MC simulations and depends on the implementation
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8. Direct Photons

of the detector as well as the correct description of the processes, corresponding to the
data. The discrepancy between the simulations and the experiment was studied in [64]
and determined to be 4.5%, also including a variation of the rapidity range and the
use of di�erent event generators. The uncertainty is constant over the full range in
transverse momentum and is assumed to apply twice on the neutral pion due to the
reconstruction from a conversion photon pair. Hence, it is assumed to cancel once in
the inclusive photon to neutral pion ratio and therefore only enters the direct photon
excess ratio with 4.5%.

Corrections from Monte Carlo Simulations If the underlying characteristics of the
measurement, e.g. the V0 finding e�ciency and the tracking, are not perfectly re-
produced by the data, the invariant photon and neutral pion yields will depend on
the specific selections that were applied in the reconstruction. In this paragraph, only
the selections used to obtain the photon sample are considered with the neutral pion
specifics discussed in the next paragraph. The uncertainty attributed to this is de-
termined by variations of the selection cuts and the comparison to the fully corrected
quantities using the standard cuts on the basis of the invariant photon spectrum and
the inclusive photon to neutral pion ratio directly in order to allow for (partial) cancel-
lation of the uncertainties that is expected since the variations will a�ect the photon
and neutral pion spectra most likely not to the same magnitude but in the same direc-
tion. Thus, the systematic uncertainties arising from this source are calculated for the
invariant photon spectrum and the invariant photon to neutral pion ratio, respectively.
The uncertainty is determined on a bin-by-bin basis with the mean of the maximum
deviations in the positive and negative direction assigned as the systematic uncertainty
attributed to the cut that is varied. The cuts that are considered in the variation be-
long to the three selections that were used to obtain the measured photon sample: 1)
track selection criteria in the V0 finding process, 2) particle identification using the
TPC dE/dx information of the tracks and 3) cuts to select photon conversions from
the initial sample of V0s.

All cut variations that are considered in the calculation of systematic uncertainties
from this group are summarized in table 8.1. The geometric cuts that were applied
to select the fiducial detector region are not considered in the variation since they are
included in the material budget uncertainty.

Neutral Pion Signal Extraction The neutral pions are reconstructed, in the conver-
sion method, from a pair of photons measured via conversion in the detector material.
Therefore, all cuts applied on the photon sample also a�ect the neutral pions, as dis-
cussed in the previous paragraph. However, an additional selection is applied to select
photon pairs for the neutral pion reconstruction. This is the photon energy asymmetry
that, while essentially left open in the standard selection, can produce a systematic
uncertainty if not perfectly reproduced by the simulations. Furthermore, the neutral
pion signal is extracted by an integration of the signal peak in the invariant mass distri-
butions. Thus, the invariant neutral pion yield can depend on the integration window
if the resolution in MC does not match the data. The related systematic uncertainty is
estimated using two additional integration windows, narrower and wider than standard,
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8.2. Systematic Uncertainties

and determining the e�ect on the invariant yield. An additional source of systematic un-
certainty in the signal extraction is the normalization of the combinatorial background,
which is determined with an event mixing procedure. In the standard approach, the
high-mass end of the invariant mass distributions is used to scale the combinatorial
background. Hence, the low-mass end is used in comparison for the normalization to
estimate the associated systematic uncertainty.

Both systematic uncertainties related to the neutral pion signal extraction are cal-
culated directly on the invariant photon to neutral pion ratio. Again, the mean of
the maximum deviations from the standard in both directions is calculated for each
transverse momentum bin and taken as the systematic uncertainty. The variations that
are considered are summarized in table 8.1, with the di�erent signal peak integration
ranges listed in table 8.2.

Cut variations
standard variation 1 variation 2 variation 3

track selection
min. track p

T

> 0.05 GeV/c > 0.040 GeV/c > 0.075 GeV/c > 0.1 GeV/c
N

cluster TPC

/ > 60% > 35% > 70%
N

findable clusters

min. R
conv

> 5 cm > 2.8 cm > 10 cm
particle identification
�dE/dx,e

�3 < n�
e

< 5 �4 < n�
e

< 5 �2.5 < n�
e

< 4

p
min,⇡rej.

0.4 GeV/c 0.25 GeV/c 0.5 GeV/c
p

max,⇡rej.

3.5 GeV/c 2.0 GeV/c 5.0 GeV/c
n�dE/dx,⇡ rej.

low p n�
⇡

> 1 n�
⇡

> 2 n�
⇡

> 0

high p n�
⇡

> �10

photon selection
max. q

T

< 0.05 GeV/c < 0.07 GeV/c < 0.03 GeV/c < 0.05 GeV/c
(2D) (1D) (2D) (1D)

�2
red.

< 30 < 50 < 20

 

Pair

< 0.1 (2D) < 0.2 (2D) < 0.05 (2D) < 0.1 (1D)
cos(✓point.) > 0.85 > 0.75 > 0.9

neutral pion signal extraction
↵ meson < 1 < 0.85 < 0.75

Table 8.1.: Cutvariations for systematic error evaluation.

⇡0 signal peak integration ranges
standard narrow wide
[M

⇡

0 � 0.035 GeV/c2, [M
⇡

0 � 0.015 GeV/c2, [M
⇡

0 � 0.055 GeV/c2,
M

⇡

0 + 0.010 GeV/c2
] M

⇡

0 + 0.005 GeV/c2
] M

⇡

0 + 0.025 GeV/c2
]

Table 8.2.: Neutral pion signal peak integration ranges for systematic error evaluation.
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Out-of-Bunch Pileup Correction The estimation of the contribution from out-of-
bunch pileup to the measured photon sample is done with an empirical method to
determine the background under the signal peak in the DCA

z

distributions in trans-
verse momentum bin. Hereby, the method is chosen in such a way that the background
is optimally described but the procedure nevertheless inherits a certain arbitrariness.
Therefore, a systematic uncertainty has to be determined. This is done by using two dif-
ferent background extraction methods to estimate the contribution from out-of-bunch
pileup. The di�erent background estimates for photons from category one and two are
shown in appendix A.1 in transverse momentum bins. Additionally, the relative con-
tribution from out-of-bunch pileup is shown in figure 8.3 for the di�erent background
estimation methods versus the transverse momentum. The standard method for sepa-
rate categories is used for the determination of the invariant photon yield and the two
variations shown are used for the calculation of the systematic uncertainty. The stan-
dard method is also shown for all categories combined. However, this is not used since
the category-wise extraction of the background is more reasonable and the di�erence to
the method used is covered in the systematic uncertainty. The final uncertainty is again
calculated directly on the invariant photon yield and the invariant photon to neutral
pion ratio from the mean of the maximum deviations in both directions using the two
variations.
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Figure 8.3.: Relative contribution from out-of-bunch pileup to the measured photon
spectrum, where the background is estimated with di�erent extraction
methods.

Decay Photon Cocktail The simulation of the decay photon cocktail is anchored to
the data through a parametrization of the measured spectra. The choice of a specific
functional form combined with the extrapolation of the parametrization outside the
measured range in transverse momentum pose a source of systematic uncertainty on
the simulated decay photon spectrum. Furthermore, the systematic uncertainties of the
measured spectra can enter the systematic uncertainty of the decay photon cocktail.
Therefore, the calculation of the systematic uncertainty of the cocktail is based on the
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8.2. Systematic Uncertainties

systematic uncertainties of the input spectra, separating constant and p
T

dependent
uncertainties. The two main contributors to the cocktail are the ⇡0 and the ⌘, which
both were measured with the conversion method from the decay into two photons.
Therefore, both spectra are assigned with a constant systematic uncertainty of 9% that
is given by the material budget. This uncertainty only poses a constant o�set to the
cocktail calculation and therefore cancels in the calculation of the double ratio, where
the decay photon spectrum is divided by the neutral pions from the simulation. The
p

T

dependent systematic uncertainties, that are the remaining systematic uncertainties
after the subtraction of the constant part for the ⇡0 and the ⌘, on all measured spectra
are used to shift the data points with di�erent slopes before the parametrization. The
systematic uncertainties that are used for the shift are multiplied with di�erent p

T

de-
pendent factors that are shown exemplarily for the neutral pion in figure 8.4. Two forms
were chosen to enhance the deviation from the standard parametrization in di�erent
regions. The first form is linear with p

T

, resulting in a maximum shift of the points with
the full p

T

dependent systematic uncertainty in the lowest bin in one direction and the
in the highest bin in the opposite direction. The second form is a polynomial second
order that forces a maximum shift in the same direction in the lowest and highest bin as
well as a maximum shift in the opposite direction at the center of the measured range.
Each from gives two variations, once in one direction and inverted. To each variation of
the points, a set of parametrizations is obtained that estimate the maximum deviation
from the standard parametrization in terms of slope, especially covering the transverse
momenta outside the measured range, where the parametrizations are not anchored to
the data points. The di�erent parametrizations that are obtained for the measured
spectra are shown in figures 7.1 and 7.2 as well as in appendix A.3. The full cocktail
is then produced for each variation and the systematic uncertainty is calculated on the
direct photon excess ratio with the same variations in the decay photon spectrum and
the neutral pion spectrum from the simulation. The overall systematic uncertainty at-
tributed to the cocktail simulation is the mean value of the maximum deviation of both
methods from the standard in both directions, evaluated on a bin-by-bin basis.
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Figure 8.4.: Factor applied on the p
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dependent part of the systematic uncertainty of
the neutral pion spectrum for the shift of the data points.
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Additionally, a systematic uncertainty attributed to the transverse momentum scaling
of the spectra lacking a measurement could be considered. However, since the neutral
pion dominates the decay photon cocktail, this e�ect is negligible and is therefore not
included in the systematic uncertainty of the cocktail calculation. Nevertheless, the
spectra are also scaled from the modified parametrizations, including a certain varia-
tion of the slope.

The systematic uncertainties on the invariant photon yield, the inclusive photon to
neutral pion ratio and the direct photon excess ratio are shown in figure 8.5. The total
systematic uncertainty is obtained from the quadratic sum of the individual contri-
butions. The systematic uncertainty on the inclusive photon spectrum is dominated
by the material budget over the full range in transverse momentum. The remaining
sources contribute almost equally to the total systematic uncertainty with the exception
of the track related cuts. The inclusive photon to neutral pion spectrum is dominated
by the material budget at low transverse momenta. Above a transverse momentum
of about 6 GeV/c, the systematic uncertainty related to the photon selection exceeds
the material budget and dominates the total systematic uncertainty. The systematic
uncertainty on the direct photon excess ratio is shown in the bottom panel of figure
8.5. The uncertainties were smoothed in order to decrease the statistical fluctuations
which inevitably enter due to the determination on the basis of the photon double ra-
tio. Again, the uncertainty is dominated by the material budget at lower transverse
momenta and by the photon selection at higher transverse momenta. Compared to
the systematic uncertainty of the inclusive photon to neutral pion ratio, an additional
contribution enters with the decay photon cocktail. However, the decay photon cocktail
only contributes with 1% to the total systematic uncertainty.

8.3. Direct Photon Spectrum

The direct photon excess ratio, measured with the conversion method, is consistent with
unity within the systematic uncertainties over the full range in transverse momentum.
Thus, no significant excess is observed and therefore the direct photon spectrum can
not be determined. At low transverse momenta, this is consistent with the expectation
of no thermal photon contribution in minimum bias proton-proton collisions. To higher
transverse momenta, where the contribution from prompt and fragmentation photons
is more distinct, an excess of the central values can be observed, but the measurement
is still consistent with unity within the uncertainties.

Thus, the calculation of the direct photon spectrum is not possible. However, upper
limits on the direct photon yield are calculated and shown in figure 8.6 for the conversion
measurement. The same can not be done in the case of the calorimeter measurement
due to the lack of knowledge on systematic uncertainties of the corresponding excess
ratio. Due to resolution e�ects and the reconstruction procedure, the measured direct
photon excess ratio can take values below one. This seems to be in disagreement with
the definition of the excess ratio, which only allows for (real) values equal or larger than
one by definition. The use of a Bayesian approach in the calculation of the upper limits
exploits this knowledge by an appropriate choice of the prior. Hence, the probability
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Figure 8.5.: Systematic uncertainties on the inclusive photon spectrum (top left), the
inclusive photon to neutral pion ratio (top right) and the direct photon
excess ratio (bottom).

for a certain real value of the direct photon excess ratio is given by:

P (Rtrue
�

|Rmeas.
�

) / P (Rmeas.
�

|Rtrue
�

) ·⇧(Rtrue
�

), (8.3)

where Rmeas.
�

refers to the measured value and ⇧(Rtrue
�

) is the prior that is used. The
prior is given by the Heaviside function and can written as:

⇧(Rtrue
�

) = ⇥(Rtrue
�

� 1), (8.4)

which is one for Rtrue
�

> 1 and zero everywhere else. Thus, the definition of the direct
photon excess ratio is accounted for by the prior in the Bayesian approach.

The upper limits are defined as 95% confidence level and are calculated in transverse
momentum bins according to:

N
Z

R

95%CL

�

�1
dRtrue

�

G(Rtrue
�

; Rmeas.
�

,�tot.)⇥(Rtrue
�

� 1) = 95%, (8.5)

where G(Rtrue
�

; Rmeas.
�

,�tot.) is a Gaussian distribution with the mean given by the
measured value of the direct photon excess ratio, Rmeas.

�

, in the corresponding p
T

bin.
The width of the Gaussian distribution is given by the quadratic sum of the statistical
and systematic uncertainty. The integral over the complete space in Rtrue

�

is normalized
to one by the normalization constant N . Thus, the upper limits R95%CL

�

are extracted
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by solving equation 8.5, which is given in transverse momentum bins. The upper limits
on the direct photon spectrum are calculated from the upper limits on the excess ratio:

�95%CL
dir. (p

T

) = �incl.(pT

) ·
 

1 � 1

R95%CL
�

(p
T

)

!
, (8.6)

This is conceptually equivalent to the definition given in equation 2.10, but depends on
the upper limits that were obtained for the direct photon excess ratio rather than the
measured values. The upper limits on the direct photon spectrum are shown in figure
8.6 and compared to the pQCD predictions for the direct photon spectrum. It can be
seen that the prediction is in qualitative agreement with the upper limits that were
obtained. The agreement seems to get worse towards lower transverse momenta, where
the prediction approaches R

�

= 1, as it can be seen in figure 8.2. Thus, the upper limits
on the direct photon spectrum seem to exceed the prediction, if extrapolated towards
vanishing p

T

.
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Figure 8.6.: Direct photon spectrum 95% confidence level upper limits for the conversion
measurement and NLO pQCD prediction for the direct photon spectrum
[63].
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9. Summary

In this thesis, the measurement of direct photons in proton-proton collisions at center-
of-mass energies of

p
s = 7 TeV with the ALICE detector was presented. Hereby, two

di�erent methods for the photon reconstruction were used, i.e. the photon conversion
method and the reconstruction in the EMCal. The measurement in proton-proton
collisions provide a deeper understanding of the hard production processes of photons
as well as an important baseline for measurements in heavy-ion collisions. The direct
photon signal was quantified with the direct photon excess ratio and no significant
excess was observed with either method. Thus, upper limits on the direct photon
spectrum were calculated for the measurement with the conversion method, which are
in agreement with NLO pQCD calculations of the direct photon spectrum. The same
could not be done for the calorimeter measurement since further detailed studies are
required before attempting to evaluate the systematic uncertainties of the measurement.

The conversion measurement is a re-analysis of the measurement described in [1],
using the most recent reconstruction pass available as well as an additional period in
data and MC. The more recent reconstruction improves the data and the correspond-
ing MC simulations and thus decreases the systematic uncertainty associated to the
measurement. Due to the higher statistics of the sample, the measurement could be ex-
tended in transverse momentum, allowing to reach higher and lower p

T

with reasonable
uncertainties. Furthermore, a data-driven approach was used for the determination of
the contributions from secondaries to the measured photon and neutral pion spectra.
In figure 9.1, the direct photon excess ratio determined with the conversion method in
this analysis is compared to the excess ratio calculated in [1]. Hereby, the transverse
momentum binning of the previous analysis was used to calculate the double ratio and
the corresponding systematic uncertainties. The labels correspond to the reconstruc-
tion pass of the data, with ’pass4’ labeling the results of this work. The results agree
within the uncertainties of the measurement and it can be seen that the systematic
uncertainties were reduced over the full range in transverse momentum. Hereby, the
improvement is most dramatic at higher transverse momenta. Additionally, the result
shown in figure 8.2 extends the transverse momentum range of the previous measure-
ment from 0.6 GeV/c to 0.3 GeV/c at the lower end and from 12.0 GeV/c to 16.0 GeV/c
at the upper end.

The calorimeter measurement was a first attempt at the reconstruction of direct pho-
tons with the EMCal. The inclusive photon and neutral pion spectra were compared to
the results from the conversion method, where di�erences of about 5% were observed.
In the case of the neutral pion spectrum, the data-driven approach for the determi-
nation of the secondary contributions was not used since the secondary reconstruction
e�ciencies could not be extracted properly. The direct photon excess ratio obtained
from the calorimeter measurement seems to be suppressed compared to the result of
the conversion method. However, no definite statement about the agreement of the
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Figure 9.1.: Direct photon excess ratio from previous analysis [1] and result from this
work. Pass2 refers to the previous reconstruction of the data while pass4
labels the results from this work.

excess ratios can be made without an evaluation of the systematic uncertainties of the
calorimeter measurement. The transverse momentum assigned to a calorimeter cluster
is calculated with respect to the primary vertex. Thus, resolution e�ects will have a
stronger impact on the calorimeter measurement, especially concerning secondary par-
ticles which are produced with a larger displacement from the primary vertex. This
could result in a non-perfect description of the secondary spectra and hence modify
the invariant yields. The direct photon excess ratio can also be directly modified due
to resolution e�ects on the inclusive photon and neutral pion spectra. An additional
di�culty lies in the determination of the purity, which can be a�ected by the merging of
electromagnetic showers in the calorimeter cells at larger transverse momenta. Further
detailed studies are required to optimize the measurement and to determine reliable
systematic uncertainties. However, it was shown that the measurement of the direct
photon excess ratio can be performed with the EMCal and additional investigations
will help to improve the results.
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10. Outlook

In the analysis presented in this work, the purity of the photon sample is determined
solely based on information from the simulated events. Although the simulations are
anchored to the data, di�erences are still present as it was shown in the calculation
of the systematic uncertainties of the measurement. The purity, however, can also be
determined with a data driven approach, as it was explored in [65]. This approach is
tested for the reconstruction of photons with the conversion method and compared to
the standard purity calculation. The 7 TeV dataset provides an optimal testing ground
for the exploration of new methods to reduce the dependency on the MC simulations
since the simulated particle spectra match the data reasonably well. This allows for a
well defined comparison between data driven approaches and MC based corrections.

In the data driven approach for the purity estimation, the TPC dE/dx cut, that was
used for the selection of V0 candidates with electron-positron tracks, is redefined to
combine the information of each leg of the secondary vertex into a single variable. The
first step in this direction is a relabeling of the n� variable used previously:

±
=

dE/dx � hdE/dx|e±i
�hdE/dx|

e

± i
. (10.1)

The negative and positive charged tracks attributed to the conversion candidate are as-
signed with � and +, respectively. While the cut on the deviation from the electron
hypothesis was done separately for each track, the new variable can be used in a two
dimensional way, combining the two legs of the V0 candidate. Real photon conversions,
resulting in an electron-positron pair, are centered around ±

= 0. Combinatorial back-
ground, where the V0 candidates consist of two tracks from di�erent particle species,
exhibit a displacement from the center in the +-� plane, as it was shown in [65].

The distinction between signal and combinatorial background is improved by com-
bining the two ± variables into a single quantity:

K =

|+| + |�|
2

+ 2 · (+
+ �

), (10.2)

where the first term averages the response for signal and background alike and the
second term exploits the specific energy loss curves in the momentum region that is
studied. The energy loss band of electrons is rather flat and the pions are clearly
separated to lower values over a large part of the momentum range. Thus the ±

values that are obtained will shift background contributions to lower values in K, further
separating signal and background.

So far, the particle identification with the TPC was only translated into a di�erent
variable. The main advantage is the exploitation of K for a data driven approach to
determine the purity of the photon sample. Therefore, the V0 candidates in MC are
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combined into four di�erent categories: 1) real electron-positron pairs, 2) electron-pion
pairs, 3) pairs of oppositely charged pions and 4) remaining. These templates are cal-
culated in transverse momentum bins and then fitted simultaneously to the total K
distribution that is obtained from the data. This is shown in two exemplary transverse
momentum bins in figure 10.1, where the four shaded distributions are the scaled MC
templates and the line is the measured K distribution. It can be seen, that the signal
peak is well separated from the pion-pion peak and mainly the pion-electron and re-
maining background distributions feed into the signal region. The scaling of the MC
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Figure 10.1.: K templates from MC and total distribution obtained from the data.

templates ensures, that the distributions that are obtained from the simulations repro-
duce the data. The purity of the photon sample is determined by dividing the integral
of the signal peak by the integral of the background distributions in a selected K region.
This K cut is then applied in the reconstruction of the photon sample, replacing the
selection according to the TPC dE/dx. Di�erent K cuts are explored and compared to
the standard TPC dE/dx cut and the standard method to calculate the photon purity.
The purities that are obtained from the data driven approach are shown in figure 10.2
and compared to the standard purity from MC. The purities obviously depend on the
K selection, with a larger contribution from background for the largest K window. The
purity from the standard MC method is comparable to the data driven purity that is
obtained for the selection �5  K  10.

The invariant photon yields from the K selection and the standard TPC dE/dx
method are compared in figure 10.3, with the respective purities being used. It should
be noted, that the photon spectra shown in figure 10.3 are calculated without the use
of the unfolding procedure. The unfolding relies on a much finer binning in transverse
momentum, which complicates the scaling of the templates due to the reduced statistics.
The resolution correction is therefore included in the reconstruction e�ciency. However,
this is not particularly crucial for the comparison of the two approaches since the spectra
calculated with and without unfolding correspond very well. Additionally, the out-of-
bunch pileup correction was omitted in both cases since the analysis of the specific
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Figure 10.2.: Photon purities from data driven approach and standard method.

quantities required is very demanding in terms of memory. However, the contribution
from out-of-bunch pileup is comparably small and was not considered for the standard
and the data driven approach, thus the comparison of the spectra is not a�ected. The
photon spectrum reconstructed with the standard purity method is well reproduced by
the data driven purity method using the K selection above a transverse momentum of
0.6 GeV/c. The spectrum using the MC purity approach is best reproduced by the data
driven purity approach with the most open K cut. In the first transverse momentum
bin, the di�erences between the di�erent methods and the di�erent K windows are
largest due to the crossing of the electron and the pion band at low momenta. This
makes the distinction between signal and background exceptionally di�cult and the
purity therefore heavily depends on the selection window.

It can be concluded that the data driven purity approach provides reasonable results
that compare well to the standard MC purity approach. Since the particle spectra in
data are very well reproduced by the MC simulations for proton-proton collisions, the
comparison shown provides a suitable test of the method. However, to improve the
stability of the method, all background sources that do not correspond to electron-pion
or pion-pion pairs were grouped into one template. This can be dangerous since the
di�erent contributions that enter might inherit structures that are not accounted for by
the fitting of the templates. Therefore, it could be possible that the background under
the signal peak is not reasonably described, which translates into deviations between
the photon purity in the data and the purity that is observed. This possible source
of systematic uncertainty can be reduced by dividing the remaining background into
di�erent sub-groups and study those in more extensive detail, prior to the estimation
of the purity.
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A.1. Photon DCAz Distributions
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Figure A.1.: DCA
z

distributions for photons from category one in p
T

bins, including
the out-of-bunch pileup background estimates.
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Figure A.2.: DCA
z

distributions for photons from category two in p
T

bins, including
the out-of-bunch pileup background estimates.
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Figure A.3.: DCA
z

distributions for photons from category three in p
T

bins, where no
out-of-bunch pileup is expected.
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A.2. Neutral Pion Invariant Mass Distributions
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Figure A.4.: Invariant mass distribution of neutral pion candidates reconstructed with
the conversion method after the background subtraction.
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Figure A.5.: Invariant mass distribution of neutral pion candidates reconstructed with
the calorimeter method after the background subtraction.
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S
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variation for the determination of the systematic uncertainty.
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variation for the determination of the systematic uncertainty.
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