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Zusammenfassung

Hochspannungsgetriebene monolithisch aktive Pixelsensoren (HV-MAPS) haben
sich als vielversprechende Technologie für Silizium-Spurdetektoren in der Teilchen-
physik erwiesen. Mu3e hat sich für HV-MAPS als Pixeltechnologie entschieden
und Implementationen in anderen Detektoranwendungen werden untersucht. Auf-
grund der einzigartigen Struktur und elektrischen Feldverteilung sind besondere
Herausforderungen an das Design gestellt

In Rahmen dieser Arbeit wird der erste umfassende Vergleich von TCAD- Sim-
ulationen (Technology Computer-Aided Design) und experimentellen Messungen
von HV-MAPS vorgestellt. Die Ergebnisse zeigen, dass die Simulationen wichtige
experimentelle Parameter wie die Durchbruchsspannung korrekt beschreiben und
den Detektionseffizienzverlust an der Pixelecken und übergängen erklärt.

Die TCAD-Simulationen bieten Einblicke in das Verhalten der Ladungssamm-
lungsdiode der Prototypen MuPix8, ALTASPix und MuPix10 und erleichtern die
Optimierung des Designs. In diesen Studien wurden vor allem die Verarmungszone, die
Durchbruchspannung und die Verteilung des elektrischen Feldes untersucht. Darüber
hinaus ermöglicht die Charakterisierung von MuPix10 anhand von Teststrahlergeb-
nissen die Untersuchung der In-Pixel-Clustergröße und -Effizienz für verschiedene
Einfallswinkel der Teilchen.

Darüber hinaus werden die Auswirkungen von Diffusion und Drift auf den Effizienz
und die Clustergröße bei verschiedenen Spannungskonfigurationen, sowie Sensordicken
und resistivitäten, undetersucht. Die Ergebnisse dieser Untersuchung tragen zu einem
besseren Verständnis von HV-MAPS und ihrem Potenzial für die Entwicklung ef-
fizienterer und zuverlässigerer Silizium-Spurdetektoren für Teilchenphysikexperimente
bei.
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Abstract

High-Voltage Monolithic Active Pixel Sensors (HV-MAPS) have emerged as a promis-
ing technology for silicon tracking detectors in particle physics. HV-MAPS, selected
as the foundational technology for the Mu3e Pixel Tracker and under investigation
for potential implementation in future detector applications, presents unique design
challenges due to its intricate structure and complex electric field distribution.

This thesis presents the first comprehensive comparison of Technology Computer-
Aided Design (TCAD) simulations and experimental measurements in HV-MAPS.
The results show that the simulations correctly describe key experimental parameters
like breakdown voltage and explain the loss of hit detection efficiency at the edges
and corners of the pixels.

The TCAD simulations provide insights into the behavior of the charge collection
diode of MuPix8, ALTASPix, and MuPix10 prototypes, facilitating design optimiza-
tions. These studies primarily investigated the depletion zone, breakdown voltage,
and electric field distribution. Additionally, the characterization of MuPix10, using
testbeam results, allows for the investigation of the efficiency and cluster size for
different angles of incidence of the beam.

Furthermore, this research examines the impact of diffusion and drift on efficiency
and cluster size for different voltage, resistivity, and thickness configurations. The
findings of this investigation contribute to an enhanced understanding of HV-MAPS
and their potential for developing more efficient and reliable silicon tracking detectors
in particle physics experiments.
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Chapter 1

Introduction

In the late 1970s, following the discovery of the J/ψ1 [1] meson, semiconductor sensors
became common as tracking devices in particle physics. The quest to observe decays
of charmed particles with picosecond lifetimes pushed experimental techniques to their
limits, requiring spatial resolutions below 100 µm [2] for direct observation. However,
many existing detector technologies like gaseous detectors and bubble chambers [3]
struggled to study high statistics events effectively, leading to the realization that
semiconductor detectors could provide a viable solution [4]. The attractive features
of semiconductor detectors were similar to those cited today: linearity, good energy
resolution, small energy loss, compactness, and fast response. In these applications,
silicon is preferred because of its electrical properties and abundance. Additionally,
its processing is well-developed thanks to the progress in the electronics industry,
leading to low production costs and large availability.

Particle physics has long relied on silicon tracking detectors to precisely measure
particle trajectories. In this context, High-Voltage Monolithic Active Pixel Sensors
(HV-MAPS) have emerged as a promising technology offering good efficiency, position,
and time resolution while keeping the material budget minimal. Many HV-MAPS
prototypes have been developed to address the challenges imposed by present and
foreseen tracking detectors.

In recent years, Technology Computer-Aided Design (TCAD) [5] simulations have
emerged as a powerful tool to study the behavior of semiconductor devices. TCAD
simulations can help to optimize the design of HV-MAPS, predict their performance
under different operating conditions, and facilitate the interpretation of experimen-
tal results. The content presented in this thesis focuses on the optimization and

1Simultaneously dubbed ψ (at Stanford Linear Accelerator Center) and J (at Brookhaven).
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characterization of HV-MAPS using TCAD simulations and testbeam experimental
measurements.

This research encompasses a detailed investigation into the charge collection effi-
ciency and charge sharing of MuPix10, an HV-MAPS specifically developed for the
Mu3e experiment. The bias voltage, detector thickness, and resistivity configurations
are analyzed. Additionally, the thesis examines the behavior of detector efficiency as
a function of the incident particle angle.

Thesis Outline

Chapter 2 provides an overview of silicon tracking detectors and their importance
in particle physics experiments. Chapter 3 describes the design and operation of
HV-MAPS and the challenges associated with their optimization and characterization.
Chapter 4 introduces the TCAD simulation tool and models used in this work.
Chapter 5 presents the TCAD simulations of HV-MAPS, including optimizing their
design and predicting their performance under different conditions. Chapter 6
describes the testbeam campaigns carried out to characterize HV-MAPS performance.
This chapter discusses the experimental setup, the data acquisition system, and the
analysis techniques used to extract the relevant parameters from the measurements.
Finally, Chapter 7 presents the reconstruction and analysis of the MuPix10 testbeam
measurements. This chapter also includes TCAD simulation results to interpret the
experimental results.

2



Introduction

Contributions from the author

Since MuPix7, the author has actively engaged in TCAD simulations of HV-MAPS,
providing insights regarding the in-pixel structure, charge collection process, and
leakage current. Collaborating with colleagues from the ASIC and Detector Labora-
tory at the Karlsruhe Institute of Technology and the HV-MAPS and Mu3e groups
at Heidelberg University, the author has been responsible for the HV-MAPS TCAD
simulations.

This responsibility encompasses various tasks, such as generating simulation models,
executing simulations, and extracting relevant data for subsequent analysis. The
author’s investigations have focused on the electric field strength in the inter-pixel
region, the impact of metal layer spacing on the high electric field, and the influence
of electric field distribution on the charge collection process. These results have
contributed to optimizing MuPix and ATLASPix sensors and offered insights into
their behavior.

Furthermore, the author actively participated in collaborative testbeam campaigns
alongside members of the HV-MAPS and Mu3e collaborations from Heidelberg
University. Specifically, the author assumed responsibility for all testbeam mea-
surements involving the MuPix10 sensor in the ALPIDE telescope. Moreover, the
author analyzed all testbeam data presented in this work. For the in-pixel analysis
presented in Chapter 7, the author made modifications to the Corryvreckan software,
which facilitated the analysis of data collected during the aforementioned test beam
campaigns.
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Chapter 2

Silicon Tracking Detectors

2.1. Silicon Wafers: Preparation and Properties

2.1.1. Properties of Silicon

Silicon (Si) is the second most abundant element on earth and is the preferred
semiconductor material because it is the most intensively studied semiconductor.
Additionally, it can be operated at room temperature to obtain a good resolution, is
cheaply available in large quantities, and its processing is well-developed thanks to
the progress in the electronics industry. Table 1 lists some basic parameters of Si.

Table 1.: Basic Parameters of silicon. [6]

Atomic number 14
Crystal structure Diamond
Lattice constant 0.5431 nm
Density 2.329 gcm−3 at 298 K
Atoms 4.96x1022 cm−3

Dielectric constant 12 relative to vacuum
Melting point 1687 K
Thermal conductivity 149 Wm−1K−1

Band gap 1.12 eV at 298 K
Intrinsic carrier density 9.65x109 cm−3 at 298 K
Intrinsic resistivity 2.3x105 Ωcm at 298 K
Electron mobility 1350 cm2V−1s−1 at 298 K
Hole mobility 480 cm2V−1s−1 at 298 K
Energy per electron-hole pair 3.62 eV at 298 K
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2.1.2. Intrinsic and Extrinsic Semiconductors

The periodic lattice of Si and any other crystalline material establishes allowed
energy bands for electrons that exist within that solid. The energy of any electron
must be confined to one of these energy bands, which may be separated by gaps
or ranges of forbidden energies (no allowable electronic states for them to occupy).
The lower band called valence band, corresponds to outer-shell electrons bonded to
specific crystal lattice sites. In the case of Si, they are part of the covalent bonding.
The next higher-lying band is called conduction band and represents free electrons
migrating through the crystal. Electrons in this band contribute to the material’s
electrical conductivity (σ). These two bands are separated by the bandgap. At low
temperatures and in the absence of impurities ("intrinsic silicon"), the valence
band is full, and the conduction band is empty. Under these circumstances and
without ionizing radiation, it would theoretically not show any electrical conductivity.

At higher temperatures, some thermal energy is shared by the electrons in the
crystal, and it is possible for valence electrons to gain sufficient thermal energy to
be elevated across the bandgap into the conduction band. This excitation process
creates an electron in the conduction band, leaving a vacancy (hole) in the valence
band. The equal concentration of electrons n in the conduction band and holes p in
the valence band is known as intrinsic concentration (ni).

ni = n = p (1)

The probability that an electron-hole pair is thermally generated is given by:

p(T ) = CT
3
2 e−

Eg
2kT (2)

Where T is the absolute temperature, Eg is the bandgap energy, k is the Boltzmann
constant, and C is the proportionality constant characteristic of the material. As
reflected in the exponential term, the probability of thermal excitation critically
depends on the bandgap energy ratio to the absolute temperature.

A simplified representation of the energy bands is shown in Figure 1. In metals,
electrons can easily move through the material because they need to achieve only small
incremental energy to the conduction band; therefore, they are always characterized
by very high electrical conductivity. In semiconductors or insulators, the electrons
must first cross the bandgap to reach the conduction band, and the conductivity is,
therefore, many orders of magnitude lower.

8
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(a) Metal (b) Semiconductor (c) Insulator

Figure 1.: Energy band structure.

Figure 2 shows the range of electrical conductivities (and the corresponding
resistivities ρ= 1/σ) of some materials in each of the three classes.

Figure 2.: Range of conductivities for insulators, semiconductors, and conduc-
tors. [7]

Intrinsic semiconductors are rarely used in semiconductor devices since obtaining
sufficient purity in the material is extremely difficult. In most cases, the properties of
the material are altered by adding small fractions of specific impurities during crystal
growth or later in selected regions of the crystal ("extrinsic silicon"). Depending
on the added material, one obtains n-type silicon by adding type V materials (e.g.,

9
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phosphorus, donor impurity) with an excess of electrons in the conduction band or
p-type by adding type III materials (e.g., boron, acceptor impurity) with additional
holes in the valence band.

n-type silicon
Figure 3a shows a two-dimensional schematic bond representation of a Si crystal with
one Si atom replaced by an arsenic atom with five valence electrons. Four electrons
are used to form covalent bonds with neighboring atoms. The fifth electron has a
relatively small binding energy to its host atom and can be ionized to become a
conduction electron at a moderate temperature (electrons are the majority of charge
carriers). The crystal as a whole remains uncharged since the charge of the free
electron is compensated by the excess charge of the arsenic nucleus bound in the
crystal lattice.

(a) n-type Si with donor (arsenic) (b) p-type Si with acceptor (boron)

Figure 3.: Schematic bond representation. [8]

p-type silicon
If a Si atom is replaced by an atom with only three valence electrons, as in Figure 3b,
one electron is missing in the covalent bonds, and a hole is thus created. This
hole may be filled by an electron from a neighboring atom, equivalent to the hole’s
movement. The hole is free for conduction (holes are the majority of charge carriers).

2.1.3. Dopants and Impurities

The result of the growth process of Si is a high-purity material containing small
amounts of foreign dissolved atoms. Typically, most of the contamination of the

10
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Si lattice takes place during device fabrication. However, unintentional doping1

during the growth process has several sources, but their concentration is kept at an
acceptably low level.

• Metals and carbon impurities may originate from the starting material and are
generally harmful, with rare exceptions [9, 10].

– The exact effect of the metal impurities depends on the metal and its
concentration (e.g., iron can decrease the recombination lifetime [11]).

• Oxygen coming from the Czochralski (CZ)2 crystal growth [12] has a dual role.

– Oxygen originating from the silica crucible in interstitials (atoms dissolved
in the lattice in empty spaces) gives the wafers mechanical strength
against thermal, gravitational, or mechanical stress during heat treatments,
decreasing the risk of slip dislocation formation and wafer warping [13].

– Too high oxygen concentration (> 9x1017 atoms/cm3) can be harmful
if it induces too strong precipitation of oxygen [14] and formation of
defects [15].

Today most of the used Si is intentionally doped, up to a few tens of ohm centimeters,
with elements from groups III and V of the periodic table of elements. The most
commonly used elements are boron, antimony, arsenic, and phosphorus.

• These typical dopants are substitutional (they replace Si atoms in the lattice
structure) and at very high doping levels (above 1018 atoms/cm3) a small
fraction of the atoms are inactive and in interstitial places.

• The three most popular donors: phosphorus, antimony, and arsenic, are not
replaceable by each other because they have different limits for the lowest
resistivity achievable.

• Boron and phosphorus are typical in lightly doped crystals, while all four
elements are used in the highly doped cases.

2.1.4. Resistivity

The crystals’ resistivity, ρ, is controlled by adding precise amounts of the specified
acceptor or donor impurities. The resistivity can be expressed in terms of the carrier
concentrations p (n) and mobility µp (µn) as [7]:

1Mechanism that alters conductivity behavior through additional states in the forbidden region.
2CZ is the workhorse that produces the vast majority of single-crystal silicon used today (»90%).
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ρ = (qµpp)
−1 for p-type silicon (3.1)

ρ = (qµnn)
−1 for n-type silicon (3.2)

Where q = 1.602x10−19 C is the elementary charge, µ the mobility, and n,p
the electrons and holes carrier concentration. The mobility values, mainly at high
concentrations above 1016 cm−3, are dependent on the dopant densities and therefore
are not constants.

Figure 4 shows the correlation between the resistivity and dopant concentration
by using parameterized functions, which can be found in SEMI MF723 [16], together
with the references to the experimental data on which the fit is based.

Figure 4.: Resistivity versus dopant density at 23◦C. [6]

Carrier Concentration
In extrinsic semiconductors with shallow donors, there is usually enough thermal
energy (ED) to ionize all donor impurities at room temperature and thus provide the
same number of electrons in the conduction band as donors. This condition is called
complete ionization. Figure 5 shows some of the measured ionization energies in eV
for various impurities in Si.

Under complete ionization, the electron density can be written as:

n = ND (4)

Where ND is the donor concentration. Similarly, for semiconductors with shallow
acceptors, if there is complete ionization, the concentration of holes is:

12
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Figure 5.: Measured ionization energies (in eV) for various impurities in Si. [17]

p = NA (5)

Where NA is the acceptor concentration. Using Equations 48 in Appenix A, we
can express the electron and hole densities in terms of ni and the intrinsic Fermi
level (Ei).

n = nie
(EF−Ei)/kT (6.1)

p = nie
(Ei−EF )/kT (6.2)

A mathematical description of the electron and hole densities in intrinsic semicon-
ductors can be found in Appendix A. Identically to that for the intrinsic case, the
product of n and p equals n2

i (mass action law).
The Fermi level (EF ) for n-type (p-type) semiconductors, in terms of the effective

density of states in the conduction band NC (valence band NV ) and the donors ND

(acceptors NA) concentration, can be obtained by substituting Equation. 4 (5) in
Equation 48.1 (48.2) from Appendix A as:

EC − EF = kT ln(NC/ND) (7.1)

EF − EV = kT ln(NV /NA) (7.2)

We can see from Equation 7.1 that the higher the donor concentration, the smaller
the energy difference (EC-EF ); that is, the Fermi level will move closer to the bottom
of the conduction band. Similarly, from Equation 7.2, the Fermi level will move
closer to the top of the valence band for higher acceptor concentrations.

13
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Generation and Recombination Process
When the electron and hole concentration product deviates from the thermal equi-
librium (np = n2i ), a recombination and generation process (also known as the
Shockley-Read-Hall process [18]) restores the system to equilibrium. When np < n2i ,
thermal generation happens, whereas if np > n2i , recombination occurs.

In Si, the dominant recombination-generation process is an indirect transition3,
which occurs through the intermediate states in the band gap (due to impurities
in the Si lattice). Four intermediate-state assisted processes, shown in a schematic
representation in Figure 6, can be distinguished:
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Figure 2.3: Generation and recombination
Generation and recombination processes involve both direct and indirect trans-
itions. In addition to thermal generation, electrons can surmount the band gap
when excited by photons or charged particles. Recombination is the process that
involves the transition of an conduction electron to the valence band. Both genera-
tion and recombination involve direct and indirect transitions between the valence
and conduction band. Indirect transitions occur via intermediate states that act
as generation-recombination or trapping centres.

3. Electron capture: The process in which an electron from the conduction band is
caught by a gap state.

4. Hole capture: The transition of a captured electron from a trap to the valence band,
which can be seen as if a hole is captured by the intermediate state.

Emission processes 1 and 2 combine to generate electron-hole pairs, whereas the capture
mechanisms 3 and 4 contribute to electron-hole recombination. In addition, a sequence of
transitions 2 and 3 or transitions 1 and 4 can occur. In either case, a carrier is captured
and subsequently emitted to the band where it came from and neither generation nor
recombination occurs. This process is known as trapping and is predominantly mediated
by shallow states. Due to their position close to the band edges, the capture probability
of shallow states is high. Nonetheless, their emission probability is equally high, which
means charge carriers only occupy these states for a relatively short time (of the order of
ns). Deep states, however, have a considerably lower capture and emission probability.
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Figure 6.: Generation and recombination processes through indirect transitions.
Indirect transitions occur via intermediate band gap states acting as
generation-recombination or trapping centers. Adapted from [19]

1. Hole emission: This process involves the capture of a valence-band electron by
the intermediate state. As this electron leaves behind a hole, it can be seen as
if the gap state emits a hole.

2. Electron emission: The transition of a captured electron to the conduction
band.

3Direct recombination process is very unlikely because the electrons at the bottom of the conduction
band have a nonzero momentum with respect to the holes at the top of the valence band. Direct
recombination that conserves energy and momentum is impossible without a simultaneous lattice
interaction. [18]
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3. Electron capture: The process in which a gap state catches an electron from
the conduction band.

4. Hole capture: The transition of a captured electron from a trap to the valence
band can be seen as if the intermediate state captures a hole.

Emission processes 1 and 2 combine to generate electron-hole pairs, whereas
capture mechanisms 3 and 4 contribute to electron-hole recombination. The net
recombination rate is given by [7]:

U = νthσoNt
np− n2i

n+ p+ 2ni cosh(
Et−Ef

kT )
(8)

Where νth is the thermal velocity of the carriers, Nt is the concentration of the
recombination center in the semiconductor, σo is the electron and hole capture
cross-section, Et is the trap activation energy, and Ef the Fermi-Level. Equation 8
shows that net recombination decreases if the cosh term becomes larger by Et moving
away from the middle of the bandgap Ef .

In addition, a sequence of transitions 2 and 3 or 1 and 4 can occur. In either case,
a carrier is captured and subsequently emitted to the band where it came from, and
neither generation nor recombination occurs. This process is known as trapping and
is predominantly mediated by shallow states. Due to their position close to the band
edges, the capture probability of shallow states is high. Nonetheless, their emission
probability is equally high, which means charge carriers only occupy these states for
a relatively short time (of the order of ns). Deep states, however, have a considerably
lower capture and emission probability. Consequently, these states can trap carriers
for a relatively long time (0.1 − 1 µs).

2.1.5. Wafer Cutting, Shaping and Finishing

Si crystals (or ingots) grown with either Czochralski or float zone (FZ)4 [20, 21]
techniques are typically up to 2m long. Crystals don’t have a uniform resistivity
distribution, with the seed end having higher resistivity and the tail end having
low resistivity. This distribution depends on the dopant used and crystal growth
process parameters. For example, with phosphorus doping, the resistivity ratio
between the neck and tail parts can exceed 4:1 [6]. These, combined with practical

4FZ is only used if very high-resistivity silicon (>5-10 kΩcm) or silicon without dissolved oxygen
is needed.
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manufacturability aspects, dictate that the crystal needs to be cut in suitable lengths
for further processing.

The first step is to cut away the head part (shoulder) and tail part of the ingot
(cropping), leaving the cylindrical part for further processing. A grown ingot is
not perfectly round, as there is diameter fluctuation along the length of the ingot.
Cylindrical grinding [22] with diamond tools shapes the ingot round. The finished
piece of the ingot is then ready for cutting into wafers.

Wafers have, after cutting, a large average wafer-to-wafer thickness variation and
a large total thickness variation (TTV) within the wafer. TTV in as-cut wafers may
exceed 5µm, and the average thickness variation from wafer to wafer can be over
20 µm. Traditionally, dimensional variations are reduced with dual-side lapping [23].
After the total removal of 50-100 µm wafer, TTV is well below 1 µm, and the average
thickness range within a production lot is a few micrometers. Lapping can be replaced
or supplemented with single side grinding [24]. This technique has been advanced
in recent years and gives very good flatness and thickness control. Under suitable
illumination, ground wafers show shallow grinding marks visible to the unaided
eye. However, these marks can be removed in double-sided polishing [25]. This
technology makes it possible to make wafers with a few micrometer thickness spread
and low TTV well below 1 µm.

Nevertheless, lapping and grinding can leave residual mechanical damage5 on
the wafer surface [19]. Mechanical damage reduces the crystalline integrity at the
sensor’s surfaces, causing dangling bonds, which give rise to intermediate states in
the forbidden gap. These states increase the conductivity of those regions, promoting
the current flow, and hence can cause undesirably high leakage currents and early
breakdown of the device [26]. This damage can be removed, and the wafer cleaned
from leftover impurities in a chemical etching step [27].

2.2. Sensor Manufacturing Steps

Oxidation
The first step in most sensor production processes is protecting the wafer surface with
a silicon dioxide layer (SiO2). The success of SiO2 in device fabrication stems from
its chemical stability and thoroughly known properties. SiO2 serves many different
functions for the fabrication and final device structures.

5Damage can manifest as micro-cracks propagating into the crystal and chip-outs.
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• From the fabrication point of view, the essential tasks are diffusion and ion
implantation masking.

• As to the device functions, it serves as capacitor dielectrics, isolations dielectrics
for the multilevel metallization systems, and final passivation layers.

SiO2 in device fabrication is produced in several different ways as indicated in [28],
and the choice of the method is a compromise between cost and performance.

Doping
The practical use of impurity doping has been mainly to change the electrical
properties of semiconductors. Diffusion and ion implementation are the two key
methods of impurity doping [7].

Until the early 1970s, all impurity doping was done mainly by diffusion (Figure 7a)
at elevated temperatures. In this method, the dopant atoms are placed on or near
the surface of the wafer by passing a gas mixture that contains the desired dopant
through it. The doping concentration decreases monotonically from the surface, and
the profile of the doping distribution is determined mainly by the temperature and
diffusion time.

(a) Diffusion

(b) Ion-implementation

Figure 7.: Comparison of techniques for the selective introduction of dopants into
the semiconductor substrate. [7]
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Since the early 1970s, many doping operations have used ion implementation
(Figure 7b). In this process, the ion atoms with energies between 1 keV and 1
MeV are implanted into the semiconductor by means of an ion beam, resulting in
ion distributions with average depths ranging from 10 nm to 10 µm . The doping
concentration has a peak distribution inside the semiconductor, and the profile of
the dopant distribution is determined mainly by the ion mass and the implanted-ion
energy. The main advantages of ion implantation are its more precise control and
scalability of impurity dopings and its lower processing temperature than the diffusion
process.

Diffusion and ion implementation are used for device fabrication because these
processes generally complement each other. For example, diffusion is used for deep
junctions, whereas ion implementation is used for shallow junctions.

Diffusion
Figure 8 shows the contours of constant doping concentration for a constant-surface-
concentration diffusion situation. We see from this curve that the lateral penetration
is about 80% of the penetration in the vertical direction for concentrations three
or more orders of magnitude below the surface concentration. Similar results are
obtained for a constant-total-dopant diffusion condition, where the ratio of lateral to
vertical penetration is about 75%.

Figure 8.: Diffusion at the edge of an oxide window. rj is the radius of curvature
and CS the surface concentration. [7]

Because of the lateral-diffusion effect, the junction consists of a central plane
(or flat) region with approximately cylindrical edges with a radius of curvature rj ,
as shown in Figure 8. Since the electric-field intensities are higher for cylindrical
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and spherical junction regions, the breakdown voltages (See section 2.3.2) of such
regions can be lower than that of a plane junction having the same background doping.

Implantation
The total distance an ion travels in coming to rest is called range R and is illustrated
in Figure 9. The projection of this distance along the axis of incidence is called the
projection range Rp. Because the number of collisions per unit distance and the
energy lost per collision are random variables, there will be a spatial distribution of
ions having the same mass and the same initial energy. The statistical fluctuations
in the projected range are called the projected straggle σp. There are also statistical
fluctuations along an axis perpendicular to the axis of incidence, called the lateral
straggle σ⊥.

Figure 9.: (a) Schematic of the ion range R and projected range Rp. (b) Two-
dimensional distribution of the implanted ion. [7]

Figure 9 shows the ion distribution. Along the axis of incidence (x), the implanted
impurity profile can be approximated by a Gaussian distribution function:

n(x) =
S√
2πσp

e
− (x−Rp)

2

2σ2
p (9)
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Where S is the ion dose per unit area. The maximum concentration is at the
projected range Rp, and is reduced by 40% from its peak value at (x - Rp) = ±σp.

Along the axis perpendicular to the axis of incidence, the distribution is also a
Gaussian function of the form exp(−y2

2σ2
⊥

). Because of this distribution, there will
be some lateral implantation, however, is considerably smaller than that from the
thermal diffusion process.

Metallization
Making electrical contact with doped regions requires metallization. The Fermi level
of the contact must be compatible with the semiconductor to ensure a non-rectifying
(“ohmic”) contact 6 [29]. This is often a problem with large bandgap semiconductors.

Metal films such as aluminum (Al) and its alloys are used extensively in Si detectors
and IC to form low-resistance interconnections and ohmic contacts. Because Al and
its alloys have low resistivities, 2.7 Ωcm for Al and up to 3.5 Ωcm for its alloys, these
metals satisfy the low-resistance requirements. Al also adheres well to SiO2.

2.3. Working Principle of a Silicon Tracking Detectors

Electron-hole (e-h) pairs are created when a particle hits the detector (∼104). In
undepleted silicon detectors with a high number of free charge carriers (∼109), the
created e-h pairs would quickly recombine, generating only a small signal in the
electrodes. Additionally, the free-charge carriers would have a larger contribution
to the signal, complicating the process of separating the signal from the noise.
Meanwhile, in depleted semiconductor detectors, reversely biased, a large depletion
zone is created that reduces the flow of the free charge carriers through the junction,
and the electric field will drift the e-h pairs created for the particle to the electrodes
producing a large current signal.

2.3.1. The pn-junction

When bringing p- and n-type semiconductors in contact, a so-called pn-junction is
formed. PN-junctions are essential in semiconductor detectors and are also used
extensively in rectification, switching, and other operations in electronic circuits.

6The Ohmic contact is a low resistance junction that provides current conduction from metal
to semiconductor and vice versa. Theoretically speaking, the current should increase/decrease
linearly with the applied voltage. With an immediate response for any small voltage.
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Space charge
In Figure 10, a p- and n-type semiconductor are joined together, leading to carrier
diffusion J(diffusion) due to the carrier concentration gradients at the junction. Holes
from the p-side diffuse (Jp(diffusion)) into the n-side (letting acceptor atoms near the
junction negatively charged), and electrons from the n-side diffuse (Jn(diffusion)) into
the p-side (letting donors atoms near the junction positively charged). A negative
space charge is formed near the p-side and a positive space charge near the n-side.
This leads to a zone free of charge carriers called the depletion zone.

Figure 10.: Depletion region representation and energy band diagram for a pn-
junction at thermal equilibrium.

The space charge region creates an electric field (E) directed from the positive space
charge toward the negative space charge. The electric field creates a drift current
J(drift) from the positive space charge to the negative space charge for the holes
(Jp(drift)) and in the opposite direction for the electrons (Je(drift)). The created
electrostatic potential causes the energy levels to bend across the boundary, whereas
at thermal equilibrium7, the Fermi level remains constant, as shown in Figure 10.

Electric Field
The electric field created for the space charge region is represented in Figure 11 and
is given by the one-dimensional Maxwell equation for the electric field as:

7Steady-state condition at a given temperature without any external excitations.
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dE
dx

=
ϱ

ε
=
q(ND + p) + (−q)(NA + n)

ε
=
q

ε
(ND −NA + p− n) (10)

Where ϱ is the charge density, and ε is the permittivity of the medium. The electric
field cancels outside the depletion region since the charge neutrality is maintained in
regions away from the junction (ϱ=0). Within the depletion zone, the mobile carrier
density is zero (n=p=0) and ND » NA for the n-type and NA » ND for the p=type,
the electric field resulting in:

E(x) = −q
ε
NA(x+ xp) − xp ≤ x < 0 (11.1)

E(x) = q

ε
ND(x− xn) 0 < x ≤ xn (11.2)

The maximum electric field is at x = 0 and can be expressed as:

Emax = −q
ε
NAxp = −q

ε
NDxn (12)

Electrostatic Potential
The electrostatic potential (ψ), given by Poisson’s equation:

d2ψ

dx2
= −dE

dx
= −ϱ

ε
(13)

result in

ψ(x) = − q

2ε
(ND −NA + p− n)(x± xp/n)

2 + ψp/n (14)

Due to the charge neutrality away from the junction (ϱ=0), equation 14 outside
the depletion junction result in:

ψ(x) = ψp/n = −1

q
(Ei − EF ))|−xp>x>xn (15)
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Figure 11.: Doping concentration, charge carrier concentration, space charge den-
sity, electric field, electrostatic potential for a pn-junction.
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The potential is quadratic over the depletion zone and constant outside, as shown
in Figure 11. For the neutral regions, the electrostatic potential with respect to the
constant Fermi level (EF ), designated as ψp/n, can be obtained by setting ND=n=0
and NA=p=0 in equation 6 as:

ψn =
kT

q
ln(

NA

ni
)|x<−xp (16.1)

ψp = −kT
q
ln(

ND

ni
)|x>xn (16.2)

Built-in Potential
The total electrostatic potential difference between the p-side and the n-side neutral
regions (voltage drop over the depletion zone) at thermal equilibrium is called the
built-in potential Vbi:

Vbi = ψn − ψp =
kT

q
ln(

NDNA

n2i
)

Si
≈ 0.4− 0.8V (17)

Depending on xp and xn the voltage Vbi can be written using equations 11 as:

Vbi = −
∫ xn

−xp

E(x)dx = −
∫ 0

−xp

E(x)dx−
∫ xn

0
E(x)dx

=
qNAx

2
p

2ε
+
qNDx

2
n

2ε

(18)

Using equation 12, equation 18 turn into

Vbi = −1

2
Emax(|xp|+ |xn|) (19)

Depletion layer width
The depletion layer width (W=|xp|+|xn|) can be expressed in function of the built-in
potential using the charge neutrality outside of the depletion region (-NAxp=NDxn)
and equations 19 and 12 as:
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W =

√
2ε

q
(
ND +NA

NAND
)Vbi (20)

2.3.2. The pn-junctions under external voltage

The width of the depletion zone changes under the application of an external voltage
(Vext), depending on the polarity and the size of the voltage, as shown in Figure 12.

Figure 12.: Current-voltage characteristics of an ideal silicon pn-junction.

Forward Bias
When a positive voltage is applied to the p-side of the junction relative to the n-side
("forward bias"), the current through the junction increases rapidly as the voltage
increases, as shown in Figure 12. The current starts to flow when the external
voltage exceeds the built-in potential. The diffusion current is enhanced since the
external voltage moves away the majority charge carriers through the junction (more
electrons diffuse from the n-type material to the p-type material and more holes
from the p-side to the n-side). Before crossing the depletion region, some of the
charge carriers find the ions in the space of charge, recombine, and the atoms become
neutral, thinning the depletion zone. Thus the space charge region decreases as well
as the electrostatic potential difference between the n-side and p-side (V=Vbi-Vext)
as shown in Figure 13a.

Reverse Bias
However, when the external voltage is applied so that the p-side voltage is negative

25



Silicon Tracking Detectors

(a) Forward Bias (b) Reverse Bias

Figure 13.: Illustration of the changing width of the depletion region and the
potential difference across the pn-junction for different polarities of the
applied external voltage.

relative to the n-side ("reverse bias"), practically no current flows initially, as shown
in Figure 12. In this case, the minority charge carriers are injected into each side of
the junction, attracting the majority charge carrier, which leaves behind an ionized
atom. Thus the space charge region increase as well as the electrostatic potential
difference between the p-side and n-side (V=Vbi+Vext) as shown in Figure 13b.

These positive ions at the n-side of the pn-junction oppose the flow of free holes
from p-type material, and negatively charged in the p-side oppose the flow of free
electrons from the n-side. Only the minority charge carriers attracted towards the
opposite space of charge contribute to the electric current. Since the electric current
carried by the minority charge carriers is so small, it is considered negligible in
theory. As the external voltage increases, the current remains very small until a
critical voltage is reached, where the current suddenly increases. This point is known
as the breakdown voltage. The critical breakdown voltage can vary from just a few
volts to thousands of volts depending on the doping concentration and other device
parameters.

The current shows an exponential dependence on the externally applied voltage
and can be calculated using the Shockley equation [30]:

I = IS(e
qV
kT − 1) (21)
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Where the current created after the breakdown voltage is not included and IS the
reverse saturation current [17].

IS ≈ qA(
Dnn

2
i

LnNA
+
Dpn

2
i

LpND
) (22)

A represents the cross-sectional area, Dn/p the diffusion constants, and Ln/p the
carrier diffusion lengths.

Leakage current
In no-ideal diodes, the current created for the diffusion of minority charge carriers
is not the only source of leakage current (IS) in reverse bias. Volume and surface
contributions originate from different sources. The most important cause of volume
contribution originated from the thermal generation of e-h pairs in the depletion
zone (IgenV ), and its size is determined by the presence of impurities that can act as
generation/recombination centers. The generated charges inside the depletion zone
can be moved for the high electric fields toward the electrode before recombining.

IgenV = qAW
ni
τg

(23)

Where τg represents the charge carrier generation lifetime8. Because ni has a
temperature dependence (ni ∝ T

3
2 e

−EG
2kT ) IgenV and IS also depend on the temperature.

At low temperatures, the generation current dominates, and the leakage current varies
as IgenV ∼

√
Vext. As the temperature increases, the generation current demonstrates

a saturation tendency; at this point, the diffusion current becomes dominant. The
generation current is also saturated when full depletion is reached. [7].

Surface contribution to the leakage current originates from damage on the detector
surface during the fabrication process or the handling of the detector. It can be
distinguished from volume current due to the linear proportionality with the voltage,
a difference of the quadratic dependence of volume contribution.

Junction breakdown
The junction will conduct very large currents when a critical breakdown point is
reached. Even though this current isn’t necessarily destructive, excessive created
heating can destroy the circuits, so the maximum current need to be limited.

The tunneling effect [7] is one of the mechanisms that can cause these large currents.

8Time constant needed for the generated charge carriers to return to the equilibrium state.
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In this process, electrons can move from the valence band to the conduction band,
even if their energy is much lower than the barrier height. In the case of silicon,
breakdown voltages of less than ∼4Eg/q are attributed to the tunneling effect.

For pn-junctions with breakdown voltages higher than ∼6Eg/q, the large currents
result from the avalanche multiplication mechanism [7]. In this process, thermally
generated electrons in the depletion zone gain enough kinetic energy from high
electric fields that in a collision with atoms from the crystal, can break the lattice
bounds and crate a secondary electron-hole pair that will continue the process of
creating more electron-hole pairs. For this case, the breakdown is defined as the
voltage where the multiplication factor9 approaches infinity and is defined as:

∫ W

0
αdx = 1 (24)

Where α denotes the avalanche ionization rate. Breakdown voltages between 4Eg/q
and 6Eg/q are the result of currents created by both mechanisms.

Junction capacitance
Capacitance is the property that describes how much electric charge can be stored
in an object for a given applied voltage (dQ/dV). Due to the charge stored inside
the depletion zone, pn-junctions work as a parallel-plate capacitor. Typically, the
capacitance of a pixel detector can range from a few femtofarads (10−15 F) to several
tens of femtofarads. High capacitance can lead to higher detector noise, low signal-
to-noise ratio, and a shift in the detector’s frequency response, so minimizing the
capacitance is often a design goal for pixel detectors.

The capacitance of a pixel detector depends on several factors, such as the detector’s
size, the detector substrate’s thickness and material, and the type of readout circuitry
used. In general, the capacitance of a pixel detector can be modeled as the sum of the
junction capacitance (Cj), the inter-pixel capacitance (Ci), the p-well capacitance
(Cp), other small contributions, and the capacitance of the readout electronics
(determined by the circuitry design and can be minimized by using low-capacitance
transistors and minimizing the length of the interconnects).

The junction capacitance is directly proportional to the area (A) and inversely
proportional to the thickness (d), where d=W:

9Ratio between the current gained through the junction due to the avalanche multiplication and
the initial current.
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Cj =
εA

d
[F ] (25)

or

1

C2
j

=
2

εqA2
(
NA +ND

NDNA
)(Vbi + Vext) (26)

From equation 26, we can see that a plot of 1
C2

j
versus Vext produces a straight line,

where the slope depends on the acceptor and donor concentration, and the intercept
at 0 gives the built-in potential.

Full depletion voltage
Since Cj depends on the depletion volume, measuring Cj allows determining the full
depletion voltage (voltage necessary to deplete the entry sensor volume). Given that
the depletion zone can’t grow larger than the thickness of the detector when the full
depletion is reached, 1

C2
j

will stay at a constant value, as shown in Figure 14.

Figure 14.: Determination of the full depletion voltage from a measurement of the
diode capacitance as a function of the applied voltage. 1

C2
j

is represented

by the blue triangles. [19]

2.3.3. Metal-Semiconductor Interface

The metal-semiconductor interface is the point at which a metal and a semiconductor
material meet and create a boundary between them. This interface is a crucial
component in the functioning of Si sensors and is designed to connect the sensor to
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external circuitry. A metal-semiconductor interface is typically created by depositing
a metal layer, such as aluminum, on the surface of a Si substrate (as discussed in
section 2.2). The charge transfer between metal and semiconductor exists in a very
narrow region in the metal and in the semiconductor side is proportional to

√
V .

The maximum electric field at the interface decreases linearly with distance.
Si semiconductor detectors can be designed with either Schottky or ohmic contacts,

depending on the specific application requirements. The main difference between these
two contact types is how they control current flow across the metal-semiconductor
interface. Schottky contact exhibits rectifying behavior, characterized by a potential
interface barrier that prevents current flow in one direction. In contrast, an ohmic
contact allows current flow in both directions. The metal layer forms a low-resistance
contact with the semiconductor material, with no potential barrier at the interface.

The electrical contacts made to the Si detector must be ohmic to make accurate
measurements. This is important because it allows for accurate and precise measure-
ments of the electrical signals produced by the detector. A non-ohmic contact would
have a nonlinear current-voltage relationship, introducing measurement errors and
inaccuracies. This is because the current flowing through the contact would not be
directly proportional to the voltage applied across it, making it difficult to accurately
determine the signal produced by the detector.

2.3.4. Oxide-Semiconductor Interface

Passivation refers to the process of protecting the surface of a semiconductor material
from external contaminants and other factors that could degrade its performance.
During the manufacturing process, the surface of the semiconductor material can
become damaged or contaminated due to exposure to air or other environmental
factors. This can create defects or impurities in the material, affecting its electrical
properties. To prevent this, a thin layer of insulating material, typically silicon
dioxide (section 2.2), is deposited on top of the semiconductor material. This layer
acts as a protective barrier, shielding the surface of the semiconductor from external
contaminants and preventing impurities from diffusing into the material.

The interface between semiconductors and insulators is a critical feature of many
electronic devices. Even if no free carriers are on the oxide side, charged ions and
holes trapped near the interface pull the free electrons of the semiconductor toward
the insulator creating an electron accumulation layer at the oxide-semiconductor
boundary. The presence of charges at the interface can create an electric field that
affects the behavior of detectors.
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2.4. Interaction of Particles with Matter

It is only through interaction with matter that particles can be sensed. Particles
can interact with matter through several mechanisms and depend on the particle’s
properties and the matter it interacts with.

Charged particles can interact with matter through Coulomb interactions, ioniza-
tion, and excitation. Coulomb interactions occur when charged particles interact
with the electric fields of the atomic nuclei and electrons, resulting in deflection from
their original path. Ionization occurs when charged particles transfer enough energy
to an atom or molecule to remove one or more electrons, creating ions. Excitation
occurs when charged particles transfer energy to an atom or molecule, resulting in
the excitation of electrons to higher energy states.

The average energy loss per path of the particle is described by the Bether-Bloch
formula [31, 32]:

−
〈
dE

dx

〉
= Kz2

Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ (βγ)

2

]

With:

K = 4πr2emec
2NA ≈ 0.307 MeVcm2/mol, with me and re being the rest mass

and the classical radius of the electron

z, β = v/c are the charge number and relative velocity of the projectile particle

Z, A are the atomic number and atomic mass number of the material

I is the mean excitation energy of the material

Tmax is the maximum kinetic energy transfer to a free electron in a single
collision

δ (βγ) is the density correction

For the case of electrons and positrons, this formula must be modified to account
for the small mass and the indistinguishability of incident and scattering electrons.

The stopping power ( dE
ρdx) determines the range of a particle in matter or the

energy loss after penetration. Figure 15 shows the mean energy loss of pions in silicon
as a function of βγ. Between β approximated 3-4, there is a minimum. Particles in
this kinematic range are called Minimum Ionizing Particle (MIP).
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Figure 15.: Density weighted mean energy loss of charged pions in silicon as a
function of βγ = p/mc [17].

Delta electrons, also called delta-rays (δ-rays), are also created in the path of
particles through matter. These are created in a central collision of an incident
particle with a shell electron. They are characterized by kinetic energy sufficiently
large to cause secondary ionization and contribute to the tail of the energy loss
spectrum (as shown in Figure 16). They can traverse a significant distance within
the detector material and thus lead to outliers in the measured energy spectrum and
the spatial position measurement of the incident particle.

The energy loss process has a statistical fluctuation. The energy loss ∆E along
a distance ∆x comprises many small contributions corresponding to individual
ionization or excitation processes. This leads to an asymmetric distribution with a
Gaussian part corresponding to the small energy losses and a tail for large energy
losses. From this distribution, we can distinguish the most probable value (mpv) of
the energy loss, that is, the maximum of the distribution and the average value (dEdx )
situated to the right of the mpv by an amount depending of the asymmetry of the
distribution.

Radiative losses cannot be neglected for light-charged particles such as electrons
and positrons. At low velocities, energy loss mainly results from inelastic collisions
with the shell electrons, leading to excitation and ionization similar to heavily charged
particles. For relativistic velocities, the mean energy loss is almost exclusively given
by bremsstrahlung, which occurs when a charged particle is accelerated in the electric
field of the nucleus and is the emission of individual photons accounting for the total
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Figure 16.: Energy loss rate of a MIP in silicon for different thicknesses given by the
Landau distribution. The mean value, described by the Bethe-Bloch
formula, is independent of material thickness, while the most probable
value changes scales with it [33].

momentum change of the electron. This leads to an exponential decrease in the
particle energy, according to (

dE

dx

)
ion.

= − E

X0
(28)

Where X0 is a characteristic property of the absorber material, defined as the
average length over which a high-energy electron loses 1/e of its energy due to
bremsstrahlung.

2.5. Transport of Charge Carriers and Signal Formation

The previous section showed how free charge carriers are created when charged
particles pass through matter. After the creation of the free electrons and holes, the
transport process starts. The transport process includes drift, diffusion, recombination
and generation. Some of these mechanisms are shown in Figure 17 and presented in
this section.

2.5.1. Drift

The thermal motion of the free charge carriers is characterized by a succession of
random scattering from collisions with lattice atoms and impurities. The average
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Figure 17.: A schematic cross-section of the ALPIDE chip.

distance between collisions is called the mean free path (ι), and the average time
mean free time (τc). When an electric field is applied to a semiconductor sample, the
free charge carriers will be accelerated. This additional component to the velocity is
called drift velocity and is defined as:

υD =
qτc
meff

E = ±µn,pE (29)

Where q is the unit charge and meff is the effective mass. In silicon, τc is in the
picosecond range and depends strongly on temperature and impurity concentration as
(T

3/2

N ) [17]. The parameter µ = qτc
meff

is known as mobility. The mobility of electrons
and holes differs due to their effective mass. In silicon, at room temperature, the
electron mobility is about three times larger than the hole mobility [17].

In equation 29 τc was assumed to be independent of the electric field. This
assumption can be used as long as the drift velocity is small compared with the
thermal velocity (≈ 107 in Si at room temperature). As the drift velocity approaches
the thermal velocity, the field dependency moves from the linear dependence, as
shown in Figure 18 approaching a saturation velocity. This effect is related to the
inelastic interaction of the free carriers with optical phonons at sufficiently large
electric fields.

2.5.2. Diffusion

Another important current component can occur if there is a special carrier concen-
tration variation. The free carriers tend to move from the region of high to the region
of small concentration. This current component is called diffusion current, which
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Figure 18.: Electron and hole drift velocity in silicon as a function of the applied
electric field at room temperature (adapted from [17]).

according to Fick’s First law, takes the form:

Jn,p = ±qDn,p
n, p

dx
(30)

Dn is called diffusion coefficient or diffusivity and is equal to:

Dn,p = (
kT

q
)µn,p (31)

2.5.3. Charge Induction

By separating the ionization charges in an electrical field, electrical signals can be
produced on external electrodes, which can be further electronically processed. The
moving charge induces an accumulation of charges on the electrode surfaces; therefore,
it is not important for the signal formation that the charge actually arrives at the
electrode.

The calculation of the induced charge is based on the Shockley-Ramo Theorem [34,
35]. The theorem states that the induced current is and the accumulated charge Q
on the electrode are:

is = qυEw and Q = −q∆ϕw (32)
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Where υ is the velocity of the charge. Ew and ϕw are the weighting field and
weighting potential, the electric field and potential that would exist at q’s instanta-
neous position x under the following circumstances: the selected electrode at unit
potential, all other electrodes at zero potential and all charges removed.

The induced charge on the electrode is independent of the trajectory of the carrier
towards the electrode and only depends on the beginning and end positions. It should
be emphasized that the weighting field depends only on the geometrical electrode
configuration and, thus, differs from the electric field. The weighting potential is
dimensionless, and the weighting field has the dimension 1/length. The detector
signal is the integral over time of the induced current within the integration time of
the amplifier.

In pixels sensors, charges traveling close to the readout electrode will induce a
higher signal for a given displacement ∆x than carriers traveling the same ∆x but
further from the readout electrode. Consequently, the carriers drifting toward the
sensing electrode contribute more to the detector signal. The entire signal is not
measured if the integration time is shorter than the total drift time or if carriers get
recombined or trapped.
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Chapter 3

HV-MAPS for Particle Physics Experi-
ments

3.1. Pixel detector technologies

Pixel detectors are advanced sensing devices that have become essential tools for
particle physics, astronomy, and medical imaging applications. These detectors
offer high granularity and are designed to detect and measure the properties of
individual particles with high spatial resolution and efficiency. A Schematic drawing
of a one-pixel cell is sketched in Figure 19.

Figure 19.: Schematic drawing of a one-pixel cell of a hybrid pixel sensor. [28]
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Structured electrodes allow for space-point determination of the particle traversal.
As discussed in Chapter 2, when a particle crosses a semiconductor detector, it loses
energy through many collisions with the electrons and nucleus of the semiconductor.
These collisions potentially generate free electron-hole pairs. The free charges move
via drift in the electric field created inside the depletion zone toward the electrodes,
inducing a signal that is processed by custom-design circuits. During the drift, the
charges do not exactly follow the electric field lines but also diffuse due to the random
thermal motion in the crystal lattice. The spread of the arrival position of the
charge due to this effect can be described as a Gaussian distribution with standard
deviation [36]:

σ =
√
2Dt (33)

Where D (See subsection 2.5.2) is the diffusion constant, and t is the carriers’
transit time. This results in a spread of a few micrometers at the collecting electrode.
If only digital information is available (1 = hit, 0 = nohit), the electrode pitch
determines the resolution. The average quadratic deviation (the variance) from the
true entrance point for perpendicular particle incidence and single hit response is [17]:

σ2x =
1

p

∫ p/2

−p/2
x2x =

p2

12

σx =
p√
12

(34)

A so-called cluster is formed if the signal charge is shared by two (or more) pixels.
The occurrence of clusters improves the resolution for particles passing through the
region between two pixels 1. For the events triggering two pixels, one expects a
resolution of s/

√
12 [17], where s is the area between two n-well. For the events

triggering only one pixel, (p − s)/
√
12. For analog readout, if two or more pixels

fire, the signal can be used to precisely determine the entrance point by weighted
averaging of pixel signals. However, the resolution is still limited to (p− s)/

√
12 in

the region where only one-pixel fires. For this reason, one tries to expand the region
of charge sharing in the inter-pixel region as far as possible by tilting the detector.

Some of the pixel detector technologies developed over the last years are explored
in this chapter, especially High Voltage Monolithic Active Pixel Sensors (HV-MAPS).

1Refer to as inter-pixel region/area during the following discussions.
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3.1.1. Hybrid Pixel Detectors

Hybrid pixel detectors [37] consists of a silicon pixel detector and custom-designed
readout electronics, which are fabricated separately and then bonded together to form
a hybrid structure (as shown in Figure 20). The pixel detector serves as the sensing
element, detecting particles and converting them into electrical signals. The readout
electronics then amplify and digitize the signals, allowing for the reconstruction of
particle tracks with high resolution and accuracy.

Figure 20.: Schematic of a hybrid pixel sensor. Pixel sensor (yellow) connected to
the readout chip (blue) via solder bump.

One of the key advantages of hybrid detectors is their high granularity and fast
readout speeds, which enable them to accurately detect and track particles even in
high-rate environments. Hybrid detectors also offer excellent energy resolution and
timing performance, making them ideal for various high-energy physics experiments,
such as the Large Hadron Collider (LHC).

The disadvantages of the hybrid technique become evident when one addresses the
requirements of particle detectors at future high-energy accelerators, particularly the
demands on high resolution in high-multiplicity environments while maintaining low
material budget and high speeds. The technological limitations are mostly related to
the bump technology and the power density associated with the constraint that the
electronics circuitry for amplification and logic is confined to the same area as the
detecting electrode.

3.1.2. Monolithic Active Pixel Detectors

More recently, the development of monolithic pixel sensors has revolutionized the
field of particle detection. Monolithic pixel detectors [17] integrate the sensing
volume and the readout electronic in a single piece of semiconductor material. The
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detector and readout electronics are fabricated in a single process step, simplifying
the manufacturing and resulting in a compact device.

Compared to hybrid detectors, monolithic detectors offer several advantages.
First, they have a smaller form factor and are easier to integrate into complex
detector systems. Second, they have a lower material budget, which is important
for applications where minimizing multiple scattering is critical. Finally, monolithic
detectors have lower power consumption and produce less heat, which can benefit
applications with limited power and cooling.

Monolithic active pixel sensors (MAPS) are advanced monolithic pixel detectors
featuring integrated amplifiers within each pixel cell. Figure 21 illustrates an example
of the MAPS concept.

Figure 21.: Schematic of a MAPS. The readout electronic is integrated into each
pixel cell. Pixels are connected to the periphery through a signal line.

MAPS are fabricated using standard Complementary Metal–Oxide–Semiconductor
(CMOS)2 technology, allowing for the integration of readout electronics directly onto
the pixel array. This eliminates the need for complex and expensive hybridization
processes, making MAPS more cost-effective and scalable than traditional pixel
detectors. One downside of the MAPS is that they might not be suitable for
high-rate applications since this technology’s charge collection is mainly via diffusion.

3.2. High Voltage-Monolithic Active Pixel Sensors

High voltage monolithic active pixel sensors (HV-MAPS) [38] are a type of MAPS that
operates at high bias voltages. The high bias voltage used in HV-MAPS creates larger
depletions and stronger electric fields than traditional MAPS detectors, allowing a
more efficient collection of the charge generated by the ionizing radiation. The high
electric field results in fast charge collection via drift. The fast charge collection

2CMOS is a type of metal–oxide–semiconductor field-effect transistor fabrication process that uses
complementary and symmetrical pairs of p-type and n-type MOSFETs for logic functions.
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reduces the trapping probability of the free charge carriers (crucial mainly after long
exposure to radiation), providing the sensors with intrinsic radiation hardness [39].
A schematic of an HV-MAPS is shown in Figure 22.

Figure 22.: Schematic drawing of a four-pixel sub-matrix of an HV-MAPS. Each
pixel consists of a pn-junction with integrated electronics. Large deple-
tion zones are created due to the high voltage operation. [38]

A deep n-well is implemented in a p-substrate to form the sensor diode (see
Figure 23). The n-well works as a collection electrode, houses the in-pixel electronic
and shields it from high electric fields.

Figure 23.: HV-MAPS floating logic housed by the n-well. [38]

HV-MAPS are currently under research and development (R%D) to be imple-
mented in particle physics experiments, where their high sensitivity and fast response
make them well-suited for detecting charged particles and measuring their energy
and position. However, HV-MAPS also have some limitations, including the high
operating voltage that can lead to increased power consumption and heat genera-
tion [40]. They also require careful design to minimize the effects of crosstalk (see
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subsection 5.3.1) between adjacent pixels, which can degrade the spatial resolution 3

and decrease the noise rate due to the large fill factors 4.
The signal-to-noise ratio (S/N) is defined from the collected charge (Qin) and the

detector capacitance (Cdet) [28] as:

S/N ∝ Qin

Cdet
(35)

and from equation 25, we see that Cdet ∝ A. small collection electrodes decrease
the noise and increase the S/N ratio. Furthermore, a high capacitance can also affect
the time resolution 5. An amplifier with a short rising time and a fast discriminator is
desirable to improve the time resolution. The capacitance of the detector affects the
amplifier’s rising time because the charge collected in each pixel must be transferred
to the amplifier through a readout circuit. The larger the capacitance, the longer
the time it takes for the charge to be transferred to the amplifier, increasing the
amplifier’s rising time. The relationship between the capacitance and the amplifier’s
rising time can be expressed mathematically using the time constant (tr):

tr ∝
Cdet

CFB
(36)

Where CFB represents the amplifier feedback capacitance [41].

3.2.1. HV-MAPS Applications and Challenges

HV-MAPS are becoming increasingly important for particle physics experiments and
are under study for implementation in several particle physics applications. This
chapter discusses some of the applications and challenges of HV-MAPS.

Mu3e
Mu3e [42] is a particle physics experiment aimed at studying the charge lepton
flavor violating decay µ+ → e+e−e+ if its branching fraction is larger than 10−16,
or otherwise to exclude a branching fraction of > 10−16 at the 90% confidence level.
To achieve these goals, more than 1017 muons must be stopped in a target, and any
background mimicking the signal process must be suppressed to below the 10−16

3Position resolution refers to the detector’s capability to accurately determine the position of
particle interactions within its sensitive volume.

4Large fill factor detectors refer to sensor designs that maximize the active area available for charge
collection.

5Time resolution refers to the ability to accurately distinguish and resolve events that occur close
together in time.
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level. A schematic view of the experiment cut along the beam axis in phase I 6 is
shown in Figure 24, where a muon beam is stopped by a hollow Mylar double cone
target. The target is surrounded by four radial layers of HV-MAPS, which form the
pixel tracker and measure the vertex position and bending radius of the electrons
due to the 1 T magnet. The tracker is complemented by two timing detectors.

Figure 24.: Schematic view of the experiment cut along the beam axis in the phase
I configuration. [42]. The muon target, tracking, and timing detectors
are illustrated.

The energies of the decay particles range from the electron mass up to half the muon
mass, which is about 53 MeV. At the energies of interest, multiple Coulomb scattering
in detector material is the dominating factor affecting the momentum resolution. For
this reason, the chosen pixel tracker must be designed with a thickness of 0.1% of
the radiation length per layer. HV-MAPS is the only pixel sensor technology that
provides high rate capability while allowing to thin of the sensor down to 50 µm.

One challenge associated with this application is minimizing crosstalk between
adjacent pixels, which can degrade the spatial resolution. The sensors use specialized
guard rings around each pixel to address this challenge and minimize the induced
charge in neighbor pixels. In addition, to achieve the aimed Mu3e Phase II sensitivity,
the pixel tracker must deal with a stopping rate of 109Hz muons decay per second.
To further reduce combinatorial background without adding material, HV-MAPS
must reach a time resolution of O(1 ns) [42].

LHCb
In the coming years, the Large Hadron Collider (LHC) at CERN [44] is being upgraded
to work at higher luminosities, leading to the High-Luminosity LHC (HL-LHC) [45].

6The detector will be built in 2 phases. Phase I aims for a sensitivity of 10−15. Phase II will use a
new high-intensity beam under study at PSI [43], resulting in the aimed final sensitivity.
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The LHC experiments will also be upgraded to handle the increased luminosity
and data rate. LHCb PL(Large Hadron Collider beauty) [46] is one of the LHC
experiments that seek to undertake new measurements with unprecedented precision
in its search for new physics in CP-violating phenomena and rare decays in flavor
physics.

Among the tracking systems, the Scintillating Fibre(SciFi) Tracker [47] simulation
studies at increased luminosities result in an occupancy increase of up to 20% per fibre
per event in the innermost region, a ghost rate of 90% and an efficiency of between
50% and 60% which are unacceptable for the performance of the tracker [48]. One of
the proposed updates is the installation of the Mighty Tracker [49], a new hybrid
tracking system shown in Figure 25. It consists of scintillating fibers in the outer
regions and silicon sensors in the inner regions (MightyPix), where the hit density is
the highest. Figure 26 shows the studies for the SciFi at increased luminosities for
the present tracker and the proposed Mighty Tracker.

Figure 25.: Cross section of the LHCb detector. The SciFi tracker is highlighted in
red. The proposed Mighty Tracker consists of scintillating fibers in the
outer regions and Si sensors in the inner and medium regions.
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Figure 26.: Simulated reconstruction efficiency (left) and ghost rate (right) as a
function of momentum for a 1.5 × 1034cm−2s−1 luminosity. SciFi (blue)
denotes the geometry of the present scintillating fibre tracker, while
MT(red) represents the geometry of the Mighty Tracker. [49]

The challenge associated with this application is the need to operate the detector
in a high-radiation environment, which leads to radiation damage and increased
noise. To overcome this challenge, the proposed baseline technology for the silicon
sensors is High-Voltage CMOS detectors (HV-MAPS), which meet the requirements
for radiation hardness [39] (radiation tolerance of 6x1014 neqcm−2) and granularity 7.
Another challenge of the LHCb Mighty Tracker is the required value for the time
resolution of ∼3 ns for a relatively large pixel size of 100 x 300 µm2.

Panda
PANDA (AntiProton Annihilation at Darmstadt) experiment [50] is a particle physics
experiment that aims to study various topics around the weak and strong forces,
exotic states of matter, and the structure of hadrons. PANDA will be one of the key
detectors at the Facility for Antiproton and Ion Research (FAIR) [51] currently under
construction in the area of the GSI Helmholtzzentrum für Schwerionenforschung in
Darmstadt, Germany. The central part of FAIR is a synchrotron complex providing
intense pulsed ion beams.

Antiprotons produced by a primary proton beam will be filled into the High
Energy Storage Ring (HESR) [52]. In the HESR, the antiprotons are accelerated or
decelerated in a momentum range of 1.5 GeV/c to 15 GeV/c [53]. The antiproton
beam hits a fixed proton target inside the PANDA detector and undergoes annihilation
and scattering processes. A versatile detector, able to provide precise trajectory

7It refers to the size or dimensions of individual detector cells, within the sensor array. A sensor
with high granularity has smaller sensing elements, allowing it to capture fine details or variations
in the measured quantity.
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reconstruction, energy and momentum measurements, and very efficient identification
of charged particles, will be built to gather all the necessary information from the
collisions.

A variety of items of the PANDA physics program require a luminosity measure-
ment [54]. To determine the time-dependent luminosity, the elastically scattered
antiproton tracks must be measured precisely regarding the scattering angle [53].
Therefore, a tracking detector was developed, which allows the reconstruction of the
antiproton tracks with high precision. The luminosity detector requires sensors with
good spatial resolution, good energy resolution 8, and high rate capability. In addi-
tion, the sensors need to have a low material budget to minimize multiple scattering
and should be able to operate under vacuum conditions with low power consumption.
These requirements led to choosing HV-MAPS as the preferred detector technology.

PANDA experiment sets high demands on the track reconstruction resolution and
energy resolution for good particle identification at very high reaction rates of up to
20 MHz. One of the challenges associated with this application is that most of the
HV-MAPS prototypes were designed to deliver a fast response rather than a good
energy resolution. New engineering runs incorporate designs with two comparators,
one fast for good time resolution and one slow for good energy resolution, making it
possible to employ HV-MAPS for luminosity measurement of the PANDAS experi-
ment.

TelePix
At the DESY II Test Beam facility [55], users can study the response of novel
detectors to particles with an electron beam. MAPS-based telescopes (MIMOSA-
26 sensors [56]) are provided in each beam area. MAPS provides good position
resolution, but as most of the charge is collected via diffusion, they do not offer
the best time resolution. In the case of the MIMOSA detector, the rolling shutter
architecture further limits the time resolution to ∼230 µs. Since the demand for
better timing is becoming more relevant, DESY foresees several upgrades of the
telescopes. TelePix [57] is an upgrade project to provide track time stamping with
a precision greater than five ns. Small-scale prototypes have been characterized,
showing efficiencies above 99% over a threshold range of more than 100 mV and time
resolutions of 3.16 ns at low noise rates [57].

One of the challenges for this application is the pixel size. The current TelePix pro-
8Energy resolution refers to the ability of the detector to accurately differentiate and measure

the energies of incident particles, providing a quantifiable measure of the detector’s ability to
distinguish between different energy levels.

46



HV-MAPS for Particle Physics Experiments

totype uses a pixel size of 25x165 µm2. Smaller pixel sizes would further improve the
time resolution due to the direct proportionality with the pixel area, but the sensor
scaling presents diverse difficulties. Reducing the pixel size increases the total number
of pixels within the sensor and, thus, the number of connection lines to the digital part
sitting in the periphery. The increased number of lines and the subsequently reduced
distance between them result in increased crosstalk and fake hits. Additionally, the
area of the pixel needed for the in-pixel electronic will be limited. As for the device
functionality, high electric fields are likely to occur in the inter-pixel region, increas-
ing the capacitance due to a reduced maximum operating voltage and depletion depth.

In conclusion, HV-MAPS offers many unique advantages for particle physics
experiments, including high sensitivity, fast response times, and radiation hardness.
However, several challenges must be addressed for specific applications requiring
further research and development (R&D) to improve their performance. The latter
constitutes the main motivation of this thesis.

3.2.2. HV-MAPS Prototypes

Starting in 2007, when the HV-MAPS concept was published, the R&D for imple-
menting this sensor for the Mu3e pixel tracker started. Several prototypes denoted
MuPix sensors have been created for phase I of the Mu3e experiment, from the
small-scale MuPix1 prototype to today’s MuPix11. On the road, other sensors based
on a similar concept but with different specifications have been studied, like the
ATLASPix [39], TelePix [57], and the MightyPix [49]. Additionally, other general
characteristics of the HV-MAPS sensors as pixel size, amplifiers, and comparators,
are under study as part of two engineering runs.

As part of an R&D cycle, sensors must be designed, manufactured, commissioned,
characterized (in the laboratory and under an accelerator beam), evaluated, and
optimized. This thesis presents the results of the optimization and characterization
of three HV-MAPS prototypes. Results from the MuPix10 characterization under
an accelerator beam are presented in Chapter 7. Accordingly, the MuPix10 sensor
is introduced in detail in this chapter. The findings using TCAD simulation in
the ATLASPix, MuPix8, and MuPix10 structures are shown in Chapter 5. These
prototypes have a different readout scheme and pixel design than the MuPix10.
Therefore, the unique characteristics of these sensors are also presented in this
chapter. The testebam characterization of the MuPix8 and ATLASPix sensors is not
a subject of this thesis and can be found in [58] and [59], respectively.
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MuPix10
MuPix10 is produced in a 7 aluminum metal layer process with a minimum gate
length of 180 nm provided by TSI [60] semiconductors. Unlike previous prototypes
designed to solve the technology challenges of the HV-MAPS, the MuPix10 design
goal is to provide a full-scale chip that fulfills all the requirements for the Mu3e pixel
tracker.

The chip layout from Figure 27 shows the active pixel matrix and the periphery,
which occupies a total area of 20.66 x 23.14 mm2. The sensors have been produced
on wafers with different substrate resistivities and thicknesses. The pixel matrix
(256 x 250 pixels each with an 80 x 80 µm2 pitch) is subdivided into submatrixes,
and each readout by an individual data link. The periphery makes up 13% of the
total chip surface, of which 2.2% correspond to the bond layout. The periphery also
houses the digital-to-analog converters (DAC) and the clocked circuitry to digitize
and read out the pixel hits. The sensor architecture is sketched in Figure 28.

Figure 27.: MuPix10 chip layout highlighting the pixel matrix and the periphery.
Each submatrix is readout by an individual data link.

The active pixel comprises the sensor diode (n-well and the p-doped substrate).
The n-well houses the charge-sensitive amplifier (CSA) and a source follower (SF).
The SF drives the analog signal to the readout cell in the periphery. The analog
pulse arriving at the readout cell is AC coupled to a system of two comparators with
individual thresholds.

The comparators can be used individually or can share tasks. The common
threshold for each comparator is set globally. Individual 3-bit digital-to-analog
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Figure 28.: Schematic drawing of the signal chain of the MuPix10 sensor, including
the in-pixel electronics and the digital periphery.

converters (DAC) allow for fine-tuning each pixel threshold. This feature can ensure
a uniform signal response or noise suppression over the pixel matrix [61]. A fourth
enable bit can be used to mask out noisy pixels. Additionally, the comparator flags
the hits and measures the time-of-arrival (ToA) when the signal of the rising edge
crosses the threshold (see Figure 29). The measured timestamp is 11 bits wide with
an 8 ns binning.

Figure 29.: Two-comparator threshold methods as implemented in MuPix10. In
the mixed mode, the ToA is determined by the low threshold and
time-of-fall by the high threshold.

When the pulse drops below the threshold, a second 5-bit timestamp (TS2) is
stored typically with 128 ns binning to cover a pulse duration range of 4 µs. The
subtraction of the timestamps allows calculating the time-over-threshold (ToT),
which is a 5 bits measure of the deposited energy.
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In Figure 29, it is visible that the stored ToA depends on the pulse height, and
long pulses result in lower ToA. This effect is referred to as timewalk. The impact
of timewalk can be reduced by lowering the threshold or measuring the ToT and
correcting this effect in the offline analysis. Lowering the threshold can lead to
an increase in noise-induced hits. To address this, the second comparator was
implemented, allowing samples of the ToA on a lower threshold with little timewalk,
while the other comparator, on a higher threshold (well above the noise), generates
the hit flag. It is possible to use only one comparator or a mixed mode where the
ToA is defined by the lower threshold and the time-of-fall by the higher threshold.

The sampling of the second timestamp is affected if the hit is read out before
TS2 is sampled (Figure 30a). The scheme pictured in Figure 30b is implemented for
a correct ToT measurement and subsequently enables the possibility of timewalk
corrections. When the comparator sets the hit flag, a delay period starts. If the
delay is correctly chosen, TS2 will be properly sampled even for hits with large ToT.
As the delay is the same for all pixels, the time ordering of the readout hits remains
unchanged.

(a) Timestamp sampling without delay. (b) Sampling with delay after hit flagging.

Figure 30.: Readout time (RO) and timestamp sampling for different pulse lengths
using a constant delay. [41]

The registered hits are read out in a column-drain fashion. The data is serialized by
the on-chip state machine [41] and sent out via 1.25 Gbit/s links. To test single chips,
the sensors are mounted onto a specifically designed Printed Circuit Board (PCB),
which was developed to supply all necessary voltages, currents, clocks, and other
signals and are configured and read out via the DAQ system presented in [62]. The
MuPix10 chip can be connected to the PCB via an edge connector and a daughter
PCB called “insert” on which the chip is glued and bonded, as depicted in Figure 31.
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Figure 31.: MuPix10 chip mounted on the insert and PCB.

MuPix8
The MuPix8 [58] sensor, which preceded the MuPix10, was the first large-scale sensor
developed for the Mu3e experiment (sensor size of 10.7x19.5 mm2). Unlike MuPix10,
MuPix8 was produced in the AH18 process by ams AG [63]. The primary objective
of the MuPix8 prototype was to investigate various aspects such as sensor size, power
network, and potential cross-talk issues associated with the long analog readout lines.
The sensor and in-pixel layout are shown in Figure 32. Table 2 compares the design
parameters of MuPix8 and MuPix10. The most notable change is the chip size.

Table 2.: MuPix8 and MuPix10 sensor specifications.

MuPi8 MuPix10
Pixel size [µm2] 81x80 80x80
Sensor size [mm2] 10.7x19.5 20.66x23.18
Active area [mm2] 10.3x16.0 20.48x20.00
Sensor thickness [µm] 53, 100 50, 60, 70, 80, 100
Substrate resistivity9 [Ωcm] ≈20, 80, 200 ≈20, 200

9The given resistivities are only approximate and are specified in the ranges 10–20 Ωcm (20),
50–100 Ωcm (80) and 200–400 Ωcm (200).
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Figure 32.: Sensor size comparison of MuPix8 and MuPix10 prototypes. The main
area is the active pixel matrix, and the stripe at the bottom is the
periphery.

ATLASPix
In addition to the Mu3e experiment, HV-MAPS technology has been extensively
studied for its potential implementation in other experiments. An example of such
an application is the ATLASPix, which was proposed and designed as an option
for the outer layer of the Inner Tracker Pixel detector of the ATLAS (an acronym
for A Toroidal LHC ApparatuS) tracking system upgrade [64]. The architecture of
the ATLASPix sensors differs from that of the MuPix sensors as it incorporates an
in-pixel comparator, as depicted in Figure 33. The digital nature of the pixel pulse
transmission offers advantages over the analog approach used in the MuPix sensors
since the adjustability of the normalized pulse height enables complete crosstalk
suppression without compromising efficiency.

Figure 33.: ATLASPix signal chain schematic, including the in-pixel electronics
and the digital periphery.
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Several ATLASPix prototypes have been designed in AMS/TSI 180 nm process
to meet the ATLAS Inner Tracker detector requirements. The first-generation
ATLASPix1 10 [59] (pixel size: 130 × 40 µm2) has proven high radiation toler-
ance and detection efficiency in testbeam studies [39]. ATLASPix2 [65] (pixel size:
110 × 45 µm2) chronologically introduced the sorting of hits. ATLASPix3 [66] (pixel
size: 150 × 50 µm2) is the first full reticle size, with a pixel size of 2x2 cm2. It adopts
some of the design blocks from its predecessors while ensuring compatibility with
RD53A readout and configuration protocol [67].

Furthermore, ATLASPix−IsoSimple [39], one of the ATLASPix1 prototypes, in-
troduces a deep p-well, as sketched in Figure 34b. The deep p-well facilitates the
complete decoupling of the PMOS (p-type metal-oxide-semiconductor) transistors
from the n-well, thereby enabling the integration of digital CMOS electronics within
the active detection area without a possible parasitic coupling into the signal col-
lection electrode. The utilization of CMOS electronics within the pixel allows for
implementing of complex in-pixel electronics, offering the possibility of relocating
circuits from the periphery into the pixel itself. This approach reduces the size of
the periphery and the non-active detection surface area.

(a) Shallow p-well: ATLASPix−Simple. [59] (b) Deep p-well: ATLASPix−IsoSimple. [39]

Figure 34.: Cross-section of floating logic for ATLASPix prototypes. [68]

10Note that for the ATLASPix1 chip, three different prototypes were included in the same reticle
(ATLASPIx−Simple, ATLASPIx−IsoSimple and ATLASPIx−M2). Each with a different pixel
size and active area. Additionally, differences in the on-chip electronic are implemented. Due to
a different signal line routing, the pixel size for ATLASPIx−M2 is reduced to 60 × 50 µm2
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Chapter 4

TCAD Simulation Tools

In recent years, the field of detector development has undergone significant advance-
ments, driven by the increasing demand for high-performance detectors in a wide
range of applications, such as medical imaging, radiation detection, and high-energy
physics experiments. The performance of these detectors is crucial for many appli-
cations, and optimizing their performance requires a deep understanding of their
physical operation.

TCAD, which stands for Technology Computer-Aided Design, uses numerical
modeling techniques to develop and optimize semiconductor technology processes
and devices. Some of the first TCAD tools were developed in the 1980s at Stanford
University [69]. TCAD tools numerically solve the five classical semiconductor device
equations (Poisson’s electrostatic potential, electron and hole continuity, and electron
and hole drift-diffusion current equation). These tools typically operate at the
device level using fundamental physical models and usually only incorporate basic
external circuit elements. In contrast, “mixed-mode” simulators incorporate more
comprehensive models for external circuit elements. These advanced tools integrate
TCAD (Technology Computer-Aided Design) with SPICE [70] (Simulation Program
with Integrated Circuit Emphasis) models, enabling a more holistic simulation
approach.

TCAD simulations can be used to study the transport of charge carriers within a
detector. Another advantage of TCAD simulations is the possibility to explore and
understand a wide range of design options quickly and efficiently. Instead of building
and testing multiple prototypes, it is possible to simulate different detector designs
and evaluate their performance under varying operating conditions.

TCAD simulations can also be used to study the effects of radiation damage on
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semiconductor detectors. Radiation damage degrades the performance of detectors
over time, leading to reduced efficiency and increased noise. By simulating the effects
of radiation on detector materials, it is possible to develop more robust detectors
that can withstand high levels of radiation exposure.

4.1. TCAD tools

A modern TCAD software package includes several simulation tools like the process
simulator, the device simulator, the Graphical User Interface (GUI), and visual-
izations tools. This thesis uses 2D and 3D device simulation software developed
by Synopsys [5]. Relevant device physics, such as doping concentration effects and
electric field-dependent mobilities, are incorporated into the program.

4.1.1. Sentaurus Structure Editor

In Sentaurus Structure Editor (SDE) [71], 2D and 3D structures using geometric
models can be generated or edited using the GUI or batch mode (scripts based on
Scheme [72] scripting language). In addition, doping profiles (constant, analytic, or
external) and contacts are defined. Figure 35 shows an example of a 2D and 3D pixel
geometry generated with SDE. Additionally, it generates the necessary input files for
the meshing and device simulation.

(a) 2D. (b) 3D.

Figure 35.: 20Ω cm ATLASPix pixel-geometry reconstruction using SDE.
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4.1.2. Mesh Generator

TCAD simulates the electrical parameters using the finite element method (FEM) [73].
The FEM is widely used to solve differential equations for complex device geome-
tries numerically. It accomplishes this by discretizing the continuum description of
semiconductor device equations into a simulation model composed of a finite number
of points. This transformation allows the problem to be represented as a linear
system of equations, which can be efficiently solved using linear algebra methods. By
applying FEM, complex device behaviors can be accurately analyzed and understood
through the systematic approximation of their mathematical representations. The
global solution is then obtained by combining the solutions for the many elements.

To obtain the solutions in an arbitrary geometry, we must subdivide the surface
or volume into rectangular, triangular, prismatic, or pyramidal sub-elements small
enough that the solution is locally polynomial in this domain and can be approximated
by a polynomial. The sum of all sub-elements covering the simulation geometry is
called the mesh. One of the key components of the Synopsis TCAD is the Sentaurus
Mesh Generator (SNMESH) [74], a powerful tool that enables the generation of
high-quality meshes.

A mesh example for a 2D ATLASPix simulation can be seen in Figure 36. To
obtain a good approximation of the solution using the FEM, the mesh element’s size
must be chosen to be sufficiently small. Regions, where the solution is expected to
vary rapidly, require a smaller mesh size to ensure that the solution can be represented
as a local polynomial function. TCAD software use known quantities in the geometry,
such as impurity concentration, to generate the mesh sub-elements covering the
domain to simulate.

Figure 36.: Meshing example in the ATLASPix pixel-geometry using SNMESH.
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SNMESH is a highly versatile tool that can handle a wide range of geometries,
including complex 3D structures and layered materials. The mesh generator also
offers automatic mesh refinement, which helps ensure the mesh is optimized for
accuracy and efficiency. However, no method exists to determine the perfect mesh. A
case-by-case study must be performed to ensure the validity of the solution obtained.
This is essential for accurate simulations, as small errors in the mesh can lead to
significant inaccuracies in the simulation results.

4.1.3. Sentaurus Device Simulators

Sentaurus Device simulation (SDEVICE) [75] simulates electronic devices’ electrical
and optical behavior. The selection of physical models is a very important step
in getting realistic results from the device simulator. Examples of these models
include mobility models, carrier transport mechanisms, velocity saturation, carrier
generation, and recombination. Some of the models need extra refinements of the
grid at critical positions. Appendix B lists the physics section of the SDEVICE input
file used for the simulation results presented in this thesis.

Transient simulations

Transient simulations are used to analyze the behavior of a device over time. These
simulations are particularly useful for understanding how a device responds to changes
in its environment, such as when a particle interacts with the detector and can be
used to identify potential design issues or performance limitations.

Figure 37 shows the transient simulation example of the integrated charge collected
during 15 ns by a MuPi8-like pixel in a 80Ω cm substrate resistivity with a 40µm
thickness and a bias voltage of -60 V when a MIP passes through different in-pixel
positions. Determining the charge collected at different positions can help predict
inefficiencies within the pixel matrix.

Quasi-stationary simulations

With SDEVICE, it is also possible to perform quasi-stationary simulations. These
are used to study the steady-state behavior of a device. Quasi-stationary simulations
are useful for analyzing the performance of a device over a range of operational
conditions and identifying potential design optimizations.
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Figure 37.: Transient simulation results of the charge collected during 15 ns by
a MuPi8-like pixel in a 80Ω cm substrate resistivity with a 40µm
thickness and a bias voltage of -60 V when a MIP (with equivalent energy
transfer of 112 e-h/µm) passes through different in-pixel positions.

Figure 38 shows an example of the electric field distribution and depletion zone in
an HV-MAPS prototype obtained using quasi-stationary simulations. The depletion
depth is a distinct characteristic of silicon detectors and is widely studied using
TCAD simulations.

Figure 38.: Quasi-stationary simulations of the Electric Field distribution and
depletion zone in an ATLASPix3-like pixel in a 80Ω cm substrate
resistivity with a 40µm thickness and a bias voltage of -60 V. The
white line inside the n-well and the p-doped substrate defines the
depletion depth edges.
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Additionally, Figure 39 shows the electrostatic potential distribution at the junction
between the n-well and the pixel isolation for different mask1 lengths. The simulation
results show that a short distance between the isolation and the n-well (defined by
the mask) produces an abrupt change in the electrostatic potential. This sudden
change can result in high electric fields that create large leakage currents due to
avalanche multiplication, bringing the sensor into the breakdown. These results can
be used to optimize the pixel design dimensions.
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Figure 39.: Quasi-stationary simulations of the electrostatic potential along a par-
allel line to the sensor surface, from inside the n-well to the edge of the
pixel, for different masks in a MuPix8-like pixel structure in a 80Ω cm
substrate resistivity with a 40 µm thickness and a -60 V bias voltage.

Finally, Figure 40 shows the result of a mixed-mode quasi-stationary simulation,
used to compute the junction capacitance2 as a function of the applied voltage for
different pixel sizes and substrate resistivity in a generic HV-MAPS with 20µm
thickness. The junction capacitance is essential as it directly impacts the signal-to-
noise ratio and overall detector performance.

The results were computed as 1/C2
j since it shows a linear behavior as a function

of the voltage up to the full depletion (Equation 26). After full depletion, the 1/C2
j

behavior with the voltage is constant since the depletion region cannot extend beyond
the thickness of the sensor. The simulation results show that while the 1000Ω cm

1Mask is an area around the n-well which is excluded from a high boron concentration, used for
pixel isolation. More details are in Chapter 5

2By default, a device simulated in 2D is assumed to have a “thickness” in the third dimension of
1µm. As a result, the capacitance results are given in Cµm−1 for 2D, and C for 3D devices.
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substrate reaches full depletion at ∼10 V, the 20Ω cm does not reach full depletion
inside the studied voltage range. The curve shows the expected behavior where higher
substrate resistivity has lower capacitance due to the larger depletion. Meanwhile,
a large pixel size results in a capacitance increase. This result helps estimate the
junction capacitance for different layout designs and optimize for possible operating
voltages and wafer resistivities.
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Figure 40.: Junction capacitance as a function of voltage for different pixel sizes
and substrate resistivity in a generic HV-MAPS with 20 µm thickness.
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Chapter 5

TCAD Simulation of HV-MAPS

HV-MAPS operation is intricately tied to their design, making optimizing the pixel
layout critical to achieving the desired performance levels. In this regard, TCAD
simulations have emerged as an indispensable tool. TCAD facilitates the exploration
of diverse design options, enabling the identification of optimal parameters that
maximize the sensor’s performance according to specific experimental requirements.
Taking advantage of TCAD simulations, it is possible to effectively predict and
analyze essential electrical characteristics of the HV-MAPS devices, including the
electric field distribution, charge collection efficiency, and noise performance.

This chapter comprehensively analyzes the results obtained from TCAD simulations
of HV-MAPS prototypes. The study examines the effects of various design parameters,
such as pixel size, doping concentration, thickness, and biasing voltage, on the sensor’s
overall performance. To ensure the credibility of the findings, a qualitative analysis
is performed by comparing selected simulation results with experimental data, thus
validating the accuracy and reliability of the proposed TCAD model.

5.1. PN-junction

In Chapter 2, pn-junctions were introduced as the building blocks of silicon detectors.
To study the behavior of HV-MAPS using TCAD Simulations, a pn-junction was
created as the initial step in the simulation process. It is crucial to note that:

• Boron-doped Si substrate (p-substrate) with a highly doped n-well as the
collection electrode was used in the simulations. This configuration was kept
through all the simulations and the HV-MAPS prototypes.

• This configuration is more effective for particle detection than using an n-type
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substrate because the charge collected for the segmented electrodes are the
electrons, which have higher mobility than holes, making them more efficient
in the charge collection process.

To simulate a basic pn-junction using SDE (Subsection 4.1.1), the following steps
were used:

1. Definition of the physical structure of the pixel, including the dimensions and
materials. The dimensions of the pn-junction may vary between different
prototypes.

2. Specification of the doping profiles and concentrations.

• For the p-substrate, a uniform concentration is used, which variate between
different prototypes.

• Since the doping profiles are a company secret, the n-well doping concen-
tration has to be estimated. The n-well doping concentration was reverse-
engineered and calculated for an HV-MAPS prototype in a 10 Ωcm wafer
in [76]. Based on the reported results, a value of 6.5×1015 cm−3 was set
as the n-well phosphorus concentration in this thesis.

• The n-well profiles were reproduced assuming that they were created using
diffusion (see Section 2.2). Diffusion is preferred over ion implantation for
deep n-well since diffusion can create a more uniform doping profile with
a smoother transition between the doped and undoped regions. This is
particularly important since any variations in doping concentration can
lead to non-uniformities in the detector response and affect its performance.
In addition, diffusion allows for creating much deeper wells than ion
implantation.

• With this assumption, a Gaussian function was used to reproduce the
dopant distribution in the n-well. The Gaussian distribution function is
suitable for modeling the dopant distribution in an n-well region because
it has a maximum at the center of the distribution, which corresponds to
the highest dopant concentration, and decreases gradually towards the
edges of the region. This accurately models the behavior of the dopants
in the n-well region, which gradually decrease towards the edges due to
diffusion. In addition, the Gaussian function has well-defined parameters,
such as the mean and standard deviation, which can be used to control
the shape and size of the distribution.
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• As seen in Section 2.2, the doping process also creates lateral diffusion,
extending to around 75%–80% of the vertical diffusion depth. The error
function was chosen as the suitable function for modeling the lateral dopant
distribution in the n-well region because the error function parameter can
be used to control the shape and size of the distribution.

Figure 41 shows the simulated doping concentration distribution of a generic
HV-MAPS pn-junction in a 20 Ωcm substrate. The n-well is visible and was
created following the previously explained steps using a maximum concentration of
6.5×1015 cm−3.

Figure 41.: Generic HV-MAPS pn-junction in a 20 Ωcm substrate. The black
line represents the junction line. The n-well is defined as a Gaussian
function with a maximum concentration of 6.5×1015 cm−3. For lateral
diffusion, the error function is used.

5.1.1. Biasing Structure

In Section 2.2, two critical steps in the sensor manufacturing process, oxidation,
and metallization, are introduced. Both of these steps are essential in the sensor
performance and are accordingly included in the simulations. For oxidation, a layer
of SiO2 is created in the frontside face of all simulated structures. An etching step
was also included in the contact areas, where Al metallization was used. The contact
points vary depending on the specific prototype being simulated. HV-MAPS utilized
a multi-metal layer structure consisting of 6 metal layers for ams and 7 for TSI
technology. The metal layers serve not only for readout but also for biasing the
sensor. Frontside biasing offers greater design flexibility than backside metallization
as it enables the creation of complex, multi-functional devices with different regions
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of the device biased independently. This is particularly important in applications
where multiple device regions require different biasing for optimal performance. In
addition, utilizing the pre-existing multilayers for biasing eliminates the need for
creating an additional aluminum layer in the backside, reducing fabrication steps,
material, and radiation length.

The simulation structure presented in this thesis includes the contacts and oxide
structure, which are illustrated and highlighted in Figure 42 for a generic HV-MAPS.

Figure 42.: Generic HV-MAPS pixel layout in a 20 Ωcm substrate with oxidation
and metallization structures included using SDE simulation.

After creating the contacts, oxide, and pn-junction, the SDE simulation output was
fed into the SDEVICE (see Section 4.1.3) tool to investigate the electrical behavior
of various designs. The SDEVICE simulation involves two essential steps: defining
the physical models (presented in Appendix B) and biasing the electrodes.

5.2. Depletion zone

The pn-junction is operated under reverse bias, causing the depletion region to widen.
The n-well is designed so that the depletion zone matches the pixel’s shape, ensuring
that the entire sensor active matrix is sensitive to irradiation. As a charged particle
passes through, it generates electron-hole pairs, which are separated by the electric
field in the depletion region and collected by the electrodes.

The depletion zone is a distinctive characteristic of HV-MAPS sensors, and this
section studies its behavior under different operation conditions to ensure a full
depletion coverage over the whole sensor active matrix. The depletion zone width is
defined as the distance between the edges of the p- and n-regions depleted of free
charge carriers. The edges are determined by the concentration of dopants in the
semiconductor material and applied voltage.
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In a typical pn-junction (abrupt “infinite” 1), as the one shown in Figure 43, the
depletion extends vertically, as shown in Figure 44a. This classic model does not
fully describe the real shape of pixel detectors’ pn-junction. For a more realistic
pn-junction model like the HV-MAPS shown in Figure 41, the depletion extends
vertically through the thickness of the detector but also horizontally across the pixel,
as shown in Figure 44b.

Figure 43.: Doping concentration distribution for an abrupt “infinite” junction. A
20 Ωcm substrate was used.

5.2.1. Voltage dependence

Figure 45a presents the depletion width in the middle of the n-well as a function of
the applied voltage for a set of substrate resistivities. The simulation results reveal
that the depletion zone width increases as the voltage increases for all substrate
resistivities. This is due to the reverse bias effect explained in Section 2.3.2, where
the minority charge carriers are injected into each side of the junction, attracting
the majority charge carrier, which leaves behind an ionized atom. As the voltage
increases, more free charge carriers are attracted, and the depletion zone widens.

5.2.2. Substrate resistivity dependence

The substrate resistivity is an important factor that affects the electrical properties
of the pn-junction and the behavior of the depletion region. From Figure 45a, it is
clear that the depletion zone increases not only with the increase of the voltage but
also with the increase of the resistivity. Figure 45b explores how the depletion zone of
HV-MAPS changes in response to the substrate resistivity using TCAD simulation.

1Constant doping and n-type and p-type material have the same dimensions.
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(a) Abrupt "infinite" junction .

(b) Gaussian gradient junction.

Figure 44.: TCAD SDEVICE electric field distribution in a 20 Ωcm substrate at
-20 V. The white lines define the border of the depletion zone.
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Figure 45.: TCAD simulation vertical depletion width in a generic HV-MAPS as
(a) a function of voltage and (b) resistivity.

The depletion zone increases as the substrate resistivity increases 2 because fewer
carriers are available to neutralize the charge created by the minority carriers that
diffuse across the junction. As a result, the depletion region widens to maintain the

2The number of majority-free charge carriers decreases when the doping concentration decreases,
inversely proportional to the resistivity
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balance between the diffusion and recombination of minority carriers. While the
depletion zone increases for high substrate resistivities, the opposite effect occurs
over the electric field due to decreased free charge carriers (as seen in equation 11).

Figure 46 shows the electric field distribution and depletion width in the center of
the n-well along the sensor thickness for different substrate resistivities in a MuPix8
sensor thinned to 40µm and a bias voltage of -60 V. A large depletion zone, as is
the case for the higher substrate resistivities, can increase the charge collected, but
a high electric field, as is the case for the lower substrate resistivities, is ideal for
fast-timing applications. Selecting the ideal substrate resistivity is a challenging
step in the sensor design. HV-MAPS prototypes have been developed in different
substrate resistivities to study its effect on detector performance (Chapter 7).

Figure 46.: Electric field and depletion in the center of the n-well along the sensor
thickness for different substrate resistivities in a MuPix8 sensor thinned
to 40 µm at -60 V.

5.2.3. Biasing

As previously seen, the depletion width depends on the voltage and resistivity.
However, the biasing design is another factor that affects the depletion zone. Figure 47
shows the electrostatic potential and depletion zone for different biasing configurations
for a generic HV-MAPS with a 200Ω cm substrate and -40 V external voltage.

Front-side biasing in HV-MAPS is the result of the previously discussed multi-layer
structure. For this configuration, the depletion zone (Figure 47a) follows the shape
of the n-well and grows as ∼

√
V until the depletion region reaches the high voltage
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(a) Front-side biasing.

(b) Back-side biasing.

(c) Front-side biasing with extra HV contact outside the pixel matrix.

Figure 47.: Electrostatic potential and depletion zone for different biasing configu-
rations schemes in a generic HV-MAPS with a 200Ω cm substrate and
-40 V external voltage. The color scale from sub-figure (c) describes
the electrostatic potential for the three configurations.

contact. From this point, the electric field inside the depletion zone causes a decrease
in the electrostatic potential in the substrate, and the width of the depletion zone as
a function of the applied voltage is reduced compared with the backside biasing case
(Figure 47b). The results show that back-side biasing produces a more homogeneous
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depletion zone for a given voltage and resistivity.
A solution to the front-side biasing electrostatic potential reduction in the substrate

is to bias the sensor using a high voltage contact outside the pixel matrix, as shown
in Figure 47c. This contact keeps the substrate at the desired electrostatic potential,
even for large depletions.

It is important to note that even if front-side biasing is used in most of the
HV-MAPS prototypes, back-side biasing is possible and was studied in the work
presented in [59].

Figure 48 analyzes how the depletion zone of HV-MAPS changes as a function
of the substrate resistivity for a bias voltage of -60 V and -120 V, using TCAD
simulation data and theoretical results. The plots show five different data sets. The
first curve, in pink, is obtained from the theoretical model given by equation 20
(where Vbi was substituted by Vext = -60 V and -120V). The second data set, in
black, shows the results of a TCAD simulation of an abrupt “infinite” junction.
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(b) -120V.

Figure 48.: Depletion zone width as a function of the resistivity for different pn-
junction configurations and voltages, using TCAD simulation data and
the theoretical results from the abrupt “infinite“ junction model.

The third data set (in light blue) represents a gradient “infinite“ junction. In the
gradient n-well, the doping concentration near the junction is lower than in the case
of the abrupt junction (Figure 49). Consequently, fewer carriers are available during
diffusion to neutralize the charge created by the carriers that diffuse into the n-side
of the junction. As a result, the depletion region extends slightly deeper into the
n-well and less into the p-substrate than the abrupt junction, as shown in Figure 50.
However, the total depletion width as a function of the resistivity still follows the
theoretical results.

73



TCAD Simulation of HV-MAPS

0 2 4 6 8 10
Position [ m]

0

1

2

3

4

5

6

7

C
on

ce
nt

ra
tio

n 
[1

015
 c

m
3 ]

Junction

Gauss gradient
Abrupt

Figure 49.: Donor concentration inside the n-well for an “infinite” Gauss gradient
and abrupt junction distribution.
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(a) p-substrate depletion width.
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Figure 50.: TCAD simulation depletion width in an “infinite” abrupt and gradient
pn-junction at -60 V bias voltage. Due to the lower concentration near
the n-side of the junction for a Gaussian distribution, lower depletions
depths are created inside the p-well (a) and larger inside the n-well (b)
compared with the abrupt distribution. Due to the high concentration
of dopants in the n-well compared with the p-substrates, the depletion
inside the n-well is minimal and stays constant for most of the studied
resistivities. For low resistivities (high concentrations of dopants) in
an abrupt n-well, the concentration difference between the n-side and
p-side of the junction is reduced enough to slightly increase the depletion
inside the n-well compared with higher substrate resistivities.

In contrast to the other simulated structures, the depletion width data set of
the basic gradient front-side biasing (purple), as the one shown in Figure 47a, does
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not follow the theoretical predictions presented in subsection 2.3.1. This is due
to the decreased electrostatic potential in the substrate when the depletion region
touches the HV electrodes, resulting in a slower increase of the depletion zone. The
introduction of the extra contact outside the pixel matrix results in a depletion zone
(orange) that follows the theoretical predictions. If the HV contact is correctly placed,
the depletion zone follows the expected behavior even for large voltages (Figure 48b).
In the following this biasing structure will be used for the simulations to resemble
the biasing ring connected around the pixel matrix in the HV-MAPS prototypes.

5.2.4. n-well

The HV-MAPS pn-junction can be described as a flat region with cylindrical-like
shape edges. In the flat region, the diffusion process that creates the depletion zone
occurs mostly in the vertical direction creating a more homogeneous electric field
profile. However, in the edges, due to the cylindrical-like shape, the diffusion occurs
in several directions, forming a cylindrical shell. This effect is sketched in Figure 51.

Figure 51.: Depletion zone of HV-MAPS in a 20 Ωcm substrate at -20 V. The
n-well can be described as a flat region with cylindrical-like shape edges.

Figure 52 shows the depletion width in the center of the n-well for different n-well
sizes in a generic HV-MAPS in a 400 Ωcm substrate at different voltages. The
decrease in depletion width for small n-well sizes results from a decrease in the size
of the flat region (bottom Figure 53). The full n-well tends to be cylindrical-like,
creating diffusion in several directions. The charges near the pixel’s center also
diffuse to the lateral side of the n-well, decreasing the depletion width in the vertical
direction for a given voltage and resistivity, as shown in Figure 53 for a 200Ω cm

substrate at -60 V.

5.2.5. Lateral depletion

The depletion in the horizontal direction (Figure 54) is a key parameter that needs to
be considered in the design of HV-MAPS. The depletion zone must be wide enough
to ensure that the charge created for an incident particle is collected independent of
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Figure 52.: Depletion zone width as a function of the n-well size in a generic
HV-MAPS in 400 Ωcm substrate at different bias voltages with external
contact.

Figure 53.: TCAD simulation of the effect of the n-well size over the depletion
width in a 200 Ωcm substrate at -60 V. As the n-well size decreases,
the flat region (represented in the upper figure) decreases. As a result,
the n-well tends to have a cylindrical-like shape (represented in the
bottom figure). The cylindrical-like shape creates diffusion in several
directions, resulting in lower depletion zones in the vertical direction.

the in-pixel position. One solution is to increase the n-well area closer to the pixel
edge. However, an increase in the n-well area is limited by the fabrication process,
the maximum operable pixel capacitance, and spatial resolution.

The width of the lateral depletion depends on the voltage, doping, and thickness
of the n-well. The thickness of the n-well and concentration are process parameters,
but the working voltages and resistivities can be considered for the pixel design.
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Figure 54.: Lateral depletion of HV-MAPS in a 20 Ωcm substrate at -20V.

Figure 55 presents the lateral depletion near the Si/SiO2 interface (1 µm) as a
function of the substrate resistivity for different voltages. The behavior with resistivity
and voltages is similar to that in the vertical direction but with a width reduction
up to ∼50µm in the study range. This reduction in the horizontal direction is due
to the cylindrical-like shape growth of the depletion zone in the pixel edge.
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Figure 55.: Lateral depletion of HV-MAPS as a function of the resistivity for
different applied voltages in a 62 µm n-well.

For good detection efficiencies, the detector design needs not only to consider the
point where the lateral depletion close to the Si/SiO2 interface reaches the pixel edge
but also that deeper in the substrate, the lateral depletion reaches the pixel edge.
This way, enough depletion would be created to avoid inefficiencies in the inter-pixel
region.

Figure 56 shows two examples of lateral depletion. In Figure 56a, the depletion
reaches the pixel edge, but most of the inter-pixel region is still undepleted. A higher
operational voltage assures larger depletions in the inter-pixel region, as shown in
Figure 56b. Despite the larger depletion due to the shape of the depletion zone, the
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vertical depletion in the inter-pixel region is smaller compared with the center of the
depletion in the center of the pixel.

(a) -60 V.

(b) -100 V.

Figure 56.: Lateral depletion simulation in a 80 Ωcm substrate for a 80x80 µm2

pixel size and 62x62 µm2 n-well. (a) At -60 V, the depletion reaches
the pixel edge, but a large undepleted area is observed in the inter-pixel
region. A larger voltage of (b) -100 V assures a good vertical depletion
in the inter-pixel region.

5.2.6. 2D Vs 3D Simulations

Given the computational limitations of 3D simulations, most of the results presented
in this thesis employ 2D TCAD simulations for device modeling. The use of 2D
simulations allows for a faster and more efficient exploration of the device’s behavior
under various operating conditions.

Previously it was demonstrated that a flat-like shape of the n-well creates larger
depletion zones than in the case of a cylindrical-like shape. In a 2D simulation for
a large n-well, the bottom of the n-well can be considered to have a flat-like shape,
but in a 3D simulation, this will depend on the size of the n-well in the transverse
direction.

For large pixel sizes in both directions, the bottom of the n-well can still be
considered a flat-like (plate) region (Figure 57a) that creates larger depletion, but if
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one or both directions have a small size, then the n-well can be considered to have a
cylindrical-like shape (Figure 57b).

(a) Large size in both directions. (b) One small and one large direction.

Figure 57.: 3D sketch of the n-well shape dependence on the transverse size. (a)
For large pixel sizes, in both directions, the bottom of the n-well has
a flat-like shape. (b) If one direction is small, then the n-well can be
considered to have a cylindrical-like shape.

Using TCAD SDEVICE, the depletion of three different n-well structures was
simulated in 3D and compared with similar structures in 2D. Figure 58a presents
the obtained results. The bars represent the 3D depletion for the three different
n-well, while the lines show the depletion for similar structures in 2D. The first two
bars, 25x25 and 25x62 µm2, in Figure 58a show equal depletion, concluding that the
depletion depth is dominated by the side of the n-well with the smallest length.
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(a) Vertical depletion.
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Figure 58.: Vertical and horizontal (edges and corners) depletion width for different
n-well sizes in a 300 Ωcm substrate at -60V. The bars represent the
depletion width results obtained using 3D simulation, while the lines
represent the results for 2D TCAD simulations.
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Compared to the other two, the third n-well size, 62x62 µm2, shows the previously
explained behavior of a slight increase in depletion zone for a large n-well size. Given
the computational constraints and just a slight increase (∼2 µm) in depletion, 2D
simulations can accurately estimate the depletion zone and be a viable alternative to
3D simulations.

In the lateral depletion, Figure 58b shows that the depletion width is independent
of the n-well size and, therefore, well estimated with the 2D simulations (less than
1 µm difference). However, the corners of the n-well have a spherical-like shape,
increasing the diffusion directions and resulting in a smaller depletion zone than the
lateral depletion obtained with 2D TCAD simulation.

The depletion in the corners has to be carefully considered in the HV-MAPS design
since it can cause inefficiencies if the depletion zone doesn’t extend to the whole pixel
area. Figure 59 shows a sketch of the corner effect. For a pixel size of 80x80 µm2

and an n-well of 44x44 µm2 in a 300 Ωcm substrate at -20 V.

Figure 59.: Sketch of the depletion at the pixel corner for a pixel size 80x80 µm2

and n-well of 44x44 µm2 in a 300 Ωcm substrate at -60 V. The blue lines
represent the lateral and corner diffusion. The purple area illustrates
the undepleted area at the pixel corner.

If only lateral depletion is taken into consideration, due to the smaller depletions
in the corner and the larger distance between the n-well and the pixel corner, the
depletion does not reach the pixel corner, and as a result, charges are slowly collected
via diffusion, causing inefficiencies, mostly at high thresholds (Chapter 7).

This effect was studied using TCAD simulation for the MuPix8 pixel structure.
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Figure 60 shows the depletion width using a 2D cut of a 3D SDEVICE TCAD
simulation results of the MuPix8 pixel in a 80Ω cm substrate biased to -15 V. The
results show that MuPix8 does not reach full depletion in the corner of the pixel
for the study voltage. These findings correlate with the experimental results of the
in-pixel efficiency presented in [77].

Figure 60.: 3D TCAD simulation study of the in-pixel efficiency in the MuPix8
pixel structure with pixel size 81x80 µm2 and n-well size 63x63 µm2 in
an 80 Ωcm substrate at a bias voltage of -15 V [77]. The yellow line in
the left figure represents the borders of the depletion zone.

5.2.7. MuPix10 depletion zone

This subsection studies the current-voltage characteristic (IV curve) of the MuPix10
HV-MAPS prototype. The experimental results reveal a sudden increase of leakage
current at different voltages for different thicknesses, as shown in Figure 61 [78]. One
explanation for this behavior is a high surface current contribution to the leakage
current when the depletion region extends to the backside of the sensor due to a
layer of damaged silicon created as a result of backside grinding (Subsection 2.1.5).
Reports on this effect have been made before (e.g. [26]), and an additional etching
step after backside grinding was found to mitigate it. To study the effect of the
etching step over the current-voltage characteristic in HV-MAPS, the MuPix11 sensor
(with the same pixel structure that MuPix10) is produced in similar wafer resistivities
with a 50 µm thickness and processed with plasma etching.

TCAD simulations can be used to estimate the substrate resistivity of the wafer
using the IV curves of the different sensor thicknesses. To this end, the experimental
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Figure 61.: IV curve for MuPix10 samples with different thicknesses. Each curve
corresponds to a different sensor thinned down by mechanical grind-
ing. [78]

breakdown voltages 3 (BDV) as a function of the sensor thicknesses are presented in
Figure 62. Following the pn-junction equations where the depletion zone width (W)
increases proportionally to the square root of the voltage (

√
V ), the BDV results are

fit with a quadratic equation (V∝W 2). The data points and the fit agree very well,
except for the last data point. This discrepancy can be explained if the BDV, for
this sensor thickness, happens before the depletion zone reaches the backside of the
detector.
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Figure 62.: MuPix10 experimental BDV results for different sensor thicknesses.

3Measured as the critical point where the current suddenly increases. The exact values are obtained
by extrapolating the data points after the sudden increase to zero current.
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Figure 63.: Wafer resistivity estimation using TCAD simulation depletion values
for different substrates resistivities and MuPix10 experimental BDV
for the different thicknesses. Each thickness is intercepted with its
corresponding voltage curve (the curve that follows the BDV obtained
experimentally for each sensor thickness), as outlined by the red crosses.
Subsequently, the wafer resistivity is obtained as the resistivity corre-
sponding to the matched voltage curve.

Figure 63 shows the thickness (defined as the sum of the depletion zone inside
the p-substrate, the n-well, and the metal layer) as a function of the substrate
resistivity for different voltages. The selected voltages are those for which the
different sensor thicknesses reach breakdown4. To estimate the wafer resistivity, each
thickness is intercepted with its corresponding voltage curve (the curve that follows
the BDV obtained experimentally for each sensor thickness), as outlined by the red
crosses in Figure 63. Subsequently, the wafer resistivity is obtained as the resistivity
corresponding to the matched voltage curve.

It is important to note from Figure 63 that the y-axis values used to intercept the
voltage curves do not correspond exactly with the substrate thicknesses. A ∼5 µm
damage layer at the back of the sensor has been reported [79] due to mechanical
damage from grinding. Accordingly, the voltage curve has been associated with a
thickness equal to the sensor thickness minus the 5 µm damage layer (e.g., the sensor
with a thickness of 50µm has a BDV of -20 V. The resistivity was estimated by

4The BDV for the 100µm sensor was excluded from the analysts since the sudden increase in
leakage current seems to be the effect of a high electric field in the inter-pixel area. This effect is
studied in Section 5.3
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intercepting a thickness of 45µm with the -20 V depletion curve. The intercept
corresponds to a resistivity of 355Ω cm). All the different thicknesses result in a
355Ω cm resistivity. The resulting value is inside the 200-400 Ωcm range reported
by the wafer supplier.

5.3. Inter-pixel Region

When ionizing particles cross the oxide layer, holes from the electron-hole pairs
generated can get trapped in the oxide. The oxygen valence electrons at the interface
create deep local traps for those holes. The mobility of electrons in SiO2 (20 cm2/Vs)
is higher than for holes (2x10−5 cm2/Vs). Consequently, electrons are rapidly collected
while holes accumulate near the interface [80]. This accumulation creates a positive
charge layer, attracting free electrons from the silicon to form a compensating layer
of free carriers at the Si-SiO2 interface, as shown in Figure 64. Tunneling is the only
mechanism by which carriers can cross the interface potential barrier, and only a
few carriers can do so, leaving the charged layer, called an inversion layer, almost
permanently at the interface.

The presence of this electron layer at the interface can form a conductive path
between different electrodes, increasing crosstalk and leading to unwanted parasitic
leakage paths in the sensor. The density of this charged layer varies almost linearly
with the exposed fluence from 2x10 to 3x1012 11 neq/cm−2 between 0 and 108 rad [28].

5.3.1. Crosstalk

The phenomenon of crosstalk occurs when a signal is collected on one pixel, and
through capacitive coupling, it also induces a signal in its neighboring pixels. This can
result in a higher fraction of double and triple hits that need to be considered when
reconstructing the position of the charge. Crosstalk can cause false signals, reduce the
signal-to-noise ratio, and compromise the accuracy of the detector measurements. The
induced signals on the neighboring pixels can lead to errors in position reconstruction,
making it challenging to accurately determine the exact location of the track.

Figure 65 shows an example of the effect of cross-talk in an HV-MAPS with an
interface trap concentration of 2x1011 cm−2. A two pixels structure is simulated
when a MIP particle with a linear energy transfer (LET) of 1.8x10−5 ps µm−1 hits
one of the pixels in the center of the n-well (Figure 66). The current collected in
the two neighbour pixels in a 5 ns time interval for a 40µm sensor is simulated, and
Figure 65 shows the integrated charge results.
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(a)

(b)

Figure 64.: Electron accumulation layer formation process and results. (a) Schemat-
ics of radiation damage effect at the Si-SiO2 interface. [81]. (b) TCAD
simulation of electron density in the inter-pixel region in a generic HV-
MAPS with a 400Ω cm substrate and an interface trap concentration
of 2x1011 cm−2.

The SDEVICE simulation reveals a collected charge in the neighbor pixel due
to crosstalk of ∼36% from the total deposited charge, only ∼13.5% less than the
charge collected in the hit pixel. The crosstalk between adjacent pixels depends on
the distance between the n-wells, the size of the n-well, and the applied voltage. To
reduce the impact of crosstalk, techniques such as using an insulation layer between
pixels can be employed, which decreases the electron accumulation layer and minimize
the induced charge. This layer is typically created by adding additional implants to
the Si substrate.

5.3.2. Inter-pixel Isolation

There are two primary methods to create the isolation layer: the p-stop and p-spray
techniques [28]. The p-stop technique (Figure 67) utilizes high-dose p implants
between the two n-wells (Figure 67a) to interrupt the conductive electron layer
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Figure 65.: TCAD simulation integrated charge during a 5 ns time interval for a
40 µm HV-MAPS with pixel size of 80 µm2 in a 400Ω cm substrate at
-20 V with an interface trap concentration of 2x1011 cm−2, without
isolation.

Figure 66.: Upper sub-figure shows the MIP trajectory in the generated TCAD
SDE structure. The bottom sub-figure shows the electron current
density 2 ns after the particle hit the sensor. LET is defined as linear
energy transfer.

created by the fixed positive layer in the interface (Figure 67b). An additional mask
during the sensor manufacturing is required to achieve precision in the alignment of
the p-stop implants, resulting in a more expensive process than the p-spray. The
necessary alignment tolerances also limit the minimum spacing between two n-wells.

Figure 68 presents the effect on the accumulation layer for different p-stop concen-
trations in a 400Ω cm substrates with an interface concentration of 2x1011 cm−2. If
the p-stop concentration is insufficient, the electron layer will keep connecting the
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(a) TCAD SDE simulation of the doping concentration distribution using a high dose p-stop implant.

(b) Electron density distribution using the p-stop technique. The accumulation layer is interrupted.

Figure 67.: P-stop pixel isolation technique using a high boron dose implant in the
inter-pixel region with a concentration of 2x1020 cm−3 .

two n-wells (Figure 68a). For a higher p-stop concentration, the accumulation layer
might be interrupted (Figure 68b).

Figure 69 shows the integrated charge induced in the neighbor pixel for a MIP with
a LET of 112 e-h/µm in a 40 µm thickness, and for a p-stop concentration of 1x1020

cm−3. The used p-stop concentration results in an induced charge in the neighbor
pixel of ∼29% from the total deposited charge, ∼7% less than for the non-isolation
case. The effect of the p-stop depends on the concentration and size of the implant.
While high concentrations are ideal for reducing the crosstalk further, high electric
fields created at the junction between the p-stop and the accumulation layer reduce
the detector’s maximum operating voltage.

The electric field distribution in the inter-pixel region is shown in Figure 70. The
high electric field at the edge of the p-stop is visible. The high doping concentration
from the p-stop is not the only factor determining the BDV, the concentrations of
electrons in the accumulation layer also contribute to reducing the operating voltage.
As a result, after irradiation, when the accumulation of electrons increases, higher
electric fields and lower BDV are expected.

Conversely, the p-spray method involves the application of a medium-dose p-spray
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(a) 1x1015 cm−3.

(b) 1x1020 cm−3.

Figure 68.: Electron density for different p-stop concentrations for an interface
charge concentration of 2x1011 cm−2 in a 400 Ωcm substrate.
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Figure 69.: Integrated charge in a 400Ω cm substrate at -20 V with an interface
charge concentration of 2x1011 cm−2 and a p-stop concentration of
1x1020 cm−3. The particle pass by the middle of the n-well with an
equivalent energy transfer of 112 e-h/µm in a 40 µm thickness.

implant to the entire wafer, compensating for the accumulated electrons everywhere
(Figure 71). The absence of a photolithographic step is an advantage of this technique
because it allows for narrow spacing between neighboring n-wells.
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Figure 70.: Electric field distribution in the inter-pixel region. A high electric field
is created at the edge of the p-stop between the high concentration of
electrons in the accumulation layer and the high dose of boron used for
insulation.

(a) TCAD simulation of the doping concentration distribution using a medium dose p-spray implant.

(b) Electron density using the p-spray technique. Fully compensated accumulation layer.

Figure 71.: Electron density for a p-spray pixel isolation technique using a medium
boron dose implant to the entire wafer with a concentration of 1x1017

cm−3.

Equally, as in the p-stop case, if the p-spray concentration is too small, insufficient
electrons will be compensated, and the accumulation layer will remain. In the
opposite case, when a high p-spray concentration is used, for example, to assure good
isolation after irradiation, the holes will outmatch the number of electrons in the
accumulation layer before irradiation, and a high density of holes will be presented
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in the inter-pixel region (Figure 72). As a result of the excess of holes, a high
electric field is created between the insulation layer and the n-well (Figure 73). After
irradiation, when the interface traps are increased, and more electrons are attracted,
the number of holes will be reduced, and an increase in the BDV is expected.

Figure 72.: Hole density for a p-spray concentrations of 1017 cm−3 and an interface
charges of 3x1011 cm−2 in a 400Ω cm Si substrate.

Figure 73.: Electric field distribution in the inter-pixel region. If a high p-spray
concentration is used to isolate the pixels, a high electric field is created
between the n-well and the excess of holes from the isolation layer.

Figure 74 shows the charge collected in the neighbor pixel for a MIP with a LET of
112 e-h/µm in a 40 µm thickness, for two p-spray concentrations, 5x1015 and 1x1017

cm−3, in a 400Ω cm substrate at -20 V with an interface charge of 2x1011 cm−2.
While the lower concentration result in similar crosstalk compared to the p-stop case
(since not all the electrons were compensated), the highest p-spray concentration
simulated offers good isolation and results in an induced charge in the neighbor pixel
of ∼14% from the total deposited charge, ∼15% less than the p-stop case and ∼22%
less than for the non-isolation.

The p-spray and p-stop concentration is part of the foundry process and can not be
optimized during the sensor design, but a good understanding of their effect on the
detector performance can help to optimize the inter-pixel region design and explain
the detector behavior.
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Figure 74.: Integrated charge in a 400Ω cm substrate at -20 V with an interface
charge concentration of 2x1011 cm−2 using p-spray and p-stop isolation
technique. The particle pass by the middle of the n-well with an
equivalent energy transfer of 112 e-h/µm in a 40 µm thickness.

5.3.3. Breakdown Voltage

In an infinite pn-junction, the maximum electric field and breakdown point are at the
junction, and its strength is determined by the doping concentration and the potential
difference across the junction, as discussed in subsection 2.3.1. In a detector pn-
junction, the n-well exhibits curved edges due to the lateral-diffusion effect, resulting
in an increased electric field at these edges (Figure 75). The curvature causes the
electric field lines to bend towards the region of higher doping concentration, resulting
in a higher density of electric field lines near the junction edges. The strength of this
electric field depends not only on the curvature of the junction but also on factors
such as doping levels and potential differences. Consequently, substrates with lower
resistivity and higher voltage configurations tend to exhibit a stronger electric field
at the junction edges.

Figure 75.: Electric field distribution. The higher electric field at the edge of the
junction is highlighted.

91



TCAD Simulation of HV-MAPS

In an ideal detector pn-junction, the breakdown voltage can reach values larger
than -200 V, especially for high-resistivity substrates. But in reality, HV-MAPS
shows lower breakdown voltage. TCAD simulation was used to study their breakdown
point.

The p-spray technique creates large electric fields between the implant and the
n-well. The high electric field can reduce the breakdown voltage to values under
-100 V. The lowest electric field is reached when the p-spray boron implant matches
the oxide charge’s saturation value. However, if the implantation dose is too low, the
isolation might not be sufficient to compensate for all the electrons. Therefore, it is a
common practice to use implant doses slightly higher than the necessary concentration
to compensate for process variations during manufacturing. To improve the highest
operable voltage of devices with p-spray while keeping good isolation, an alternative
p-spray technique can be used. A low dose p-spray is placed around the pn-junction
to improve the voltage performance, and a high boron dose is implanted in the middle
of the gap to ensure good isolation (Figure 76).

Figure 76.: Doping concentration distribution for an alternative p-spray technique.

Figure 77a shows the charge induced in the neighbor pixel, including an example of
the modified p-spray technique. For this case and the used oxide charge (2x1011 cm−2),
the induced charge in the neighbor pixel is ∼22% from the total deposited charge
(17% lower than the p-stop case and 13.5% higher than the p-spray). The advantage
of this technique is that the breakdown voltage increases (Figure 77b) while keeping
better isolation than when only the p-stop is employed. The moderate p-spray
reduces the accumulation layer and accordingly behaves as a p-stop insulation with
a lower crosstalk and electric field.

For the modified p-spray (and the p-stop technique), a shorter mask between the
n-well and the high-dose boron implant decreases the breakdown voltage (Figure 77c).
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(a) Integrated charge using different pixel isolation techniques.
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(b) Current-Voltage curves for different pixel iso-
lation techniques. For the modified p-spray
technique, the high dose boron implant is
placed 16µm from the n-well.
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(c) Current-Voltage for different distances (de-
fined as ”mask”) between the n-well and the
high dose implant. For a short mask the im-
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Figure 77.: Integrated charge and breakdown voltage for a 400 Ωcm substrate
at -20 V with oxide charge of 2x1011 cm−2 for the different isolation
techniques. The inter-pixel distance was set to 36 µm. Note that due
to the lateral diffusion during the n-well implantation, the distance
between the n-well and the high boron implant is lower than the layout
design (c).

A smaller gap between pixels has the same effect on the breakdown since the high
boron dose implant would be closer to the n-well. The mask is not the only factor
affecting the breakdown. The first metal layer (M1) is used to bias the sensor
(Figure 78), and the shape of the electric field is influenced by its design (Figure 78a).
The short distance between the M1 connecting the n-well and the substrate results in
large electric fields due to a fast change in the potential in the area between the two
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M1 (Figure 78b). An increase in this distance results in higher breakdown voltages,
as shown in Figure 78e.

(a) Electric Field under M1 (b) Electrostatic Potential under M1

(c) Electric Field without M1 (d) Electrostatic Potential without M1
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(e) Current-Voltage characteristic for different distances between the metal layer used to bias the
substrate and n-well.

Figure 78.: Electric Field distribution and current-voltage characteristic as a result
of a short distance between the metal layer used to bias the substrate
and n-well.

The breakdown (Figure 78a and 78c) depends on the doping concentration, interface
charges, gap between pixels, metal layer, and mask size. The concentration of the
isolation is a process parameter, but the inter-pixel dimension can be simulated to
predict the sensor breakdown voltage and optimize the design.
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5.3.4. MuPix10 breakdown voltage

HV-MAPS prototypes have been produced in different wafer resistivities. To study the
effect of the resistivity over the breakdown in the inter-pixel area, the MuPix10 pixel
design is used. Figure 79 presents some of the dimensions affecting the breakdown
voltage. Since the concentration of the compensation implant is unknown, various
concentrations were studied and tuned later to the experimental breakdown values.

Figure 79.: MuPix10 pixel structure dimensions.

The electron accumulation layer behaves differently based on the resistivity of the
substrate. Lower resistivity p-substrates with higher doping concentrations result in
a smaller accumulation layer. The accumulation layer is formed from excess electrons
that do not recombine with the acceptor atoms near the interface when they are
attracted to the oxide charges. Lower resistivities have more acceptor atoms available
for recombination, resulting in a smaller accumulation layer. When extra boron atoms
are added to create the implant (assuming that the same dose was used to create the
isolation for all the substrates), a lower concentration is more effective in fully or
partially compensating the accumulation layer of lower resistivity substrates. Fewer
electrons in the accumulation layer generate smaller electric fields with the high-dose
implant, similar to the p-stop technique (Figure 80a and 80b). Consequently, low
resistivity substrates have higher breakdown voltages. This correlates with the
MuPix10 current-voltage studies, where sensors with ± 400 Ωcm substrate resistivity
show breakdown around -110 V and those with a substrate ± 10-20 Ωcm that breaks
down at -130 V.

Figure 81 shows the effect of different p-spray concentrations. As the p-spray
dose increases to values over the interface saturation, the excess of holes produces
lower breakdowns with the n-well, similar to the p-spray technique. An optimum
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(a) 20Ω cm substrate

(b) 400Ω cm substrate

Figure 80.: Effect of a modified p-spray technique in two substrate resistivities
with oxide charge 2x1011 cm−2. Lower p-spray concentration 1x1014

and high concentration 1x1018 cm−2.

concentration for the inter-pixel isolation needs to consider the wafer resistivity. Since
lower resistivity substrates reach full compensation, for lower p-spray concentrations,
for certain concentration ranges in the simulated structure (e.g., 5x1016 cm−3 in
Figure 81), the lower resistivity substrates might have lower breakdown voltage
than high substrate resistivity sensors. This behavior was observed for the MuPix8
sensors [82].

Figure 82 shows the tuned breakdown voltages obtained for the MuPix10 structure
(including the M1 structure). Without previous knowledge of the doping concentration
used for isolation, it is difficult to predict the exact value of the breakdown voltage,
but the tuned results can be used to describe the experimental behavior.

5.4. Pixel Capacitance

The pixel capacitance is another of the parameters that can be studied with TCAD
simulations. Capacitance is a sensitive parameter in the operation of a silicon tracking
detector, as it directly affects the signal-to-noise ratio and the detector’s response
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Figure 81.: Current voltages characteristic for a MuPix10-like (without M1) in a
400 and 20Ωcm substrate with 2x1011 cm−2 oxide charges. The high
doping implant has a boron concentration of 1x1018 cm−3.
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Figure 82.: TCAD current-voltage characteristic for MuPix10 with 2x1011 cm−2

oxide charges and a modified isolation technique with a high boron
concentration of 1x1018 cm−3 and p-spray of 2x1016 cm−3.

time. In addition, the capacitance between a pixel and its neighbor determines the
crosstalk level. Typical Si detector electronics are designed to operate with pixel
capacitances in the order of 1x102 fF. The total capacitance (Cdet) presented by a
pixel to the front-end electronics includes several components (Figure 83). One of
them is the inter-pixel capacitance (Ci), which is dominated by the contributions
between the pixel and its eight nearest neighbors in the array. The second is the
junction capacitance (Cj) between the pixel electrodes. In addition to those, an
HV-MAPS might have other significant contributions, like the capacitance of the
extra deep or shallow p-well (Cp) located inside the n-well to form the PMOS
transistors for the in-pixel electronic.
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Figure 83.: Schematic cross-section of the capacitance contributions in an HV-
MAPS. The total capacitance presented by a pixel to the front-end
electronics includes several components: the inter-pixel capacitance
(Ci), the junction capacitance (Cj) between the pixel electrodes and
the capacitance of the extra deep or shallow p-well (Cp) located inside
the n-well to form the PMOS transistors for the in-pixel electronic.

Proper capacitance estimation is crucial for suitable circuit analysis and design.
The pixel capacitance can be affected by various factors, such as the size and geometry
of the detector, the gap between the pixels, and the biasing voltage. This section
discusses the different contributions to the total capacitance in a pixel detector.

5.4.1. Junction Capacitance

The capacitance of each pixel depends on its size, geometry, doping concentration, and
bias voltages. Figure 84 shows a plot of the junction capacitance as a function of the
pixel size (in one dimension) for different substrate resistivities and voltages. A linear
fit was applied using the capacitance formula (equation 25). The thickness of the
depletion layer for the fit was extracted from the TCAD simulations of the depletion
zone. It is important to note that the capacitance values are given in fF/µm because
of the 2D simulations. Hence to obtain the real pixel capacitance, the presented
results must be multiplied by the pixel dimension in the transverse direction. The
results show the expected behavior since high resistivity substrates (large depletion)
and high voltages, which create larger depletion, result in lower capacitance values.
In addition, the pixel size is proportional to the capacitance. As a result, pixels with
large areas have worse signal-to-noise ratio and time resolution. The fit shows a good
agreement with the TCAD simulated capacitance values except for the dataset at
-120 V bias voltage and a resistivity of 200 Ωcm. For those conditions, full depletion
was reached for the simulated detector thickness, and accordingly, the capacitance
reached its saturation value.
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Figure 84.: TCAD simulated junction capacitance for a generic HV-MAPS as a
function of the pixel size for different substrate resistivities and voltages.
A linear fit was applied using the capacitance formula (equation 25).

5.4.2. Inter-pixel Capacitance

The inter-pixel capacitance depends on the distance between the pixels. After
irradiation, when the interface traps increase, a higher accumulation layer increases
the inter-pixel capacitance, and a higher noise rate is expected. Because of this,
obtaining a general parametrization for the inter-pixel capacitance is difficult. Hence
TCAD simulations are necessary to estimate these values for specific design isolations.
Figure 85b shows the inter-pixel capacitance for different substrate resistivities and
voltages as a function of the gap between pixels. The results are presented for an
oxide charge concentration of 2x1011 cm−2 with a modied p-spray concentration
technique with a concentration of 5x1016 (high concentration implant 1x1018 cm−3).
The simulation results show an inter-pixel capacitance lower than 1 fF due to pixel
isolation. The curve behavior shows an inter-pixel capacitance increase for higher
voltage and substrate resistivity due to an increase in the depletion zone and the
signal induced in the neighbor pixels. Additionally, a small gap between the pixels
increases crosstalk and the inter-pixel capacitance. The total inter-pixel capacitance
also depends on the pixel size and is evaluated as the sum of four (parallel) capacitors,
each one between the central pixel and one of the nearest four, plus the contribution
of the four diagonal terms (Figure 85a). The length shared by the diagonal pixels
is small compared with the parallel pixels and, accordingly, can be neglected. The
contribution from the far-away pixels is also considered to be negligible.
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Figure 85.: Inter-pixel capacitance effect as a function of the gap between pixels
with oxide charge of 2x1011 cm−2 with a modified p-spray technique
with concentration 5x1016 (high concentration implant 1x1018 cm−3).
The lines are for visualization aid

5.4.3. Shallow p-well

In common pixel detectors, the inter-pixel capacitance has the principal contribution
to the detector capacitance. However, with proper isolation in HV-MAPS, the
inter-pixel capacitance can be neglected compared to the pixel junction and the
capacitance from the small depletion created between the shallow or deep p-well and
the collection electrode (n-well). Like the pixel junction, the behavior depends on
the size and applied voltage. Figure 86 presents the TCAD simulation results for
some of the typically applied voltages as a function of the p-well size. Tow voltages
are scanned, the one from the n-well and the p-well. The voltage study shows that
an increase in the operational voltage of both wells significantly impacts the decrease
of the capacitance. Additionally, a decrease in the p-well reduces the pn-junction
area and, as a result, the capacitance. The small depletion zones are responsible for
the significant contribution from the shallow/deep p-well to the detector capacitance.

5.4.4. HV-MAPS capacitance

The capacitance values obtained for the TCAD simulated designs shown in Figure 87
using a substrate resistivity of 200 Ωcm at a bias voltage of -60 V are presented in
Table 3. As previously shown, the inter-pixel capacitance is neglectable with proper
isolation, and the junction and p-well have the highest contributions to the pixel
capacitance.

These results show one more of the importance of a proper sensor design for
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Figure 86.: P-well capacitance as a function of the p-well size for different volt-
ages. The shallow p-well was considered to have a concentration of
1x1020 cm−3.

Figure 87.: SDE sketch (not to scale) of three simulated HV-MAPS prototypes:
MuPIx8, ATLASPix3, and MuPix10.

specific applications. While a large pixel sensor creates more space for the pixel
electronic and reduces the crosstalk between the connection lines, it also increases the
pixel capacitance and consequently affects the time resolution. Additionally, higher
substrate resistivities result in large depletions that reduce the capacitance but the
lower electric fields cause slower collection times with the consequent deterioration of
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Table 3.: TCAD simulated capacitance of HV-MAPS prototypes in a 200 Ωcm
substrate at -60 V, with an oxide charge concentration of 2x1011 cm−2.
The modified p-spray technique was sued to isolate the pixels. For the
shallow p-well, a 0 V was considered.

Sensor Cj [fF] Ci [fF] Cp [fF] Cdet [fF]
MuPix8 36.0 < 1 59.4 95.4
MuPix10 36.4 < 1 59.4 95.8
ATLASPix3 60 < 1 90 150

the pixel efficiency and resolution, primarily in high rate applications.
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Chapter 6

Testbeams Campaigns of HV-MAPS, Re-
construction and Analysis

Experimental evaluations known as testbeam (or beam tests) involve particle beams’
used to assess particle detectors’ characteristics, such as tracking resolution and
hit reconstruction efficiency. These tests provide a unique opportunity to evaluate
detector prototypes under real experiment-like conditions, which laboratory tests
cannot replicate. Therefore, testbeams are an essential component of detector research
and development.

For the R&D of HV-MAPS, several testbeam campaigns have been conducted
at the DESY-II Test Beam Facility [55]. These campaigns aimed to evaluate the
performance of different HV-MAPS prototypes. Some of the findings from these
campaigns using the MuPix10 sensor are presented in this chapter.

6.1. The DESY-II Test Beam Facility

The DESY-II Test Beam Facility, as sketched in Figure 88, facilitates the provision
of electron/positron beams within the GeV energy range. These beams are generated
through a dual-conversion process utilizing the DESY-II electron beam. A carbon
fiber target is initially inserted into the electron orbit to obtain bremsstrahlung
photons. Subsequently, these photons traverse the extraction beam pipe and collide
with a secondary target made of Cu or Al. Within the target, the photons undergo
pair-production, converting into electrons and positrons. The particle type and
momentum can be selectively chosen by manipulating the polarity and strength
of the field in a dipole magnet. This process enables the achievement of particle
momenta ranging from 1 to 6 GeV/c.
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Figure 88.: Schematic of the DESY II test-beam facility with the testbeam areas
TB21, TB22, TB24, and TB24/1.

To support the testbeam experiments, the testbeam facility comprises three dis-
tinct experimental areas. These areas have dedicated beamlines, comprehensive
environmental monitoring instruments, and versatile, movable stages. A control hut
connects each experimental area, enabling users to operate their instruments and
oversee the experiments remotely. Additionally, a pixel telescope is provided in each
experimental area to track the particles’ trajectory precisely.

6.2. Beam Telescopes

During testbeam activities, evaluating the intrinsic resolution, tracking efficiency,
and noise characteristics of the detector under examination is customary. It is crucial
to employ an unbiased reference tracking system for comparison to ensure accurate
measurements. This reference system, known as a beam telescope, typically employs
pixel detector planes with high spatial resolution in the range of a few micrometers,
offering well-established detection performance. The infrastructure supporting the
beam telescope encompasses mechanical support, power supplies, and cooling systems
(if needed) for the detector and trigger and data acquisition systems (TDAQ). The
telescope planes are divided into two arms: upstream and downstream, depending
on their placement in relation to the device under test (DUT), which refers to the
evaluated detector system. The upstream arm consists of planes positioned before
the DUT, while the downstream arm consists of planes located behind the DUT. By
positioning the DUT between these two arms, it becomes possible to compare its
particle detection performance against the reference tracks provided by the telescope.
This arrangement allows for an effective assessment of the DUT’s performance.
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The most important parameter of a beam telescope is in the accuracy of the recon-
structed tracks at the position of the device under test (DUT), commonly referred to
as the pointing resolution. This resolution directly influences the measured resolution
of the DUT and demands meticulous determination. The pointing resolution relies
on two main factors: the intrinsic resolution of the telescope detector planes and
the number of points obtained per track, corresponding to the number of telescope
planes used.

Since the track positions are extrapolated, the telescope planes’ geometric ar-
rangement, or positioning, plays a crucial role in determining the track pointing
resolution. To minimize uncertainty in the extrapolation of the track position, it is
imperative to place the DUT as close as possible to its adjacent telescope planes.
This close proximity ensures that the track extrapolation is more precise, improving
the pointing resolution and subsequently obtaining reliable measurements of the
DUT’s resolution.

At DESY, there is one EUDET-type beam telescope [83] per experimental area.
The EUDET-type beam telescope uses MIMOSA26 [84] sensors and has been a
precise reference beam telescope for more than ten years. These telescopes are
about to reach their end of life and need a successor. The ADENIUM (ALPIDE
sensor-based DESY Next testbeam Instrument) [85] telescope is under study at
DESY as a next-generation beam telescope. As the long-term availability of the
MIMOSA26 sensors is not clear, the highly available ALPIDE [86] sensor is chosen
for the ADENIUM telescope. It consists of six-pixel detector planes equipped with
ALPIDE detectors, produced in a 180 nm CMOS Image Sensors (CIS) process and
fabricated on p-type wafers with a 50 to 100 µm thickness, to reduce the impact of
multiple Coulomb scattering, including a high resistivity 25 µm thick epitaxial layer.
The sensors have an array of 512 × 1024 pixels with a pixel size of 26.88 × 29.24 µm2.
Even though ALPIDE sensors have a slightly larger pitch, they offer a larger active
area and significantly shorter readout times than the MIMOSA26 sensor.

The telescope planes are mounted in aluminum jigs with an opening for the beam,
and 25 µm thick polyimide sheets protect the sensors. In contrast to the MIMOSA26
sensors, no active cooling is implemented as the overall heat dissipation of the sensor
is relatively low.

The AIDA-2020 TLU [87] handles data synchronization on the hardware level by
sending a global trigger signal, typically generated by a scintillator coincidence, to
all connected detectors. Two sets of plastic scintillators provide triggering with light
guides and Hamamatsu photomultiplier tubes. The scintillators are located before

107



Testbeams Campaigns of HV-MAPS, Reconstruction and Analysis

the first and behind the last ALPIDE plane. Therefore, a fourfold coincidence of the
scintillators’ signal indicates that a particle traversed the entire telescope and is the
most commonly used triggering scheme. Alongside the trigger signal, the AIDA TLU
sends a trigger ID included in the telescope data stream. The synchronization gets
more robust by including it in the DUT’s data stream.

The TLU plays a crucial role in the testbeam setup by distributing the global clock
and a global time reset and handling various trigger veto conditions, including busy
signals. When a detector is being read out, it generates a busy signal indicating its
unavailability to accept further triggers until the reading process is completed and
the signal is pulled down. This process, known as "handshaking," ensures proper
synchronization. The TLU manages and incorporates these busy signals into the
trigger handling mechanism.

To accommodate the 2 µs peaking time of the ALPIDE sensor’s analog circuits, a
readout time of 10 µs is chosen to ensure that the hit corresponding to the trigger is
successfully read out. It is possible to record multiple hits per trigger. However, since
there is no on-chip time stamping provided, ambiguities may arise. One approach to
resolve these ambiguities is to include an additional tracking plane consisting of a
high spatial and time resolution detector. Alternatively, these ambiguous events can
be addressed during the offline analysis stage.

The data acquisition system is responsible for reading out the telescope planes and
the TLU is controlled by EUDAQ2 [88]. EUDAQ2 is specifically designed for beam
tests and offers seamless integration with user-specific data acquisition systems like
the MuPix-like DAQ. It provides global control and data streams to all detectors
involved in the testbeam setup. Additionally, EUDAQ2 facilitates online monitoring
functionalities and generates binary files containing the data streams collected from
all participating detectors during the testbeam.

6.3. MuPix10 Testbeam Setup

The HV-MAPS group of Heidelberg University has carried out several testbeam
campaigns at the DESY-II Test Beam Facility, including different setups such as
the EUDET-type, ADENIUM, and MuPix telescope. The setup used through
the campaigns presented in this thesis uses the ALPIDE telescope with different
MuPix10 (thickness and resistivities) sensors as DUTs. The MuPix10 characteristics
are introduced in 3.2.2. In addition, for studies of the cluster size, the DUTs were
rotated using a rotation station provided by DESY, to obtain different beam incidence

108



Testbeams Campaigns of HV-MAPS, Reconstruction and Analysis

angles. Figure 89 shows the basic setup employed, which comprises the ADENIUM
telescope and the device under test. As mentioned, the DUT is placed between the
two arms of the beam telescope, and the distance from its two adjacent planes is
kept as short as possible.

Figure 89.: Testbeam setup. The ALPIDE planes are highlighted in red, and the
DUT is depicted in blue.

6.4. Data Taking

The Online Monitor from EUDAQ2 is employed to monitor the data’s quality. The
Online Monitor displays the data captured by each individual detector plane as well
as the spatial and temporal correlations between data obtained from various planes.
To monitor individual detector planes, their signal response, the number of triggered
events, the number of channels fired, and the trigger rate are all checked. The
correlation plots provide the first indication of data integrity by revealing whether
the data is aligned in space and time.

Data is typically collected as part of various types of scans, including threshold
scans. Additionally, scans are conducted at different beam incidence angles, with
different bias voltages, or a combination of these factors.
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6.5. Testbeam Reconstruction using Corryvreckan

The analysis of data obtained during the testbeam campaign can be divided into
two primary steps. The first step is known as data reconstruction, which involves
identifying detector hits from raw data, aligning all detector planes in the setup, and
fitting (reconstructing) particle tracks. The identified hits and reconstructed tracks
are then utilized in the second step, which involves analyzing detector performance.

The testbeam data reconstruction is achieved using the Corryvreckan [89] recon-
struction software. Corryvreckan is a highly modular software designed explicitly for
testbeam applications, which integrates the reconstruction and analysis phases into a
single software package. Figure 90 illustrates a typical Corryvreckan reconstruction
chain utilized for reconstructing and analyzing data from the MuPix10 testbeam.

6.5.1. Event Building

In the data reconstruction process, the initial step is the event definition, which is
carried out using the EventLoaderEUDAQ2 module. Upon detecting a coincidence
between scintillator signals, the TLU generates a trigger signal with an accurate
timestamp and trigger ID distributed to all detectors in the telescope. Subsequently,
an event is constructed by matching all telescope data associated with the same
trigger ID and centering the event time around the trigger timestamp. The ALPIDE
readout chain sets the duration of the event.

The module EventLoaderMuPix integrates the DUT signal in the event. This
module loops over all the hits in the DUT detector and matches the hits with a
timestamp inside the event time window.

6.5.2. Clustering

The charges generated by one traversing ionizing particle may be collected in two or
more adjacent pixels. Therefore adjacents pixels inside a defined time and distance
window are grouped into clusters.

The clustering algorithm used for the MuPix10 sensors is the Clustering4D. This
module combines direct neighbors (including pixel corners) if they lie within a time
frame and a space range that depends on the sensor rotation. The cluster timestamp
is defined by the earliest pixel within the cluster to mitigate the time spread from
different drift times. The cluster center can be calculated as the arithmetic means or
as the ToT-weighted center of gravity.
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Figure 90.: Example of a reconstruction chain using the Corryvreckan framework.
The main processes and the corresponding Corryvreckan modules are
labeled.

The clustering algorithm only uses spatial information since no on-chip time
stamping is provided for the ADENIUM telescope. The Corryvreckan module
employed is the ClusteringSpatial. The timestamp assigned to the cluster is equal
to the TLU trigger timestamp corresponding to the pixels in the cluster. The cluster
center’s coordinates are calculated as the arithmetic mean of all the pixels in the
cluster since no ToT information is recorded.

Figure 91 shows an example of the cluster size distribution and a cluster hitmap
for one of the ALPIDE layers. Figure 91a shows that the average cluster size is
higher than 1 due to charge sharing. The regions in Figure 91b with no cluster hits
are due to the use of a collimator of 2×2 cm2, which is smaller than the ALPIDE
sensor area. The distributions for the other ALPIDE planes are comparable during
all the testbeam campaigns.
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Figure 91.: Cluster characteristic of an ALPIDE detector plane from the ADENIUM
telescope at DESY.

6.5.3. Masking of Noisy Channels

A mask is applied to remove noisy or hot pixels from the data to prevent the
reconstruction of false tracks. The MaskCreator module in Corryvreckan generates
a mask by storing the coordinates of the noisy pixels. This mask contains a list of
all noisy pixels, which other modules in the reconstruction chain utilize to ignore
the hot pixels. A simple frequency cut algorithm determines if a pixel is noisy. If
a pixel fires more than the average number of hits on the sensor times a defined
frequency cut, it is considered noisy and masked. The number of noisy pixels of the
ADENIUM telescope was found to be between 0 and 5 pixels per layer. In the case
of the MuPIx10 DUTs, the masking of noisy channels is usually done in extreme
cases where noisy pixels overshadow the correlations, making it difficult to align the
detector. For example, between 1 and 10 noisy pixels are masked for low thresholds
study of the DUTs. However, the procedure is the same as for the telescope.

6.5.4. Correlations

A spatial correlation plot between two detector planes shows the difference in position
between the hits on a detector plane taken as a reference and any other plane. The
correlation plots are obtained using the Correlation module. In an ideally aligned
setup with no magnetic field and negligible scattering, the correlation should follow
a straight line with a slope of one and an intercept of zero, as the tracks are parallel.
However, if the detector plane positions are displaced relative to each other, the
intercept of the straight line corresponds to the physical offset in each direction.
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Figure 92a shows a correlation between the first (reference) ALPIDE layer and
the third, while Figure 92b shows a correlation between the same reference and a
MuPix10 DUT. From the latest figure, it is clear that the setup of MuPix10 in the
telescope follows a different configuration than the ALPIDE sensors, 1800 around
the y-axes and 900 around z-axes, with z-axes pointing in the beam direction (this
configuration was chosen for the cabling and mechanical structure of the sensor).
Also, the parallel line patterns to the column axes are due to noisy pixels in the
DUT, and the lines parallel to the correlation are the result of crosstalk effect on the
data lines of the MuPix10 (this effect is addressed in [90])
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Figure 92.: Spatial Correlation. The lines parallel to the Row-Column correlation
(b) are the result of crosstalk effect on the data lines of the MuPix10
(this effect is addressed in [90])

6.5.5. Tracking

Tracking is the process of determining the trajectory of a particle in space, and a
track is a mathematical object that represents this trajectory. Detectors are used
to reconstruct tracks based on their hits. During testbeam, only reference telescope
hits are used to avoid biasing the analysis of the DUT’s properties. The Tracking4D

module of Corryvreckan performs both track finding and track fitting. Track finding,
also known as pattern recognition, combines clusters from the telescope planes to
create track candidates. The process begins with identifying all combinations of
clusters in the first and second telescope planes and connecting them with a straight
line. The line is then extrapolated to the next detector plane, and clusters found
within a search window defined by cuts are added to the track candidate collection if
they belong to the same event. The line is then refitted, and the process is repeated
for the other telescope planes.
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The process of track fitting involves fitting a given track model to the positions
of the clusters through a minimization of the track model’s χ2. Corryvreckan, in
particular, employs two primary track models: the straight-line and the General
Broken Lines (GBL) [91, 92].

The straight-line model is straightforward and is well-suited for high-energy heavy
charged particles such as those used at the CERN Super Proton Synchrotron beam
test facility. Conversely, the GBL model is more appropriate for low-momentum
light particles at the testbeam, where multiple Coulomb scattering is expected. The
GBL model accounts for multiple Coulomb scattering by allowing a kink angle at
each detector plane involved in the fitting or a passive material along the particle’s
trajectory. A linear extrapolation is performed between two consecutive detector
planes. Figure 93 shows both track models.

Figure 93.: Schematic representation of the straight line and general broken lines
track models.

During beam tests at DESY, electrons and positrons with a maximum momentum
of 6 GeV are utilized, and the impact of multiple Coulomb depends on the radiation
length. Choosing the straight-line model can result in a decreased number of high-
quality tracks, adversely affecting the overall track resolution at the DUT position
and the precision of the performance analysis. Hence, the GBL model has been
utilized for all the analyses discussed in Chapter 7.

As indicated before, for adding a cluster to a track, the candidate must be found
within the given time of the event and inside an ellipse defined by two spatial
cuts. The spatial cuts are chosen based on the telescope planes’ intrinsic resolution
(reported in [85] as σx = 2.8 ns for an optimal setup) and the correlation plots’ width.

For instance, Figure 94a shows an example of spatial correlation plots between the
reference and second plane of the telescope. To add a cluster to the track candidate,
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a cut of ±140 µm in X and Y and ±20 µs are set. It should be pointed out that
the spatial cuts are used after the alignment of the planes is completed. During
the alignment procedure, the cuts are relatively large and are reduced to the values
containing the entire width of the correlation distributions of the planes. The time
cut is chosen in order to cover the extent of an entire event because the ALPIDE hits
may stem from any time within the given event derived from the trigger timestamp,
as previously discussed.
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Figure 94.: Track selection and quality plots.

The quality of the fitted track is evaluated using the χ2 distribution, with Figure 94b
displaying the χ2/ndof distribution of the reconstructed tracks, with ndof denoting
the number of degrees of freedom of the fit. The distribution peaks at χ2/ndof ≈ 1.0,
implying that most of the fits and their corresponding reconstructed tracks have good
quality. An increase in the spatial cut leads to a slight increase in the total number
of reconstructed tracks. However, most of the additional tracks have a large χ2/ndof

and would thus be excluded from the further analysis for which only tracks with
χ2/ndof ≤ 3.0 are accepted to ensure good statistics while keeping only high-quality
tracks.

6.5.6. Telescope Track-Based Alignment

If the geometry of the measurement setup is not accurately known, a precise evaluation
of detector performance can’t be achieved. The properties of all tracks are highly
reliant on the geometrical configuration of the measurement setup. While laser
systems can be used to align detector layers, this method is not sufficiently precise.
Laser alignment is cumbersome even for a few detector planes because it involves
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physically moving the detector planes. Furthermore, sensor positions are imprecise
as they are either enclosed in protective boxes or held in holders. On the other
hand, track-based alignment offers submicrometer accuracy and does not require any
movement of detector planes, saving time and minimizing the risk of physical damage.
The alignment problem arises due to imprecise knowledge of the setup geometry,
necessitating the assumption of initial detector positions, rotations, and sensor bow.

To align the telescope planes, the track-based method involves iteratively adjusting
the positions (X and Y) and rotations (around the x-, y- and z-axes) of all planes
with respect to a reference plane using the module AlignmentTrackChi2. This is
done by refitting tracks to minimize the sum of all track χ2 values using Minuit2 [93].
The alignment process is continued until convergence, which is achieved when no
further improvements in the biased residuals of the telescope planes are observed, and
the χ2/ndof shows a peak at 1.0. The residual is a difference between the intercept
of the extrapolated track with the detector plane and the associated hit measured by
this detector. Figure 95 shows the telescope residuals after alignment.
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Figure 95.: Telescope residuals after alignment.

6.5.7. Track-DUT Hit Association

As mentioned, the DUT clusters are excluded from the track candidates to prevent
bias in evaluating their performance. Thus, a separate step is required to associate
these clusters with one of the reference tracks. The association procedure involves
determining the intersection point of the track with the DUT, and subsequently, all
clusters within a defined spatial and time range are associated. To determine whether
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a cluster is within the range, the distance between the track intercept and either
the cluster’s center or the center of the closest pixel to the track intercept in the
cluster is compared. The latter method is preferred as it reduces the impact of delta
electrons, which can cause large clusters whose centers are displaced away from the
track incidence point. The effect of delta electrons is a well-known phenomenon and
has been extensively researched, as shown in [94]. Association cuts are determined
following the same criteria as for the track finding and depend strongly on the DUT
rotation. The time interval was chosen based on the width of the time correlation
plots, as shown in Figure 96. The displacement of the curve peak from zero is due to
a 157 ns delay. Also, the visible tale in the curve is the product of the time walk
discussed in section 3.2.2

Figure 96.: Time residual distribution for MuPix10

6.5.8. Track-Based DUT Alignment

The alignment procedure for the DUT is similar to that of the telescope. The
alignment is carried out using the AlignmentDUTResiduals module, which minimizes
the RMS value of the spatial residual distribution of the DUT by varying its positions
and rotations. Figure 97 shows an example of a residual distribution after alignment
for one of the tested MuPix10 sensors. After alignment, the residual is centered
around zero, and the tails are about one order of magnitude smaller because alignment
reduces the number of uncorrelated and noise hits. The unbiased residual distributions
allow for an estimation of the DUT’s position resolution and are the first figure of
merit to examine during a beam test analysis.
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Figure 97.: Spacial residual distribution for MuPix10 after aligment.

6.6. Chip Characterization parameters

6.6.1. Hit Reconstruction Efficiency

The testbeam evaluates the hit reconstruction efficiency as one of the most important
parameters for a given threshold. The efficiency corresponds to the probability of
detecting a particle passing through the detector and is obtained as the ratio of the
number of tracks with an associated cluster in the DUT and the total number of
reconstructed tracks passing through the DUT detection area, known as reference
tracks. Equation 37 defines the efficiency, where k is the number of tracks with an
associated cluster in the DUT and N is the total number of reference tracks.

ϵ =
k

N
, (37)

6.6.2. Spatial Resolution

The accuracy of the reconstructed hit location is constrained by the pixel’s finite size
(known as pitch) and the inherent statistical fluctuations during charge deposition and
collection. As a result, the reconstructed position on the DUT is always displaced
relative to the track position. The difference between the position of the track
intercept and the center of the associated cluster, xtrack − xhit, is called the unbiased
residual, and the RMS of its distribution, defined in Equation 38, is employed to
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estimate the DUT spatial resolution σx(DUT ).

RMSx =

√√√√ 1

N

entries∑
i=1

(xi − xmean)2 (38)

Equation 34 defines the spatial resolution achievable through binary readout for
a single pixel cluster. Assuming an infinitely precise track-pointing resolution, the
unbiased residuals would produce a box-shaped distribution, with a width equivalent
to the pixel pitch. However, the box edges become blurred due to the finite track-
pointing resolution of a real telescope. To account for this effect, the telescope
resolution can be modeled as a Gaussian normal distribution, and a convolution of
a box function with a Gaussian can be used to describe the width of the unbiased
residuals. Additionally, the shape of the residual may be influenced by the occurrence
of multi-pixel clusters, particularly at the corners and edges of a pixel, resulting
in a bias towards small residuals for these clusters. The result in an achievable
spatial resolution directly correlated with its clustering behavior, which is analyzed in
Chapter 7. In the case of a normal distribution, the RMS is identical to the standard
deviation of the Gaussian.

It’s crucial to note that the total width of the unbiased residuals is a convolution
of two factors: the DUT’s intrinsic resolution and the reference telescope’s resolution.
Assuming a Gaussian residual distribution, the telescope resolution can be subtracted
in quadrature as:

σDUT =
√
σ2measured − σ2telescope (39)

When the resolution of the telescope is much smaller than the one of the DUT,
σtelescope ≪ σDUT , the influence of the telescope can be neglected, and equation 39
becomes

σDUT ≈ σmeasured (40)

6.6.3. Time Resolution

Similar to spatial resolution, time resolution can be estimated from the width of
unbiased time residuals between the reference track and the associated cluster on
the DUT.

tresidual = ttrack intercept − tassociated cluster (41)
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In general, achieving improved time resolutions can be attributed to either a
substantial increase in the signal or a decrease in the detection threshold. This
alteration results in a sharper threshold crossing, diminishing the comparator jitter
susceptibility. In other words, it minimizes the impact of time fluctuations caused
by noise variations in the signal, which inevitably contribute to the overall time
resolution. One should note that the time residual might exhibit an asymmetric
distribution due to timewalk, as elaborated in Section 3.2.2.
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Chapter 7

Test Beam Measurements

This chapter presents the measurement and analysis results from testbeam campaigns
using three MuPix10 sensors with different thicknesses and resistivities. These studies
investigate the in-pixel hit detection efficiency, cluster size, and spatial and time
resolution under different thresholds and voltage conditions. The sensor settings
used for all the measurements presented in this thesis are listed in Appendix C.

In many applications, particles may not enter the sensor perpendicular to its
surface, and studying its performance at different incident angles can help determine
its capabilities, limitations, and suitability for various applications. Therefore the
sensor’s performance in detecting particles that enter at different angles is also
presented.

7.1. Hit Detection Efficiency

The hit detection efficiency is defined as the probability of detecting a traversing
ionizing particle as described in subsection 6.6.1.

7.1.1. Threshold dependence

The efficiency is studied during the testbeam as a function of the threshold set in the
discriminators. Scanning the discriminator threshold and obtaining the efficiency for
each step leads to the so-called “s-curve”. The efficiency s-curve can be fitted with an
empirical skewed complementary error function [95].

Figure 98 shows the hit detection efficiency for a MuPix10 sensor thinned to 100 µm
with a 200-400 Ωcm substrate resistivity at three different voltages as a function of the
threshold. Higher voltages exhibit a broader threshold range, approximately 130 mV
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wide, with efficiency above 99%. For higher thresholds, the efficiency decreases
appreciably. This behavior is expected, and it is caused by the fact that, with the
increase of the threshold, only events with large charge depositions lead to hits,
and according to the Landau distribution of the deposited charge, the fraction of
such events is small. The same trend is observed as the voltage decreases, and the
threshold range for which the efficiency remains above 99% is significantly reduced
compared to the high voltages. The range shrinks to approximately 30 mV for a bias
voltage of -20V, as seen from the inset in Figure 98. This reduction corresponds to a
decrease in the sensor’s performance and is a direct consequence of the decrease in
the width of the depletion region.

Figure 98.: Efficiency as a function of the threshold for different bias voltages for a
MuPix10 sensor thinned to 100 µm.

The charge deposited in the undepleted volume is collected via diffusion, as no
electric field is present. Thus, charges move slower, with a low contribution to the
electrodes’ collected charge within the detector’s total integration time. In addition,
the slower movement also increases the recombination probability.

7.1.2. Efficiency uniformity

The in-pixel efficiency is studied by combining the in-pixel efficiency results of all
the pixels inside the region of interest (ROI). The sensor must have a uniform
performance to properly study the in-pixel effects because the threshold setting is
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applied globally to the entire matrix. An inhomogeneous response will lead to areas
of lower hit detection efficiency, affecting the resulting in-pixel efficiency distribution.

Figure 99 shows efficiency maps for different thresholds and voltages. The color
scale represents the efficiency for a set column/row and threshold; the x-axes represent
the column/row number, and the y-axes the applied threshold. The results show
that the response across all the columns and rows shows good uniformity over the
entire studied threshold range.
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Figure 99.: Column and Row dependence of the hit detection efficiency for different
thresholds and bias voltages.
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Figure 100 shows a schematic of an ALPIDE telescope plane and the MuPix10
sensor. The ALPIDE is larger than the DUT in the horizontal direction. However,
in the vertical direction, MuPix10 extends from the telescope. Consequently, the
entire MuPix10 chip can not be characterized in a single run, and the data used for
the analysis is restricted to the overlapping region and further reduced to an ROI.

Figure 100.: Schematic showing the telescope coverage of the DUT (MuPix10) and
the ROI. The global coordinate system used through all the following
analyses is defined.

7.1.3. In-Pixel Efficiency

The in-pixel efficiency for different thresholds in a MuPix10 sensor biased to -100 V
is shown in Figure 101. The efficiency remains above 99% for low thresholds, and no
spatial dependency within the pixel is observed. For higher thresholds, the efficiency
is the highest within the pixel center and decreases towards the edges and corners. A
shift of the highest efficiency from the pixel center along the x-direction is observed
due to a small rotation about the y-axes during data taking (section 7.7.1 presents
the effect of rotation over the in-pixel efficiency). The low efficiency at the corners
and edges is expected, given that the charge created by one traversing particle due
to lateral diffusion may be collected in two or more adjacent pixels (Figure 102).
This effect is called charge sharing. More charge sharing occurs near the corners and
edges, leading to larger clusters. In the pixel edge, the charge sharing occurs between
two pixels; in the corners, the charge can be shared by up to four pixels. Therefore,
the collected charge in one pixel shrinks and likely remains below the threshold.
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(a) 43 mV (b) 109 mV

(c) 171 mV (d) 194 mV

(e) 220 mV (f) 260 mV

Figure 101.: In-pixel efficiency at different thresholds for a MuPix10 sensor thinned
to 100µm and biased to -100 V.

Figure 103 compares the in-pixel efficiency for different voltages and thresholds.
Low voltages have a smaller depletion zone and, as a result, lower efficiencies. The
plots show that the efficiency drops at the corners and edges for all the voltages
due to increasing charge sharing and lower depletion zones. For high thresholds, the
efficiency is also affected for particles passing close to the center of the pixel. It is
important to note that the rotation observed for the measurement at -100 V was
corrected for lower voltages during the data taking.
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Figure 102.: Electron density distribution using TCAD simulation when a particle
passes through the center of the gap between two pixels.

The collected charge when a particle traverses the center of the pixel and the gap
was evaluated using TCAD simulations and is presented in Figure 104. The TCAD
simulations results show a decrease up to ∼50% of the collected charge by one pixel
within 5 ns when particles pass through the center of the gap. These results agree
with the efficiency reduction at edges and corners due to charge sharing.

7.2. Cluster size

Because of charge sharing, a clustering algorithm is needed to group pixels related
to one particle into a cluster. If a pixel hit timestamp is available, adjacent pixel
hits can be combined into a cluster if they coincide within a specific time window. If
no time information is available, the clustering is performed solely based on the hit
positions. Figure 105 shows the normalized distribution of cluster sizes at -100 V and
a 43 mV threshold. Single-pixel clusters make up the largest fraction, with ∼90.7%.
In ∼8.5% of all cases, two-pixel clusters occur, and for ∼0.8%, the cluster size is ≥ 3.

7.2.1. Threshold dependence

Figure 106 shows the mean cluster size as a function of the threshold. The mean
cluster size is close to one and decreases with increasing thresholds reaching a
minimum at a threshold ∼230 mV. The decrease in the mean cluster size follows the
expectation since, for a given charge sharing, the probability of the signal crossing the
threshold decreases for a high threshold. For even higher thresholds, the cluster size
increases. The increase can be attributed to a bias toward large energy depositions
like delta rays. No notable difference is seen between the column and row cluster
size width.
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(a) -100 V, Threshold: 43 mV (b) -60 V, Threshold: 43 mV

(c) -20 V, Threshold: 43 mV (d) 0 V, Threshold: 43 mV

(e) -100 V, Threshold: 109 mV (f) -20 V, Threshold: 109 mV

(g) -100 V, Threshold: 171 mV (h) -20 V, Threshold: 171 mV

Figure 103.: In-pixel efficiency for a MuPix10 sensor thinned to 100µm for different
thresholds and voltages.
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Figure 104.: Accumulated charge from a MIP during 5 ns for different bias voltages
and in-pixel positions obtained from TCAD simulations in a MuPix10
sensor thinned to 100 µm.

(a) Cluster size (b) Cluster width in column and row direction.

Figure 105.: Normalized distribution of cluster size and cluster width for a MuPix10
sensor at -100 V and a 43 mV threshold.

7.2.2. In-pixel cluster size

The mean cluster size as a function of the track intercept within the pixel, refers in
the following as in-pixel cluster size, offers evidence of the increased charge sharing
for tracks closer to the pixel edge. Figure 107 displays the 2D mean cluster size
distribution for different voltages and thresholds. For all the cases, the mean cluster
size increases when the particles traverse close to the pixel edge and corners, as
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Figure 106.: Mean cluster size as a function of the threshold for a MuPix10 sensor
thinned to 100 µm with a substrate resistivity and a -100 V voltage.

previously concluded from the in-pixel efficiency plots. This behavior depends on
the threshold and voltage, which modulates at which distance from the pixel center
the charge sharing is high enough to generate hits with cluster sizes larger than one.

The mean cluster size as a function of the in-pixel position in the y-axis is presented
in Figure 108a for different voltages and thresholds. For low thresholds, particles
passing throughout the center of the pixel produce hits with larger cluster sizes as the
voltage decrease. This behavior is due to the larger diffusion in the undepleted areas.
Less charge is collected via drift for very low voltages, and the probability of crossing
the threshold decreases. As a result, the increased diffusion is not registered and the
mean cluster size increases. For large thresholds, as shown in Figure 108b, particles
passing by the center of the pixel result in a larger cluster size for the highest voltage
since only hits with large signals are registered. Figure 109 compares the in-pixel
efficiency and mean cluster size for different voltages. As previously concluded, a
large cluster size due to increased charge sharing results in lower efficiencies.

Even if an increased cluster size at the pixel edge is responsible for the efficiency
decrease, the mean cluster size is ∼1 for all the in-pixel positions. HV-MAPS complex
electric field distribution results mainly in hits with cluster size one. Figure 110
shows the TCAD simulation results of the charge collected in a hit pixel and its
neighbor for different in-pixel track positions. This result shows a charge induced in
the neighbor pixel lower than 70% of the charge collected in the hit pixel for particles
passing from the pixel center up to 5 µm from the pixel corner.
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(a) -100 V, Threshold: 43 mV (b) -60 V, Threshold: 43 mV

(c) -20 V, Threshold: 43 mV (d) 0 V, Threshold: 43 mV

(e) -100 V, Threshold: 109 mV (f) -20 V, Threshold: 109 mV

(g) -100 V, Threshold: 171 mV (h) -20 V, Threshold: 171 mV

Figure 107.: Mean cluster size as a function of the track intercept for a MuPix10
sensor thinned to 100 µm for different thresholds and voltages.
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Figure 108.: Mean cluster size along the y-axis as a function of the track intercept
for different voltages for a MuPix10 sensor thinned to 100 µm.

40 20 0 20 40
in-pixel ytrack [ m]

0.98

0.98

0.98

0.98

Ef
fic

ie
nc

y

1.03

1.03

1.04

1.04

1.05

M
ea

n 
cl

us
te

r s
iz

e

(a) -100 V.

40 20 0 20 40
in-pixel ytrack [ m]

0.76

0.78

0.80

0.82

0.84

Ef
fic

ie
nc

y

1.02

1.03

1.03

1.04

1.04

1.05

M
ea

n 
cl

us
te

r s
iz

e

(b) -20 V.

Figure 109.: Mean cluster size and efficiency along the y-axis for different voltages
at a 171 mV threshold for a MuPix10 sensor thinned to 100 µm.

Figure 111 shows the electron density for tracks with four different in-pixel positions.
Both results indicate that particles passing 5 µm away or more from the pixel edge
drift mainly to the hit pixel, and only a low signal is registered in the neighbor pixel.
This behavior caused the observed mean cluster size ∼1, even for particles close to
the pixel edge.

7.3. Spatial resolution

As discussed in subsection 6.6.2, the spatial resolution can be quantified as the
RMS value of the unbiased spatial residual distributions (difference between the
interpolated track intercept on the DUT sensor and its measured position).
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Figure 110.: TCAD simulation of the accumulated charge from a MIP with differ-
ent entry points distances from the sensor edge in a MuPix10 pixel
structure thinned to 100 µm with a -20 V applied voltage.

7.3.1. Threshold dependence

Figure 112a shows the normalized spatial residuals along the y-axes at a bias voltage
of −20 and -100 V for a 43 mV threshold. The cluster positions were ToT-weighted
for n pixels within the cluster, as follows:

ycluster =

∑n
i=1 ToTi ∗ yi∑n

i=1 ToTi
(42)

The shape of these distributions and the position resolution depends on several
factors, including the sensor pitch and experimental conditions, like the particle
incidence angle and the operating threshold and voltage. For the sensor bias at
-100 V, the increased charge sharing near the pixel edge results in an improved spatial
resolution compared with the biased at -20 V.

Figure 112b shows the RMS distribution as a function of the threshold. It can be
seen that the RMS increases with an increasing threshold. This behavior is expected
because, with an increasing threshold, the number of multi-pixel clusters is reduced
and the cluster position will move further from the real track position. After a
maximum, the RMS fall-off results from an efficiency reduction, with only particles
passing by the center of the pixel collecting enough charge to pass the threshold.
The RMS increase again for a very large threshold since mostly particles with large
energy depositions and large clusters are recorded.

The spatial resolution behavior can be better understood when the different
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(a) 40 µm

(b) 20 µm

(c) 10 µm

(d) 5 µm

Figure 111.: TCAD simulation of electron density from a track with different in-
pixel positions in a MuPix10 sensor with a -20 V applied voltage.

cluster size contributions are investigated. Figure 113 displays the normalized spatial
residuals for different cluster sizes at different thresholds and bias voltages. Since
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Figure 112.: Position resolution along the y-axis for different voltages for a MuPix10
sensor thinned to 100 µm.

single-pixel clusters comprise the largest fraction of events, even for tracks close to
the edge of the pixel, the residual distribution shape and the RMS is dominated by
single-pixel clusters.

Contrary to the effect of charge sharing on efficiency, a larger cluster size for tracks
passing close to the pixel edge improves the position resolution. This behavior is
expected since hits with cluster size two have a cluster center near the pixel edge,
decreasing the track-cluster residual.

The position resolution results without using a ToT-weighted cluster size position
are shown in Appendix D

7.4. Time resolution

As discussed in subsection 6.6.3 and analogously to the spatial resolution, the time
resolution can be determined as the width of time residuals between the timestamp
of the associated cluster in the DUT and the trigger scintillators.

Figure 114 shows the time residual for a -100 V applied voltage. Without any
additional processing, a resolution of σ=14.27 ns is achieved. The time resolution was
quantified as the Gaussian-shaped distribution’s RMS. It is important to note that
the distribution center is displaced from zero due to a system delay in the EUDAQ
framework.

Two effects are mainly responsible for the distribution tail [58]. First, row-
dependent signal variations caused by different line lengths of the pixel point-to-point
connections and a non-uniform routing scheme involving multiple metal layers causes
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(a) -100 V, Threshold: 43 mV
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(b) -20 V, Threshold: 43 mV
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(c) -100 V, Threshold: 109 mV
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Figure 113.: Unbiased spatial residual distributions the y-axis for different cluster
sizes at different thresholds and bias voltages for a MuPix10 sensor
thinned to 100 µm.

variation in the line capacitance, which affects the signal shape and, consequently,
the timing behavior. Second, timewalk from variations of the rising edge, depending
on the amount of deposited energy.

Large signals can result in long ToT values that are not fully sampled. Figure 115
shows the ToT distribution of the studied sensor using the settings presented in
Appendix C. The peak of the ToT distribution corresponds to the delay time, and a
good ToT correction is not really possible. Consequently, no timewalk correction is
applied to the presented results, and the uncorrected values are used to compare the
behavior between the different studied configurations. With a proper delay value,
the time resolution of the MuPix10 sensor can be off-line improved to values ≈ 7 ns,
as shown in the work presented in [41]. MuPix11, the last MuPix prototype, fixed
the delay circuit for sampling larger pulses, allowing better timewalk corrections.
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Figure 114.: Time residuals for a MuPix10 sensor thinned to 100 µm with -100 V
voltage and 43 mV threshold.
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Figure 115.: ToT distribution for a MuPix10 sensor thinned to 100 µm at different
bias voltage. The sensor settings are presented in Appendix C.

7.5. Studies with different sensor thicknesses

The previously studied sensor showed a large correlation between efficiency, charge
sharing, and depletion depth. Increased charge sharing reduces the efficiency while
large depletions improve it. To further study these effects, a MuPix10 sensor thinned
to 50 µm was characterized. Chapter 5 showed that a MuPix10 sensor with the
indicated thickness results in a breakdown of a few volts over -20 V. This section
compares the cluster size and efficiency results of the 50 µm sensor with the 100µm
sensor at a voltage of -20 V.
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7.5.1. Cluster size

A MuPix10 biased at -20 V results in almost full depletion for the 50 µm thinned
sensor, while the 100µm has an extra ∼50 µm undepleted area where diffusion
happens. This difference is shown in Figure 116 using TCAD simulations.

(a) 50 µm. (b) 100 µm.

Figure 116.: TCAD simulation of depletion depth for a MuPix structure with a
substrate resistivity ∼355 Ωcm at -20 V for different sensor thicknesses.

Figure 117 shows the normalized cluster size distribution for both sensor thicknesses.
A significant decrease in larger cluster sizes is observed for the 50 µm sensor. This
decrease is related to the difference in the collected charge due to the diffusion
component. The mean cluster size as a function of the threshold shows the expected
behavior of a decrease with threshold increase until a minimum value, where the
large energy deposition events start to be significant and increase the cluster size.

7.5.2. Efficiency

Figure 118 studies the efficiency as a function of the threshold for the different
thicknesses. This result shows that for low thresholds, the charge collected in the
first micrometers via drift is enough to pass the set threshold and result in efficiencies
>99%. As the threshold increases, the sensor with the 50µm thickness shows a
reduced efficiency. The extra charge collected from the undepleted area for large
threshold results in higher efficiencies for the 100 µm sensor. This effect was observed
again in the in-pixel efficiency studies presented in Figure 119, where there is no
significant difference in the in-pixel efficiency between the two sensor thicknesses at
a 43 mV threshold. However, large thresholds show in-pixel efficiency distributions
with the same behavior and lower efficiencies for the sensor thinned to 50 µm.
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(b) Cluster size as a function of the threshold.

Figure 117.: Cluster size distribution for different MuPix10 sensor thicknesses at a
bias voltage of -20 V.

Figure 118.: Efficiency as a function of the threshold for MuPix10 sensors with
different thicknesses at a bias voltage of -20 V.

7.5.3. TCAD simulation study of diffusion

The diffusion effect on the amount of collected charge was studied using TCAD.
Figure 120 shows the electron density of a MIP passing through the center of the
pixel along the full depth (combined), within the depletion zone (drift), and outside
the depletion zone (diffusion). The simulated structure represents a MuPix10 sensor
with a substrate resistivity of 355Ω cm, biased at -20 V. The collected charge results
(Figure 121) show that the diffusion represents ∼25% of the collected charge.
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Figure 119.: MuPix10 in-pixel efficiency the x-axis for different thicknesses and
thresholds at -20 V.

(a) Combined (b) Drift (c) Diffusion

Figure 120.: TCAD simulation of the interaction of a MIP with a Mupix10 sensor
with a substrate resistivity ∼355Ω cm at -20 V through different areas
of the detector. The white lines define the border of the depletion
zone. The color scale from sub-figure (c) describes the electrostatic
potential for the three cases.

The difference between the combined simulation and the sum of the individual
drift and diffusion components is related to the impact of the charge carriers on the
electric field distribution during the drift and combined simulation [96]. The cloud
of charges modified the strength of the electric field and, as a result, the charge
collection process. Due to this, the diffusion is underestimated when simulated
individually.
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Figure 121.: TCAD simulation of accumulated charge for a MIP traversing through
different areas of the detector in a MuPix10 sensor with a substrate
resistivity ∼355Ω cm and 100 µm thickness at -20 V.

7.6. Studies with different substrate resistivities

Chapter 5 discussed the difficulties of choosing the proper substrate resistivity. While
a lower substrate resistivity results in a higher electric field, a high substrate resistivity
has a larger depletion zone. This section shows the results of a MuPix10 sensor in a
10-20Ω cm substrate thinned to 50 µm.

7.6.1. Efficiency

According to the results presented in Figure 82, a MuPix10 sensor with 10-20Ω cm

substrate has a breakdown voltage over -130 V. Figure 122 shows the efficiency result
for a MuPix10 sensor in a 10-20Ω cm substrate biased at -120 V. The threshold
range for which the efficiency remains above 99% is significantly reduced compared
to a similar sensor in a 200-400Ω cm substrate.

The efficiency reduction is mainly due to the size of the depletion zone. Figure 123
presents the depletion zone for both resistivities at the highest operating voltage
using TCAD simulation. While the higher resistivity substrate shows large depletions,
the lower substrate for a higher voltage has a small depletion and might not be
fully depleted in the inter-pixel region. If the detector cannot be operated at higher
voltages due to breakdown, inefficiency in the edges and corners might disqualify the
lower substrate for operation, particularly in high radiation environments where the
damage caused to the substrate further reduces the depletion zone.
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Figure 122.: Efficiency as a function of the threshold for a MuPix10 sensor with a
substrate resistivity 10-20Ω cm at -120 V thinned to 50 µm.

(a) ∼355 Ωcm at -100 V

(b) 20 Ωcm at -120 V

Figure 123.: TCAD simulation of the depletion zone for a MuPix10 pixel structure
thinned to 100 µm for different substrate resistivities.
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In-pixel efficiency

The 10-20Ω cm sensor results in efficiency with the same behavior as the previously
analyzed detectors. The highest efficiency within the pixel center and a decrease
towards the edge and corners can be observed in Figure 124a. A difference of the
200-400Ω cm sensor, operating the detector at -20 V results in efficiencies below 99%
even for the lower threshold (Figure 124b).
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Figure 124.: (a) In-pixel efficiency along the x-axis for MuPix10 sensors with dif-
ferent substrate resistivity at a 50 mV threshold. (b) Longer efficiency
range.

7.6.2. Time Resolution

The advantage of the low substrate resistivity is the high electric field that quickly
collects signals via drift. As a result, the 10-20Ω cm substrate quickly collects charge
during the first micrometers, and then a slow diffusion process dominates the rest of
the charge collection. Figure 125 shows the time residual for a 10-20Ω cm at -120 V.
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Compared with the previously studied sensor, the time resolution deteriorates due to
the small depletion zone. These results suggest that the 200-400Ω cm sensor has a
better general performance for the current maximum operating voltages.
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Figure 125.: Time residuals for MuPix10 sensors thinned to 50 µm with different
substrate resistivities and voltages for a 43 mV threshold.

7.7. Rotation studies

HV-MAPS sensors are under study to be integrated into larger systems, such as
particle detectors or medical imaging devices. Understanding how the particle’s
incidence angle affects the performance of the sensors is crucial for proper integration
within such systems. By studying the sensors under different rotations1, it is possible
to identify the optimal orientation for achieving the best performance. Depending
on the rotation, the cluster size is modified, and according to the analysis performed
in the previous sections, the efficiency is also modified. It is important to note that
the detector is rotated about the global y-axis, and as a result, the cluster size is
modified in the row direction.

7.7.1. Cluster size

For a better understanding of the effect of the rotation on the detector behavior, the
100 µm MuPix10 sensor produced in a 200-400Ω cm substrate was used. This sensor
produces larger depletion zones than the 10-20Ω cm and can be operated at higher

1At the testbeam, the orientation of the beam is fixed. Therefore, to change the particle’s incidence
angle the sensors need to be rotated.
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voltages than the 50µm prototype. The sensor was rotated by three different angles
with respect to the normal to the sensor plane. The rotation angles are shown in
Figure 126.

Figure 126.: Sketch of the sensor rotations used during the testbeam and definition
of the used angles. The red lines represent the beam.

The distance traveled by the particle inside the detector and how many pixels
traverse for each rotation can be estimated using the pixel dimensions, as shown in
Figure 127, where d represents the detector thickness, r is the distance along the
row direction, and d’ is the distance traveled by the particle inside of the detector.
The distance along the row direction can be calculated as:

tan(γ) =
d

r
=

85

r

r =
85

tan(γ)
[µm]

(43)

For a 25◦ rotation:

In this case, the distance traveled along the row direction is equal to r ≈ 39.7 µm.
Depending on the in-pixel position of the track, voltage, and threshold, the cluster
size along the row direction will be between one and two, as shown in Figure 128a.
Ideally, the cluster size is one for particles with an in-pixel position at the left of
the pixel center and two for those with an in-pixel position at the right of the pixel
center.

In reality, particles passing close to the edge diffuse to the neighbor pixel, and as a
result, the cluster size can increase to two, as illustrated in Figure 128b. This behavior
is affected by the applied voltage (size of the depletion zone) and the threshold. For
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Figure 127.: Sketch to determine the distance a particle travels after rotation. The
purple line represents the beam crossing the detector. The sensor
thickness for the calculation was set to 85 µm due to the 15µm of
metal layers (Figure 63).

example, for particles traversing two pixels, the cluster size can be one for small
depletion zones and high thresholds (Figure 128c) or two for low thresholds and large
depletion zone (Figure 128d).

The resulting mean cluster size for different thresholds at -20 V is shown in
Figure 129. The expected and previously described behavior for the row cluster size
is observed. The mean cluster size increases for particles with an in-pixel position at
the right of the pixel center as particles crossing the detector in this region traverse
two pixels. The sensor depletion width is ∼30 µm for a bias voltage of -20 V. This
results in a small area where the track passes inside the depletion zone of the two
neighbor pixels. Since most of the charge in the neighbor pixel is created outside of
the depletion zone, the resulting mean row cluster size width is ∼1. In the column
direction, some unintentional rotation is observed due to the weight of the mechanical
structure of the setup.

For a 43◦ rotation:

For this case, the distance traveled along the row direction is r ≈ 79.4 µm. Based on
the voltage and threshold, the cluster size along the row direction is between one
and two, as pictured in Figure 130.
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(a) Idea cluster size case.

(b) Cluster size considering lateral diffusion.

(c) Cluster size considering a small depletion zone.

(d) Cluster size considering a large depletion zone.

Figure 128.: Sketch of the cluster size variations for a 25◦ rotation.
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(b) Row

Figure 129.: Mean cluster size width for a 25◦ rotation of a MuPix10 sensor thinned
to 100 µm at a bias voltage of -20 V for thresholds of 43 and 109 mV.

(a) Ideal cluster size case

(b) Cluster size considering lateral diffusion.

Figure 130.: Sketch of the cluster size variations for a 43◦ rotation.

For particles entering the sensor at the edge, a cluster size of one is ideally expected
because they have a path along one pixel (Figure 130a), but as seen in the case of
the 25◦ rotation, due to diffusion, the cluster size increases in the edge (Figure 130b).
For the rest of the in-pixel positions, the particles cross two pixels. As a result, a
cluster size of two is expected for all the in-pixel positions.
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This behavior depends on the depletion width. Compared with the 25◦ rotation,
more particles will have a path inside the depletion zone of two adjacent pixels. Hence,
an increase in the mean cluster size is observed. The resulting mean cluster size as
a function of the track position along row direction within the pixel showing the
previously described behavior is shown in Figure 131 for four bias voltages. Larger
cluster sizes for higher voltages result from larger depletions that increase the amount
of collected charge in the neighbor pixel.
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Figure 131.: Mean cluster size width as a function of the track position along row
direction within the pixel for a 43◦ rotation of a MuPix10 sensor
thinned to 100 µm at different voltages for a 43 mV threshold.

For a 62◦ rotation:

When particles enter the sensor at an angle of 62◦, the distance traveled along the
row direction is equal to r ≈ 160.4 µm. Depending on the voltage and threshold, the
resulting cluster size along the row direction is between two and three, as shown in
Figure 132a. For particles entering the sensor at the edge, a cluster size of two is
ideally expected because they have a path along two pixels (Figure 132a), but as
seen from the previous study rotations, due to diffusion, the cluster size increases in
the edge (Figure 132b). For the rest of the in-pixel positions, the particles cross three
pixels. As a result, a cluster size of three is expected for all the in-pixel positions
(Figure 132b). Figure 133 shows the mean cluster size for different voltages. In
the third pixel of the particles path, the charge is mostly deposited outside of the
depletion zone, and as a result, a mean cluster size value closer to two is obtained.
For lower voltages, as the depletion zone decreases, the charge created in the second
pixel is also deposited outside the depletion zone, decreasing the mean cluster size.
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(a) Ideal cluster size case

(b) Cluster size considering lateral diffusion.

Figure 132.: Sketch of the cluster size variations for a 62◦ rotation
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Figure 133.: Mean cluster size width as a function of the track position along row
direction within the pixel for a 62◦ rotation of a MuPix10 sensor
thinned to 100 µm at different voltages for a 43 mV threshold.

Figure 134 and 135 show the cluster size, column, and row width distribution for
the different rotations, voltages, and thresholds. The results show an increase in
cluster size for large rotations. For a 62◦ rotation, hits with cluster size two dominate
for low thresholds at -20 V. For the highest voltage, two-pixel hits dominate even
for high thresholds. The column cluster size width is dominated by single-pixel hits
because there are only small unintentional rotations about the global x-axis.
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(a) Cluster size for a 43 mV threshold.
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(b) Cluster size for a 109 mV threshold.

0 2 4 6 8
Cluster size

10
6

10
5

10
4

10
3

10
2

10
1

10
0

N
or

m
al

iz
ed

 #
 o

f e
ve

nt
s

0o

25o

43o

62o

(c) Column cluster size for a 43 mV threshold.
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(d) Row cluster size for a 43 mV threshold.

Figure 134.: Normalized cluster size, column, and row width distribution for
MuPix10 sensors thinned to 100 µm at different rotations for a -
20 V bias voltage.

7.7.2. Efficiency

Figure 136 shows the efficiency for different rotations at a -20 V bias voltage. The
results show a slight decrease in efficiency up to a minimum of around 86% at
∼13◦. For larger angles, the efficiency increases despite the larger cluster size. This
behavior results from an increased path of the particle inside the depletion zone,
which increases the collected charge. The distance travel by particles inside the
detector (d’ ) is defined in Figure 127 as:

sin(γ) =
d

d′
=

85

d′

d′ =
85

sin(γ)
[µm]

(44)
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(a) Cluster size for a 43 mV threshold.

0 2 4 6 8
Cluster size

10
5

10
4

10
3

10
2

10
1

10
0

N
or

m
al

iz
ed

 #
 o

f e
ve

nt
s

0o

43o

62o

(b) Cluster size for a 109 mV threshold.
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(c) Column cluster size for a 43 mV threshold.
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(d) Row cluster size for a 43 mV threshold.

Figure 135.: Normalized cluster size, column, and row width distribution for
MuPix10 sensors thinned to 100 µm at different rotations for a -
100 V bias voltage .

A model that considers the individual contributions of the cluster size (∝ sin(γ))
and the path inside the depletion zone (∝ 1/sin(γ)) can be used to describe the
efficiency behavior as a function of the angle.

The in-pixel efficiency results are shown in Figure 137. For the 25◦ rotation, the
efficiency decreases correspond with the increased cluster size (Figure 137a). For the
43◦ and 62◦ rotation the efficiency increases as the particles have a longer path inside
the detector (Figure 137b).

7.7.3. Resolution

Figure 138 presents the position resolution for a -20 V bias voltage and a 43 mV
threshold for the investigated rotations.
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Figure 136.: Efficiency for different rotations of a MuPix10 sensor thinned to
100 µm at a -20 V bias voltage at different thresholds. Fitted as
1/sin(γ)+sin(γ)
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Figure 137.: In-pixel efficiency along row direction within the pixel for different
rotations of a MuPix10 sensor thinned to 100 µm for a -20 V voltage
and a 109 mV threshold.

For the 25◦ rotation, the position resolution improves due to an increase in hits
with cluster size two for tracks close to the right edge of the pixel, resulting in a
resolution close to the binary resolution (23.12 µm). For a 43◦ rotation, the resolution
worsens due to increased hits with cluster size two for particles with in-pixel positions
close to the pixel center. Additionally, more tracks with an in-pixel position close to
the right edge of the pixel are registered as a cluster-size one hit in the neighbor pixel,
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(c) 43◦

100 0 100 200
ytrack - yhit [ m]

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 e
nt

rie
s

 ~ 27.92 m
 ~ 29.79 m
 ~ 26.94 m

All cluster sizes
Cluster size = 1
Cluster size = 2
Pixel boundaries

(d) 62◦

Figure 138.: Unbiased spatial residual distributions for different cluster sizes along
row direction at a 43 mV threshold and a -20 V bias voltage for a
MuPix10 sensor thinned to 100 µm.

producing an asymmetric residual distribution. For the 62◦ rotation, the increased
number of cluster size two results in an improved position resolution.

These results show that the best position resolution is obtained for tracks that
have cluster size one (as long as the hit is registered in the pixel where the particles
first hit) and an in-pixel position near the pixel center and cluster size two for those
with in-pixel positions close to the edge.

Figure 139 shows the position and time resolution behavior. In contrast to the
spatial resolution, for a 25◦ rotation, the time resolution worsen due to the increased
charge collection via diffusion for tracks close to the pixel edge. The particle’s
increased path inside the depletion zone improves the time resolution for larger
rotations despite the increased charge sharing.
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Figure 139.: Uncorrected time and spacial resolution along row direction for differ-
ent cluster sizes at a 43 mV threshold and a -20 V bias voltage for a
MuPix10 sensor thinned to 100 µm.

7.7.4. Sensor thickness

The efficiency, position, and time resolution for the different particle incidence angles
depends on the sensor thickness. For example, for a 50 µm sensor2 rotated 43◦, the
distance traveled along the row direction is equal to r∼ 37 µm and the distance
traveled by the particle inside the detector is equal to d’∼ 51µm. This results in
a cluster size behavior similar to the previously shown for a 25◦ rotation for the
100 µm sensor. The in-pixel cluster size for the 50 µm sensor is compared with similar
rotation in the 100 µm sensor in Figure 140a.

Another difference with the 100 µm sensor is that despite the increased mean
cluster size for particles with in-pixel position to the right of the pixel center, the
path of the particle in the neighbor pixel is inside of the depletion zone resulting in
large charge collections and similar efficiencies for low thresholds in all the in-pixel
positions (Figure 140b).

Figure 141 shows the resulting position and time resolution. Both resolutions show
an improvement for the lower sensor thickness. The better position resolution for
the 50 µm sensor is due to the smaller cluster size for tracks close to the pixel center
and tracks being registered in the hit pixel.

2The sensor thickness for the calculation was set to 35µm due to the 15µm of metal layers
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Figure 140.: Mean cluster size and in-pixel efficiency along row direction for different
substrate thicknesses at a 43 mV threshold and a -20 V bias voltage
for a MuPix10 sensor with a 43◦ rotation.

The time resolution improvement results from most of the charge being collected
via drift in contrast to the 100 µm sensor, where part of the charge is collected in the
neighbor pixel via diffusion.
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Figure 141.: Uncorrected time and spacial resolution distributions for different
substrate thicknesses at a 43 mV threshold and a -20 V bias voltage
for a MuPix10 sensor with a 43◦ rotation.
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Chapter 8

Conclusion

High-voltage Monolithic Active Pixel Sensors [38] have emerged as a highly promising
technology in the field of silicon tracking detectors for particle physics experiments.
The chips feature different pixel designs, with a variable pixel pitch and a highly
doped n-well in a p-doped substrate as the collection electrode housing the in-pixel
electronics integrated within the substrate. This design allows for the development
of efficient and compact pixel sensors capable of handling high voltages, thereby
enabling improved performance over traditional MAPS while keeping a low material
budget. The sensors are biased through a high-voltage connection surrounding each
pixel and an additional ring around the pixel matrix.

The foreseen tracking detectors are required to operate at high particle rates
and unparalleled radiation damage levels, imposing stringent sensor performance
requirements. These challenges have been addressed by the development of several
HV-MAPS prototypes, which have been produced and extensively tested through a
combination of testbeam measurements and simulations as part of dedicated research
and development efforts for present and future detectors.

TCAD Simulations

Three different prototypes have been investigated using TCAD simulations in the
framework of this thesis, MuPix8 [77], MuPix10, and ATLASPix [59]. The simulation
focuses on the pixel layout, depletion zone, breakdown voltage, and electric field
distribution to better understand their effects on pixel behavior. Such understanding
enables pixel design optimization and a deeper comprehension of sensor behavior.

The simulation shows that the sensor’s biasing structure affects the width of the
depletion zone. A large depletion zone is crucial in detector operation as it enhances
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the efficiency of charge collection and improves the overall sensitivity of the detector.
HV-MAPS uses front-side biasing through the multi-metal layer structure offered by
the technology 1. The simulations indicate that the high voltage contact positioned
outside the pixel matrix is critical to maintaining a constant electrostatic potential
for the p-side of the junction, even when the depletion region covers the HV contacts
in the inter-pixel region. As a result, the depletion zone exhibits a more gradual
increase in size as a function of the applied voltage, leading to improved performance
of the detector.

The lateral depletion was evaluated as a critical factor affecting the detector
efficiency. Horizontal depletion is dominated by the applied voltage, substrate
resistivity, and the radius of curvature of the n-well edge, all well-described 2D
parameters. As a result, 2D simulation can accurately describe the lateral depletion
width. In contrast, 3D simulation was found necessary to describe the depletion
zone at the pixel corner. The depletion zone analysis in the corner of the pixel for a
MuPix8 sensor biased at -15 V in an 80Ω cm substrate shows that the pixel corners
are not fully depleted, and consequently, during operation at high thresholds, the
efficiency decreases in these areas. These results agree with the in-pixel efficiency
studies presented in [77].

The substrate resistivity is an important factor that affects the electrical properties
of the pn-junction. Accurate prediction of wafer resistivity is crucial in understanding
and analyzing the behavior of the depletion region, allowing for better characterization
and optimization of device performance. MuPix10 current-voltage curves obtained for
different sensor thicknesses and TCAD simulation results of the depletion zone were
used to estimate the sensor resistivity. This is done by measuring the sudden increase
in leakage current for different thicknesses at different voltages. One explanation
for this behavior is a high surface current contribution to the leakage current when
the depletion region extends to the backside of the sensor due to a layer of damaged
silicon (∼5 µm [79]) created as a result of backside mechanical grinding. Reports
on this effect have been made in [26], and an additional etching step after backside
grinding was found to mitigate it. The results for the different sensor thicknesses
agree in a wafer resistivity of 355Ω cm. The resulting value is within the 200-400 Ωcm

range reported by the wafer supplier.

Isolation is critical for decreasing crosstalk between pixels, as it interrupts or
eliminates the electron accumulation layer created between the pixels due to holes

1Front-side biasing is used in most of the HV-MAPS prototypes, but back-side biasing is possible
and was studied in the work presented in [59].
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trapped in the oxide interface. The inter-pixel region was investigated, and p-stop
and p-spray isolation techniques [28] were tested. A modified isolation technique
combining a high boron dose with a low-dose p-spray was also studied and showed the
best behavior regarding higher breakdown voltage and lower crosstalk. The modified
isolation technique with a high boron dose of 1x1018 cm−3 and a low p-spray of
2x1016 cm−3 was found to describe MuPix10 experimental breakdown voltages for
different resistivities and sensor thickness for which the breakdown voltage doesn’t
correlate with the extension of the depletion zone to the backside of the sensor. For
the 200-400 Ωcm sensors, an experimental breakdown of -108 V was measured for
a 100 µm sensor thickness, and -106 V is obtained with TCAD simulation. Similar
behavior is observed for the 20Ω cm resistivity substrate, where simulation reveals a
breakdown voltage of -133 V and experimental results of -135 V. Moreover, it was
found that a short distance between the metal layers used to bias the substrate and
the n-well modifies the electric field distribution in the inter-pixel region, reducing
the maximum operating voltage of the sensor.

Capacitance is a sensitive parameter that directly affects the signal-to-noise ratio
and the detector response time. Different contributions to the capacitance were stud-
ied using TCAD simulations for the ATLASPix3, MuPix8, and MuPix10 structures.
An inter-pixel capacitance lower than 1 fF was determined due to pixel isolation.
Junction capacitance and the capacitance created between the n-well and the p-well
that houses the in-pixel PMOS transistors present the highest contribution. A capac-
itance in the order of 102 fF was estimated for all the structures, which is the typical
capacitance for which Si detectors are designed to operate.

MuPix10 testbeam characterization

Further analysis was performed using the MuPix10 with an electron beam at DESY
and the ADENIUM reference telescope, which provides a pointing resolution below
3 µm [85] that allows for resolving sub-pixel effects. These studies aimed to gain
insights into the relationship between cluster size and efficiency. In addition, for
studying the cluster size, the DUTs were rotated using a rotation station provided
by DESY. In many applications, particles may not enter the sensor perpendicular to
its surface. Therefore, studying its performance at different incident angles can help
determine its capabilities, limitations, and suitability for various applications.

For a sensor thickness of 100 µm and a substrate resistivity of 200-400 Ωcm, the
efficiency was found to exceed 99% for low thresholds and bias voltages of -100 V,
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-60 V, and -20 V. However, the in-pixel efficiency results exhibited lower efficiencies
at the edges and corners of the pixel due to increased charge sharing. In-pixel cluster
size, defined as the mean cluster size as a function of the track position inside the
pixel, confirmed the decrease in efficiency in areas with larger cluster sizes. These
experimental findings were further studied by TCAD simulations, which showed up
to ∼50% decrease of the charge collected for a MIP passing through the middle of
the gap between two pixels compared to the charge collected when passing through
the center of the pixel.

A spatial resolution of 26 µm, dominated by hits with cluster size one, was achieved
at a bias voltage of -100 V. TCAD simulations revealed that due to the electric field
distribution within HV-MAPS, a significant diffusion to neighboring pixels occurs
only when particles traverse within a few micrometers from the middle of the gap (<
5 µm), considerably reducing the number of hits with cluster sizes larger than one.

It was observed that reducing the sensor thickness leads to decreased efficiency as
the sensing volume is reduced, and the charges deposited in the undepleted volume
and collected via diffusion are absent. TCAD simulations showed that for a 100µm
thick sensor biased to -20 V, the collected charge via diffusion contributes up to 25%
to the signal. Additionally, an investigation using a substrate resistivity of 20Ω cm

revealed that, despite the presence of a high electric field, the small depletion zone
restricts the high efficiency (>99%) to low thresholds.

The sensors were rotated with respect to the beam incidence direction such that
the normal to the sensor plane and the beam direction formed three angles 25◦, 43◦,
and 62◦. These studies demonstrated that the efficiency increases with the rotation
angle except for low rotations (< 13◦ according to the fit). These results can be well
described by a model which considers the individual contributions of cluster size and
the path inside the depletion zone.

For the lowest rotation angle (25◦), tracks with an in-pixel position close to the
pixel edge traverse two pixels. In the second pixel, the charge is mostly deposited
in the undepleted portion of the volume, leading to a collected charge below the
threshold and, thus, a decrease in efficiency. The time resolution is also affected
for low rotations due to the increased charge collected via diffusion. The contrary
effect is seen in the position resolution, where low rotation angles offer the best
performance. The improved performance is due to an increase in cluster size two for
tracks with an in-pixel position close to the sensor edge, whereas cluster size one is
predominant for particles close to the center of the pixel.

Table 4 summarizes the efficiency, position, and time resolution (without offline
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corrections) for the different studied angles for a sensor biased to -20 V and a 43 mV
threshold. All these parameters are strongly dependent on the threshold and applied
voltage since this directly impacts if a signal is registered and, accordingly, the cluster
size.

Table 4.: Efficiency, position, and time resolution for different rotations for a
MuPix10 sensor with a substrate resistivity 200-400 Ωcm, 100 µm thick-
ness, -20 V and operated to a 43 mV threshold. The case without rotation
was defined as 0.

0 25◦ 43◦ 62◦

Efficiency [%] 99.89 99.87 99.97 99.99
Position Resolution [µm] 30.61 25.74 34.59 27.92
Time Resolution [ns] 19.82 24.69 22.95 19.22

For a 50 µm sensor thickness, as required for the Mu3e experiment, the rotation
effect was studied at -20 V for a 43◦ rotation. This voltage results in an almost
fully depleted sensor (∼45 µm according to TCAD simulations) for the 50 µm sensor.
The results show that for low threshold with efficiencies over 99% (for both sensors),
the time resolution improves (19.38 ns) compared with the 100 µm sensor due to
drift-dominated charge collection. Additionally, the 50 µm sensor results in a mean
cluster size two for tracks with an in-pixel position close to the sensor edge, whereas
cluster size one is predominant for particles with an in-pixel position close to the
center of the pixel, similar to the behavior of the 100 µm sensor with a 25◦ rotation.
As previously seen, this configuration results in an improved position resolution
(26.43 µm).

The studies presented in this thesis are not just relevant to the Mu3e tracking
system. The detailed study for different resistivities, bias voltages, pixel geometries,
and cluster size analysis is also relevant for other applications where the HV-MAPS
technology is foreseen to be employed.

In conclusion, it was shown that high-voltage monolithic active pixel sensors
represent an attractive technology for many applications in future particle physics
experiments and beyond. At the time that this thesis is being finalized, the next
large-scale iteration of HV-MAPS prototypes, MuPix11, is being characterized.

161





Appendices

163





Appendix A

Carrier Concentration in Intrinsic Semi-
conductors

To obtain the electron density (i.e., the number of electrons per volume unit) in an
intrinsic semiconductor, we first evaluate the electron density n(E) in an incremental
energy range dE. n(E) is given by the product of the density of states N(E) and by
the probability of occupying that energy range F(E). As a result, the electron density
in the conduction band is given by integrating N(E)F(E)dE from the bottom (equal
0 for simplicity) to the top of the conduction band EC :

n =

∫ ∞

EC≡0
n(E)dE =

∫ ∞

EC≡0
N(E)F (E)dE (45)

The density of states is the density of allowed energy states per energy range per
volume unit and calculated [7] as:

N(E)dE = 4π(
2mn

h2
)2/3E1/2dE (46)

Where mn is the effective mass of electrons and F(E) is the probability that an
electron occupies an electronic state with energy E, which is given by the Fermi-Dirac
distribution as a function of the Fermi energy EF (the energy at which the probability
of occupation by an electron is one-half) as:

F (E) =
1

1 + e(E−EF )/kT
(47)

Then the density of electrons n (p) results in:
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n = NCe
−EC−EF

kT with NC = 2(
2πmnkT

h2
)3/2 (48.1)

p = NV e
−EF−EV

kT with NV = 2(
2πmpkT

h2
)3/2 (48.2)

Where mn (mp) is the effective mass of electrons (holes), EC (EV ) is the energy of
the conduction (valence) band, and EF is the Fermi energy. NC (NV ) is known as the
effective density of states in the conduction (valence) band. Using the relationship of
electrons and holes for an intrinsic semiconductor (Eqs. 1), the Fermi level for an
intrinsic semiconductor is obtained:

EF =
EC + EV

2
+
kT

2
ln
NV

NC
(49)

At room temperature (300 K), kT
2 lnNV

NC
» EC+EV

2 . Therefore, EF of an intrinsic
semiconductor generally is very close to the middle of the bandgap.

Figure 142 shows schematically, from left to right, the band diagram, the density
of states N(E), which varies as

√
E for a given electron effective mass, the Fermi

distribution function, and the carrier concentrations for an intrinsic semiconductor.

Figure 142.: Intrinsic semiconductor. (a) Schematic band diagram. (b) Density of
states. (c) Fermi distribution function. (d) Carrier concentration. [7]

The product of electrons and holes concentrations

np = n2i = NCNV e
−Eg

kT (50)

is independent of EF and, hence, also independent of the doping concentration,
and the intrinsic carrier density is equal to:
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ni =
2
√
NCNV e

−Eg
kT (51)

At room temperature, ni = 9.65x109 cm−3 for silicon [7].
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Appendix B

Physics in TCAD Simulations

Figure 143.: Physics used in SDEVICE TCAD simulations [75]
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Appendix C

Sensor configuration

Figure 144.: Configuration settings.
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Appendix D

Comparison of Arithmetic and ToT-weighted
cluster center

For the results presented in Chapter 7, the cluster center is determined as the ToT-
weighted of the pixels within the cluster using Equation 42. In contrast, Figure 145
shows the unbiased residuals for different cluster sizes and voltages for a cluster
position determined as the arithmetic mean according to the equation:

ycluster =
1

n

n∑
i=1

yi (52)

The comparison shows that due to a large number of single-pixel clusters, the
overall difference is insignificant.
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Figure 145.: Unbiased spatial residual distributions for different cluster sizes and
voltages at a 43 mV threshold and a -20 V bias voltage for a MuPix10
sensor thinned to 100 µm. The cluster center is determined as the
arithmetic mean.
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