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Messung der inklusiven Produktion von J/ψ Mesonen bei mittlerer Rapidität
in Pb–Pb Kollisionen bei

√
sNN = 5.02 TeV mit ALICE

Das J/ψ Meson ist ein Hadron bestehend aus einem Charm Quark und einem Charm Antiquark
(cc̄). Die Produktion von J/ψ Mesonen dient als wichtige Sonde für das Quark-Gluon Plasma, das in
Schwerionenkollisionen erzeugt wird. Die Anwesenheit des stark wechselwirkenden Mediums, in dem
der Farbeinschluss aufgehoben ist, resultiert in der Abschirmung des Farbladungspotential zwischen
Charmquarks und -antiquarks, die als Paare in harten Streuprozessen gebildet werden. Bei ausre-
ichend hohen Strahlenergien, wie z.B. am LHC, führt die große Anzahl produzierter Charmquarks
zur (Re)Generierung von J/ψ Mesonen während der QGP Phase und/oder an der Phasengrenze.

Diese Arbeit beschreibt die Messung von J/ψ Mesonen in Kollisionen von Bleiatomkernen, die
mit ALICE bei

√
sNN = 5.02 TeV aufgenommen wurden. Über den Zerfallkanal J/ψ → e+e− wurde

die J/ψ Multiplizität bei zentraler Rapidität in Abhängigkeit von der Zentralität der Kollisionen
und als Funktion des Transversalimpulses gemessen. In den zentralsten Kollisionen und solchen von
mittlerer Zentralität wurde die Messung bis zu einem minimalen pT von 0.15 GeV/c durchgeführt.
Der nukleare Modifikationsfaktor RAA von J/ψ Mesonen nimmt leicht von Kollisionen mittlerer Zen-
tralität zu den zentralsten Kollisionen ab. In Abhängigkeit von pT zeigt die Messung von RAA eine
starke Unterdrückung der J/ψ Ausbeute bei hohem pT an. Mit abnehmendem pT steigt RAA. Diese
Messung wird mit anderen experimentellen Resultaten und mit Modellrechnungen verglichen. Die
hier präsentierten Ergebnisse unterstützen die Vorstellung, dass (Re)Generierung einen wichtigen
Produktionsmechanismus für J/ψ Mesonen am LHC darstellt, insbesondere bei niedrigem Transver-
salimpuls und bei zentraler Rapidität.

Inclusive J/ψ production in Pb–Pb collisions at
√
sNN = 5.02 TeV with ALICE

The J/ψ mesons is a bound state of a charm quark and its anti-quark. The production of J/ψ
mesons serves as an important probe of the quark-gluon plasma (QGP) formed in heavy-ion colli-
sions. The presence of the deconfined strongly interacting medium results in the color screening of
the potential between charm quarks and anti-quarks created during hard scattering processes. At
sufficiently high collision energies such as the LHC energy, the large abundance of produced charm
quarks leads to the (re)generation of J/ψ mesons during the QGP evolution and/or at the phase
boundary.

In this work, the J/ψ production yield in Pb–Pb collisions at
√
sNN = 5.02 TeV recorded by

ALICE is measured at midrapidity via the dielectron decay channel J/ψ → e+e− as a function
of centrality and as a function of transverse momentum down to pT = 0.15 GeV/c in the most
central and semi-central collisions. The J/ψ nuclear modification factor RAA increases slightly from
semi-central to the most central collisions. The pT-differential J/ψ RAA shows a large suppression
of the J/ψ yield at high pT and the J/ψ RAA increases with decreasing pT. The measurement is
compared to other experimental results and to model calculations. The presented results strongly
support picture of (re)generation as an important J/ψ production mechanism at the LHC especially
significant at low pT and at midrapidity.
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Introduction

In this work, the measurement of the inclusive J/ψ meson production in Pb–Pb collisions at the
center-of-mass energy

√
sNN = 5.02 TeV collected by A Large Ion Collider Experiment (ALICE) will

be presented. This chapter provides a basis for the discussion of this topic. Firstly, elementary par-
ticles and interactions between them will be briefly introduced in Section 1.1. Afterwards, the phase
of strongly interacting, deconfined matter called the quark-gluon plasma (QGP) will be discussed
in Section 1.2. The QGP is believed to exist within the first microseconds after the Big Bang [1]
and nowadays is studied via ultra-relativistic heavy-ion collisions such as Pb–Pb collisions recorded
by experiments at the Large Hadron Collider (LHC). At the end of this chapter, a few examples
of experimental signatures of this remarkable state of matter will be discussed in Section 1.3. The
J/ψ meson production, which serves as a probe of the QGP, will be discussed in the Chapter 2.
The ALICE detector is described in the Chapter 3. Finally, individual steps in measurement of the
inclusive J/ψ meson production and the results will be presented in Chapter 4 and Chapter 5.

1.1 Standard Model of particle physics

The Standard Model (SM) of particle physics is theory classifying elementary particles and describ-
ing three fundamental interactions: the electromagnetic, weak and strong interactions. The current
form of the SM has been defined by a long series of theoretical predictions confirmed by experi-
mental observations. Despite all its successful prediction, the SM is not a complete theory. It does
not include the gravitational force. Possible new physics beyond the SM is in the center of vivid
theoretical and experimental studies. For example, astrophysical observations point to the possible
existence of dark matter that does not interact at all or only very weakly by the gravitational and
weak interactions.

Elementary particle of the SM can be divided into two basic groups according to their spin:
fermions with spin 1/2 and bosons with integer spin. They are all shown in Figure 1.1. The
fermions of the first generation on the left of the figure are the basic building blocks of ordinary
matter around us. Protons and neutrons consist of up and down quarks. Electrons surround atomic
nuclei. Electron neutrinos are created in β+ decays. The first generation of fermions is followed by
two further known generations, which have identical properties as their lighter siblings from the first
generation with exception of their mass and other differences following from it such as the magnetic
moment. Higher generations decay to the lighter fermions. Bosons with spin equal to one act as
mediators of interactions between fermions. Photons mediate the electromagnetic interaction, W±

and Z bosons the weak interaction and gluons the strong interaction. Elementary fermions and
bosons acquire their masses due to their coupling to the Higgs field.

The elementary fermions can be further classified into quarks and leptons. The lepton group
includes electron, muon, tau and their respective neutrinos. All of them have corresponding an-
tiparticles: e+, µ+, τ+ and anti-neutrinos. Electrons, muons and taus interact electromagnetically
and weakly. On the other hand, neutrinos do not possess electromagnetic charge. They interact
only weakly, which makes their detection difficult. The masses of the neutrinos are constrained to
very small values. However, they are non-zero for at least two neutrino generations, as is proven by
observation of neutrino oscillations [4, 5].
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Figure 1.1: Elementary particles of the Standard Model. (The figure is taken from [2] and modified
with values from [3].)

There are six quarks carrying six different flavors named after them: up (u), down (d), charm
(c), strange (s), top (t), and bottom (b). The up and down quarks in the first generation with
invariant masses equal to 2.2 MeV and 4.7 MeV are most abundant in the universe. Quarks obey
the weak interaction, which is the only interaction that can change their flavor. Quarks from higher
generations possess much larger masses, thus they decay weakly to the lighter quarks. The quarks
from higher generations can be produced in high-energy collisions. Up, charm and top quarks
carry electromagnetic charge equal to 2/3, and down, strange and bottom quarks equal to −1/3.
Thus, they interact electromagnetically. Furthermore, they also carry the color charges of the strong
interaction in contrast to leptons, while anti-quarks carry anti-colors. In the ordinary matter around
us, quarks and anti-quarks are bound into colorless hadrons due to the strong force. Mesons contain
a quark and an anti-quark, whereas baryons contain either three quarks or three anti-quarks.

The electromagnetic interaction described by the Quantum Electrodynamics (QED) is mediated
via massless, electrically neutral photons. The reach of this interaction is infinite. On the other
hand, the large masses of W± and Z bosons result in a limited reach of the weak interaction of
approximately 10−2 fm. The symmetry associated to the weak interaction is the non-abelian SU(2)
symmetry group. Uniquely among the fundamental SM interactions, the weak interaction can change
quark flavors. The flavors are changed only by W± bosons and not by Z bosons. The theory unifying
QED and the weak interaction is called the electroweak theory.

Quantum Chromodynamics (QCD) with SU(3) symmetry group is the theory of the strong
interaction acting on quarks. Since the SU(3) symmetry group is non-commutative, the gluons
that mediate the interaction also carry color charges. In total, there are eight independent color
and anti-color combinations defining eight gluon color states. Since gluons carry the color charges,
they interact with themselves and other gluons, unlike photons in the QED. This distinctive feature
results in the existence of asymptotic freedom discussed in the following subsection.
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1.1.1 Asymptotic freedom and quark confinement

A striking property of some of the non-abelian theories such as QCD, known as asymptotic freedom,
was discovered in 1973 independently by Politzer [6] and Wilczek and Gross [7]. At large distance and
low energy transfers, the coupling constant αs reaches large values. On the other hand, the coupling
strength decreases with decreasing distance and increasing energy transfer Q. Subsequently, quarks
behave as free for Q → ∞, since αs → 0. This property has been experimentally verified by large
variety of measurements of different processes. The summary of these is shown in Figure 1.2, which
demonstrates clear confirmation of the predicted dependence of the strong coupling constant αs on
the energy transfer Q.

Asymptotic freedom can be explained by the behavior of the QCD vacuum. In QED, virtual
electron and positron pairs are constantly produced and annihilate. The vacuum polarizes in the
presence of an electromagnetic charge. This leads to screening of the charge at large distances.
Quarks behave similarly in the QCD vacuum. However, virtual gluons carrying combinations of
colors and anti-colors have a different effect, augment strength of the field [8]. This effect overcomes
color screening caused by quarks. The effect of the vacuum ceases at low distances from the color
charge.

Figure 1.2: Measurements of the strong coupling constant αs as a function of the energy scale Q.
(Figure is taken from [9].)

The discovery of asymptotic freedom enabled development of perturbative QCD (pQCD) pre-
dictions for different processes with large energy transfers. However, pQCD cannot be used at low
energy transfers, where the coupling constant αs reaches values of the order of one. The perturbative
series of the cross sections in powers of αs does not converge in this region. Thus, the lattice QCD
(lQCD) approach has been developed to treat the processes with low transferred energy. lQCD is
based on discretization of the space-time that allows the numerical study of QCD. Quarks are placed
on the sites of the lattice, with gluon fields connecting the sites.

Quarks have never been observed as free particles due to color confinement. This effect can be
illustrated by the phenomenological Cornell potential between quark and anti-quark 2.1 discussed in
more detail later. When quarks or anti-quarks move away from each other, the gluon field between
them resembles a stretching string. At some point, it starts to be energetically favorable to create
a quark-anti-quark pair that splits the string into two pieces. This process can continue also for the
split strings as long as there is enough energy to create new quarks and their anti-quarks. Finally,
quarks and anti-quarks build hadrons. This process is called hadronization. As a result, quarks
with their color charges can never appear alone without other quarks or anti-quarks. Although
numerical calculations point strongly to existence of the color confinement, there is currently no
existing rigorous proof. Therefore, the phenomenon of confinement is not yet fully understood.

3



1.2 Heavy-ion collisions and quark-gluon plasma

At high temperature and/or baryon chemical potential, quarks in hadrons become deconfined due
to the color screening and the strongly interacting matter enters another new phase called the
quark-gluon plasma (QGP). Our universe is believed to have been filled with the QGP from about
a few nanoseconds to a few microseconds after the Big Bang [1]. We are nowadays able to create
and study this fascinating state of matter in laboratories with large colliders such as CERN with
the LHC and BNL with RHIC. The QGP can be created in high-energy heavy-ion collisions and
the products of such collisions can be studied. Heavy-ion collisions serve as a tool to explore the
extreme conditions of strongly interacting matter surrounding us and a window to early stages of our
universe. This section discuss basic knowledge of the phase diagram of strongly interacting matter
in Subsection 1.2.1. Description of high energy heavy-ion collision evolution used to study the QGP
and basic experimental concepts follows.

1.2.1 QCD phase diagram

The QCD matter has different phases, similar to how water can exist in the form of a solid, liquid,
or gas depending on temperature and pressure. A schema showing a possible QCD phase diagram
in temperature T and baryon chemical potential µB plane is shown in Figure 1.3. The baryon
chemical potential is a measure of net baryon density. µB corresponds to the energy needed to
add one baryon for the phase of atomic nuclei. The phase closest to the atomic nuclei is the
hadron resonance gas. Asymptotic freedom manifests itself for larger temperature. When the
temperature of the hadron resonance gas increases enough, quarks are liberated from hadrons and
become relevant degrees of freedom. In other words, the QCD matter undergoes a phase transition
into the QGP state. The lQCD calculations have shown that the phase transition at vanishing µB

is of so-called crossover type [10, 11]. In other words, thermodynamic properties such as pressure
and energy density change continuously unlike in the case of the first order phase transition. Recent
lQCD predictions suggest that temperature of the phase transition for µB = 0 MeV, called the
critical temperature, is approximately Tc = 156 MeV [12]. It is expected that this serves as a good
approximation for transition undergone by the QGP present shortly after the Big Bang [12]. The
QCD matter in a heavy-ion collisions at the LHC is closest to the conditions present at that time
from all currently running colliders.

However, lQCD calculations become more difficult for non-zero µB. Despite different techniques
developed recently for real finite chemical potential and extensive experimental efforts, it is currently
not clear whether crossover is present on the whole border of the QGP and hadron gas phases. The
crossover phase transition could change to the first order phase transition at a so-called critical
point. Nevertheless, some theoretical works such as [14] suggest the absence of the critical point. It
is predicted that the QCD matter enters a color superconductivity phase at high baryon chemical
potential, similar to the conditions present in the cores of neutron stars [15].

1.2.2 Evolution of heavy-ion collisions

The evolution of ultra-relativistic collisions consists of several stages that are discussed in this section.
The illustration of the space-time evolution for heavy-ion collision with energy density sufficient for
QGP formation is shown in Figure 1.4. The z-axis is longitudinal to the beam direction. A collision
begins at t = 0 fm/c when nuclei start to traverse each other and the medium enters a pre-equilibrium
state. Partons of both nuclei undergo soft and hard scatterings. The largest energy transfers reach
values sufficient for creation of so-called hard probes, such as heavy quarks or high momentum
partons hadronizing later into sprays of particles observed in detectors called jets. Afterwards, the
QGP is formed and expected to reach local thermal equilibrium due to parton re-scatterings at proper
time τ =

√
t2 − z2 ≤ 1 fm/c [16]. The local thermal equilibrium allows the use of a macroscopic

hydrodynamic description of the subsequent evolution. This significantly simplifies simulations of
the collective dynamics, which can be controlled by several hydrodynamic transport coefficients.
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Figure 1.3: Possible QCD phase diagram in the temperature and baryon chemical potential plane.
Regions probed by different hadron collider and fixed-target experiments are indicated. (Figure is
taken from [13].)

However, a knowledge of the equation of state is needed. It can be taken from state-of-the-art lQCD
predictions.

Since the QGP expands due to pressure gradients, it gradually cools down. After QGP life time
τ ≈ 10 fm/c [18], the medium reaches the critical temperature Tc and undergoes hadronization.
The hadronization—transition from deconfined medium to the hadron gas—could be either rapid
or gradual through a mixed phase. The elastic cross section exceeds the inelastic cross section in a
dilute medium, thus inelastic collisions cease first. This stage is called chemical freeze-out since the
chemical composition of the hadron gas is fixed from then on. Finally, the expanding hadron gas
reaches the kinetic freeze-out temperature when the hadron density is not large enough for elastic
collisions. Hadrons fly away and can be detected.

1.2.3 Basic experimental concepts

Heavy-ion collisions and their products observed in detectors depend on geometry of collisions. An
illustration of a heavy-ion collision is shown in Figure 1.5. The basic geometrical quantity charac-
terizing a collision is the distance between the centers of the nuclei in the xy-plane perpendicular to
the beam direction, referred to as the impact parameter b. The area of nuclear overlap is defined by
this quantity. The number of participants Npart, nucleons interacting with nucleons of the other nu-
cleus, is proportional to the overlapped area. Spectator nucleons continue in their previous direction
almost unaffected by the collision. Head-on collisions with the impact parameter close to zero and
large number of participants are named the central collisions. Collisions with the impact parameter
fulfilling the condition 0� b < RA +RB, where RA and RB are the nuclear radii, are referred to as
peripheral collisions. The properties of these collisions more closely resemble collisions of single nu-
cleons than central heavy-ion collisions, due to the small typical number of participants. Neither the
impact parameter b nor the number of participants Npart can be observed directly. Thus, heavy-ion
collisions are often classified according to their centrality, which can be experimentally estimated
using the charged-particle multiplicity, as is discussed in details in Section 3.6. The centrality of a
heavy-ion collision is defined as the percentile of the total nuclear hadronic cross section of an A–A

5



Figure 1.4: Illustration of the space-time evolution of a heavy-ion collision with sufficient energy
density for the QGP formation. (Figure is taken from [17].)

collision σAA with the impact parameter b:

C =

∫ b
0

dσ/db′db′∫∞
0

dσ/db′db′
=

1

σAA

∫ b

0

dσ

db′
db′. (1.1)

Figure 1.5: Left: Two heavy ions approaching each other before their collision with the impact
parameter b. Right: An illustration of a heavy-ion collision. Participant nucleons collide with
nucleons of the other nucleus, whereas spectators are almost unaffected. (Figure is taken from [19].)

Since the cross section for hard processes is proportional to the number of binary nucleon-nucleon
collisions Ncoll, it is often useful to express modification of a production with respect to the pp
collisions by means of the nuclear modification factor RAB:

RAB(y) =
dNX

AB/dy

〈TAB〉dσXpp/dy
and RAB(pT, y) =

d2NX
AB/(dydpT)

〈TAB〉d2σXpp/(dydpT)
, (1.2)

where NX
AB and NX

pp are the yields of probe X per rapidity window in A–B and pp collisions, σXpp

the total cross section per rapidity window in pp collisions, and 〈TAB〉 the average nuclear overlap
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function. The nuclear overlap function TAB represents the nucleon luminosity per A–B collision and
is defined by

TAB = Ncoll/σ
inel
NN , (1.3)

where σinelNN denotes nucleon-nucleon inelastic cross section. When RAB is equal to unity, there is no
modification of the probe X in A–B collisions compared to pp collisions. RAB below unity means
suppression of X in A–B collisions. The number of binary collisions Ncoll and, therefore, also the
nuclear overlap function TAB are not observable. Thus, they are obtained using the Glauber Monte
Carlo simulation [20] discussed in the Section 3.6. This simulation allows quantities that cannot
be directly observed, such as b, Npart and Ncoll, to be derived from the observable charged-particle
multiplicity.

1.3 QGP signatures in heavy-ion collisions

The quark-gluon plasma cannot be observed directly. Thus, its properties are studied experimentally
via various observables and probes. Probes can be divided into soft and hard probes. Production
of the latter is related to large momentum transfers typical for the initial hard-parton scatterings.
Conversely, the soft probes originate from processes with low momentum transfers. The yields and
anisotropic flow of light-flavor hadrons are related to the soft processes and will be presented in
this section. The hard probes include the energy loss of high-momentum particles, discussed in
Section 1.3.3. Another example from this group are heavy quarks, which are created only during
hard parton scatterings due to their large masses. The J/ψ meson—the bound state of a charm quark
and its anti-quark—plays a special role among hadrons containing charm quarks, and is discussed
thoroughly in Chapter 2.

1.3.1 Yields of light-flavor hadrons

Yields of different light-flavor hadrons are a basic observable studied by heavy-ion experiments.
Measurement of the yields in combination with theoretical predictions provides valuable information
about fundamental properties of the medium created in heavy-ion collisions. The medium can be
described by thermodynamic properties under the assumption that the system behaves collectively,
not as superposition of individual particles. To achieve this, the system has to include large numbers
of particles on the order of at least thousands, which heavy-ion collisions at largest energies indeed
satisfy. Furthermore, the system has to reach the local thermal equilibrium. This can be fulfilled
when the interaction rate of particles is high enough and the lifetime of the medium is long enough
to allow at least several interactions between its constituent particles [21]. Under these assumptions,
the chemical freeze-out temperature Tch, the baryon chemical potential µB and the volume of fireball
at chemical freeze-out can be determined by fit of a statistical hadronization model to the observed
light-flavor hadron yields.

The Statistical Hadronization Model (SHM) [22, 23] uses a grand canonical formalism for the
description of the yields. The equation for particle density is obtained using the derivative of the
grand canonical partition function:

ni =
Ni
V

= −T
V

∂ lnZi
∂µi

=
gi

2π2

∫ ∞
0

p2dp

exp[(Ei − µi)/T ]± 1
, (1.4)

where i is the particle index, Zi represents the grand canonical partition function, gi = 2Ji + 1
represents the spin degeneracy factor, Ei =

√
p2 +m2

i the total energy, V the system volume,
the plus sign corresponds to fermions and the minus sign to bosons. The chemical potential µi =
µBBi + µI3I3i + µSSi + µCCi ensures conservation of the baryon, isospin, strangeness and charm
quantum numbers. The fit of the model to the light-flavor hadron yields measured by ALICE in Pb–
Pb collisions at center-of-mass energy per nucleon-nucleon pair

√
sNN equal to 2.76 TeV is shown in

Figure 1.6. A contribution of resonance decays to the hadron yields has to be considered while fitting
the data. The thermal yields from the model fit added with contribution from resonance decays are
shown as full blue lines. Remarkably, the model fit is in a very good agreement with measured
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hadron yields from non-strange and strange hadrons and nuclei over nine orders of abundance
magnitude. The parameters constrained by the fit are Tch = 156 ± 1.5 MeV, µB = 0.7 ± 3.8 MeV
and V = 5280 ± 410 fm3 [24]. The baryon chemical potential µB at high collision energies is
consistent with zero due to balance between matter and anti-matter abundances. The chemical
freeze-out temperature Tch is in agreement with the critical temperature Tc obtained by the lQCD,
as discussed in Subsection 1.2.1. This finding indicates that the chemical freeze-out is very close
to the hadronization at low baryon chemical potential µB. The thermal fit has been has also been
successfully applied to broad palette of results from the Super Proton Synchrotron (SPS) and the
Relativistic Heavy Ion Collider (RHIC) [24]. This allowed to Tch and µB to be obtained at a broad
range of collision energies.

Figure 1.6: Yields of different hadron species measured by ALICE in the 10% most central Pb–Pb
collisions at

√
sNN = 2.76 TeV divided by the spin degeneracy factor. The yields are fitted by the

Statistical Hadronization Model [23]. The result of the fit is shown as the dashed blue line. The
total yields marked by the solid blue lines are obtained by adding contributions from the resonance
decays. (Figure is taken from [24].)

An interesting question is whether also yields of hadrons containing heavy quarks can be described
using similar concepts. Thus, the SHM is also applied to their production. However, heavy charm
and bottom quarks, unlike lighter quarks, are produced almost exclusively during hard scatterings at
the beginning of heavy-ion collisions. Their thermal production at current collider energies is strongly
suppressed due to their large masses. Therefore, the statistical hadronization approach applied to
describe the light-flavor hadron yields has to be modified. The SHM for hadrons containing charm
quarks will be discussed later in Subsection 2.6.

1.3.2 Anisotropic flow

When two nuclei collide in a semi-central or peripheral collision, the participant zone has an
anisotropic almond-like shape. This is illustrated in Figure 1.7. The beam direction and the vector
of the impact parameter lie in the reaction plane, the symmetry plane of the almond-like participant
zone. The initial spatial anisotropy of the participant zone develops into the hot and dense medium
with anisotropic pressure gradients. Pressure gradients in the reaction plane are larger with respect
to gradients pointing out of plane. Therefore, the medium close to the reaction plane is pushed
away more powerfully and particles present in this region inherit on average larger momenta than
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particles heading in the out-of-plane direction. Comparisons of observed the azimuthal anisotropy
to hydrodynamic model predictions provide the opportunity to study properties of the QGP such as
the shear viscosity to entropy density ratio η/s and the bulk viscosity to entropy density ratio ζ/s.

The medium can be characterized by studying Fourier coefficients vn of the azimuthal yield
distribution:

E
d3N

dp3
=

1

2π

d2N

pTdpTdy
(1 + 2

∞∑
n=1

vn cos[n(ϕ−Ψn)]), (1.5)

where E is the energy, p the momentum, pT the transverse momentum, y rapidity, ϕ the azimuthal
angle and Ψn the n-th harmonic symmetry plane. The angle of the reaction plane cannot be directly
observed, therefore, it is experimentally estimated using the measured azimuthal anisotropy itself for
each harmonic separately. The estimation of the reaction plane is often referred to as the participant
plane. The Fourier coefficients can then determined using the relation

vn(pT, y) = 〈cos[n(ϕ−Ψn)]〉. (1.6)

Figure 1.7: An illustration of a semi-central heavy-ion collision. The almond-shaped participant
zone is shown in red color, while spectator zones in blue color. Pressure gradients are represented
by arrows. The reaction plane corresponds to the xz-plane. (Figure is taken from [25].)

The analysis of the Fourier coefficients in combination with hydrodynamic predictions constrain
transport coefficients of the medium and event-by-event fluctuations in the initial collision geometry.
The second order Fourier coefficient v2 is named elliptic flow. It reflects the azimuthal anisotropy of
particle distribution caused by the almond-like initial geometry. The elliptic flow v2 represents the
largest contribution to the particle distribution anisotropy in non-central collisions. The third order
coefficient v3, called triangular flow, is primarily driven by initial-state fluctuations [26].

The Figure 1.8 shows the elliptic flow v2 at midrapidity measured by ALICE in Pb–Pb collisions
at 5.02 TeV [27]. Different panels correspond to different identified hadron species containing light
quarks. The azimuthal distributions of all the hadron species exhibit sizable v2 showing that the
medium behaves collectively. The elliptic flow v2 at low transverse momentum pT reflects hydro-
dynamic nature of the medium. On the other hand, v2 at pT & 8 GeV/c is driven by the parton
energy loss [28, 29] in the anisotropically distributed medium. The v2 coefficient increases with
centrality up to approximately 50% due to larger eccentricity of the overlap zone. The measured
v2 in more peripheral events with centrality above 50% is smaller than at lower centrality intervals
(with exception of φ meson) suggesting shorter medium lifetime [30].

1.3.3 Parton energy loss

Hard scatterings takes place in heavy-ion collisions as well as in pp collisions. When the QGP
is formed in heavy-ion collisions, high energy partons may traverse it and lose energy due to the
strong interaction with the deconfined medium. A modification of the production caused by the
parton energy loss in the QGP can be studied via the reconstruction of jets, collimated showers of
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Figure 1.8: Elliptic flow coefficient v2 as a function of transverse momentum pT in different centrality
classes for π±, K±, p + p̄, Λ + Λ̄, K0

s and the φ meson. (Figure is taken from [27].)

particles originating from the initial parton, or via measurement of high-momentum particles. Since
production of the hard probes scales with the number of binary nucleon-nucleon collisions Ncoll,
the nuclear modification factor from Equation 1.2 represents a straightforward way to study their
modification caused by the presence of the hot, deconfined medium.

Light-flavor hadrons with transverse momentum pT above approximately 5 GeV/c are expected
at the LHC to originate predominantly from the fragmentation of high momentum gluons or light
quarks created during hard scatterings. The gluon fragmentation dominates up to approximately
20 GeV/c, and the light-quark fragmentation at larger [31]. The nuclear modification factor RPbPb

of charged-particle production, which is dominated by light-flavor hadrons, is shown in the left panel
of Figure 1.9. The RPbPb measured by ALICE [32] and CMS [33] in Pb–Pb collisions at 2.76 TeV
shows strong suppression of the charged-particle production in the full measured range of transverse
momentum pT interval, including the high pT region relevant for probing of the parton energy loss.
At low momentum, light quarks are dominantly produced by the soft processes and the shape of
RPbPb as a function of pT is driven by collective effects. The RPbPb is compared to the nuclear
modification factor RpPb in p–Pb collisions at 5.02 TeV [34]. It is consistent with unity, which
strongly indicates that the suppression of charged-particle production in Pb–Pb is not caused by
cold nuclear matter effects or the initial-state effects present also in collisions without the formation
of a QGP. Another measurement supporting that the suppression of charged-particle production at
high pT is caused mostly by the strong interaction with the deconfined medium is the measurement
of the nuclear modification factor RPbPb of direct photons [35], W [36] and Z bosons [37]. Photons
as well as the leptonic decay products of W and Z bosons, which decay before the QGP is formed,
do not carry a color charge.

An interesting probe of the parton energy loss induced by the strong interaction is the production
of D mesons, since they contain one charm quark. Thus, charm quarks experience the full evolution
of the medium since the initial hard parton scatterings. D mesons with high transverse momenta
pT originate mostly from the fragmentation of charm quarks. Therefore, the RPbPb of D mesons at
high pT represents a clear probe of the charm quark energy loss. Quarks are expected to lose their
energy mostly via collisional energy loss at lower momenta, whereas gluon radiation is expected to
dominate at large momenta. Energy loss via gluon radiation is affected by so-called dead-cone effect,
which has recently been directly observed by ALICE [40]. The radiation of gluons is suppressed in a
cone of angular size proportional to m/E around the momentum direction of incident quark. Thus,
it is expected that heavy-flavor quarks lose less energy due to their large mass than the light quarks.
However, the effect should vanish at large momenta due to dependence of the cone size on 1/E. The
RPbPb of D mesons [39] and charged particles [38] in most central Pb–Pb collisions at 5.02 TeV is
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Figure 1.9: Left: Nuclear modification factors RpPb in p–Pb collisions and RPbPb in the most
central Pb–Pb collisions as a function of transverse momentum pT. The RPbPb of charged particles
[32, 33], direct photons [35], Z0 bosons [37] and W± bosons [36] is measured in Pb–Pb collisions
at
√
sNN = 2.76 TeV. The RpPb of charged particles (h±) in p–Pb collisions at 5.02 TeV [34] is

compared to the RPbPb. (Figure is taken from [34].) Right: Nuclear modification factors RPbPb of
prompt D0, D+ and D∗+ mesons and RPbPb of charged particles [38] as a function of pT measured
in Pb–Pb collisions at

√
sNN = 5.02 TeV. RPbPb is shown in three centrality classes: 0–10% (left),

30–50% (middle) and 60–80% (right). (Figure is taken from [39].)

compared in the right top panel of Figure 1.9, their ratio is shown in the lower panel. The RPbPb

of D mesons and charged particles are consistent within 1σ for pT > 12 GeV/c. The deviation of
the ratio from unity increases with decreasing pT. At low pT, the D-meson production can provide
insight in different physics than at high pT. Low momentum charm quarks are expected to inherit
some of the collective motion of the medium. Measurements of D-meson production can therefore
be used to constrain transport properties of the medium [41].
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Charmonium J/ψ

This chapter is dedicated to the J/ψ meson. An introduction to charmonia is discussed in the first
Section 2.1. The rest of this chapter is focused on the J/ψ meson in hadronic collisions. This topic
is in general introduced in the Section 2.2. A discussion of J/ψ production in pp collisions follows in
Section 2.3. J/ψ in pA collisions is presented in Section 2.4. Finally, special attention is dedicated
to J/ψ production in A–A collisions in the sections 2.5, 2.6 and 2.7 as this work is based on the
measurement of J/ψ in Pb–Pb collisions. The production in hadronic collisions is discussed both
from experimental and theoretical points of view.

2.1 Charmonia

Quarkonia are bound states of a heavy quark and its anti-quark. Therefore, they are flavorless
and without charge. As the names suggest, charmonia contain one charm quark and its anti-
quark, whereas bottomonia one bottom quark and its anti-quark. The J/ψ meson belongs to the
charmonium family. Vivid experimental studies of this particle date back to its discovery announced
in November 1974. The observation of a narrow resonance with invariant mass close to 3.1 GeV/c2

was announced simultaneously by Ting’s group using pBe collisions at the Alternating Gradient
Synchrotron at Brookhaven National Laboratory [42] and Richter’s group in e+e− annihilation at
the Stanford Linear Accelerator [43]. This resonance was later interpreted as a bound state of a
quark with a new fourth flavor and its anti-quark [44, 45]. Thus, the first observation of the J/ψ
meson made history as the charm quark discovery, which was the so-called November Revolution.
The discovery inspired the community of particle physicist and was followed by searches for other
missing elementary particles.

The full width of the J/ψ resonance is today known to be Γ = 92.9±2.8 keV [9]. This translates to
a long lifetime τJ/ψ ∼ 10−20 s in comparison to lifetimes typical for the strong interaction τ ∼ 10−23 s.
This is caused by the fact that strong decays are either forbidden or suppressed. The J/ψ meson
cannot decay to an open-charm meson pair since twice the mass of the lightest D meson is larger
than the J/ψ mass. Other strong decays to hadrons are suppressed due to the OZI rule [47, 48, 49]
since they have to proceed via annihilation into three gluons due to color and parity conservation.
These three gluons must carry enough energy to fragment into hadrons and the strong coupling
constant decreases with transferred momentum as discussed in Section 1.1. In consequence, the
strong decays via three gluons are suppressed by three orders of αs. This allows the electromagnetic
decays via a virtual photon to compete with the strong decays. The J/ψ electromagnetic decays
proceed via a virtual photon since it has the same total angular momentum, parity and C-parity
quantum numbers as a photon.

The virtual photon can decay into hadrons or dilepton pairs resulting into J/ψ decay channels
J/ψ → e+e− and → µ+µ− with the branching ratios 5.971 ± 0.032 % and 5.96 + ±0.033 % [9].
These decay channels provide the opportunity to reconstruct J/ψ via leptons that suffer less from
challenging background conditions. An example of the dimuon continuum in pp collisions as a
function of mass is shown in Figure 2.1. Reconstructed resonances and Z-boson decay are indicated
in the figure. The J/ψ-meson peak is followed by its first excited state ψ’ with the invariant mass
around 3.69 GeV/c2 [9]. Bottomonia Υ(1S),Υ(2S) and Υ(3S) correspond to one singe peak and
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Figure 2.1: Di-muon invariant mass spectrum in pp collisions at
√
s = 7 TeV collected by the CMS

detector in 2018. Reconstructed resonances and Z-boson decay is indicated. (Figure is taken from
[46].)

two merged peaks around 10 GeV/c2.
The charm and bottom quark have large mass, thus their velocities in the quarkonium rest frame

can be considered as non-relativistic. Therefore, quarkonium invariant masses can be estimated
in non-relativistic potential theory [50]. The binding of a charm quark and its anti-quark can be
expressed by the Cornell potential as at first suggested in [51]:

V (r) = −4

3

αs
r

+ k · r, (2.1)

where r is the radial distance between two quarks, αs the running coupling constant and k the
string tension. The string part of the potential k · r represents the quark confinement. It manifests
itself at larger radii, whereas the Coulomb-like part dominates at small radii. Theory calculations
based on the Cornell potential reproduce well the measured charmonium invariant masses below the
open-charm decay thresholds [52]. The experimentally established charmonium states are shown
in Figure 2.2. The states below all thresholds for open-charm production are considered to be
stable with respect to the strong interaction. The hadronic transitions of charmonium states are
represented by arrows, whereas the single photon transitions are listed below the figure.

2.2 J/ψ production in hadronic collisions

The J/ψ meson has been an important tool to study hadronic collisions. The charm quarks are
created almost exclusively during hard partonic scattering processes due to the large charm mass. On
the other hand, an evolution of a cc̄ pair into a bound state is non-perturbative. Thus, charmonium
production reveals the nature of QCD at different scales. Proton-proton (pp) collisions are widely
used to study this. In heavy-ion (A–A) collisions, charm quarks are created as well as in pp collisions
in initial hard scatterings due to the large charm quark mass and are present in the medium during
its evolution. Thus, charmonium production carries information about properties of the QGP and
the phase boundary. Proton-nucleus (pA) collisions serve for the investigation of cold nuclear matter
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Figure 2.2: The level scheme of experimentally established charmonium states. Only observed
hadronic transitions are shown. The single photon transitions ψ(nS) → γηc(mS), ψ(nS) →
γχcJ(mP), χcJ(1P)→ γJ/ψ are omitted for clarity. (Figure is taken from [9].)

and initial state effects that have to be disentangled from effects caused by the presence of the hot
deconfined medium.

pp, pA and A–A collision systems are discussed in more details later in this chapter. However, it is
worth noting already here that inclusive J/ψ production in hadronic systems has several components
before starting the journey through theoretical predictions and experimental results. The sum of
J/ψ production is referred to as inclusive J/ψ production here. The inclusive J/ψ production can
be sub-divided into three categories:

• Direct production: direct production originates from cc̄ pairs produced during hard scatterings
directly evolving into J/ψ mesons.

• Production from feed-down from charmonium states: cc̄ pairs can evolve into heavier charmo-
nium states χc and ψ(2S) that undergo transitions into J/ψ mesons. χc states decay into J/ψ
and a single photon. Their contribution to the J/ψ production was studied at TeV energies
by the LHCb Collaboration in pp collisions [53] and the CDF Collaboration at Tevatron in pp̄
collisions [54].The fraction of J/ψ from χc at midrapidity measured by CDF and at forward
rapidity examined by LHCb is approximately between 10 and 35% for 2 < pT < 15 GeV/c.
The fraction of J/ψ originating from ψ(2S) decays can be estimated from ratios of ψ(2S) and
J/ψ cross sections measured by the ALICE Collaboration in pp collisions [55] and the branch-
ing ratio of hadronic ψ(2S) transition to J/ψ equal to (61.4 ± 0.6)% [9]. The estimate of the
fraction is around 5% for momenta close to zero and 25% for pT around 12 GeV/c. The sum
of direct production and feed-down from decays of higher charmonium states is referred to as
prompt production.

• Non-prompt J/ψ production: A further contribution to the J/ψ production comes from decays
of hadrons containing b quarks. Since these decays proceed via the weak interaction, the
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long lifetime of b hadrons allows to experimentally access the non-prompt fraction via the
reconstruction of displaced vertices of b-hadron decays. The non-prompt fraction of the J/ψ
production as a function of J/ψ pT measured by different experiments at midrapidity and TeV
center-of-mass energies is depicted in Figure 2.3. The non-prompt fraction is approximately
10% up to pT ≈ 3 GeV/c. It increases with rising momentum up to 0.7 around pT ≈ 100 GeV/c.
The measurements in different collision systems from pp to Pb–Pb manifest the same trend as
a function of pT. Moreover, values of all shown measurements are very similar.
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Figure 2.3: Fraction of J/ψ from b-hadron decays as function of J/ψ pT in pp, pp̄, pp̄, and p–Pb
collisions at TeV energies [56] (left) and in pp and Pb–Pb collisions [57] (right).

This work is based on the measurement of inclusive J/ψ production in Pb–Pb collisions. Inclusive
J/ψ production consists of prompt and non-prompt fractions as discussed above that probe very
different physics. Non-prompt J/ψ production reflects energy loss of b quarks propagating through
the medium. The motivation for prompt J/ψ measurements is described in the sections 2.5, 2.6
and 2.7. This thesis presents a measurement of J/ψ at low pT, where the fraction of J/ψ from
b-hadron decays is small. Therefore, the motivation for the presented measurement is identical to
the motivation of prompt J/ψ measurement. Considering experimental and theory uncertainties
and the non-prompt J/ψ fraction value in the probed pT interval, conclusions from comparison of
the inclusive J/ψ measurement to theory predictions are not affected.

2.3 J/ψ production in pp collisions

According to the factorization theorem, charmonium production in pp collisions can be expressed as a
convolution of three components: parton distribution functions (PDF), hard scattering cross-section
into a cc̄ pair and hadronization of the cc̄ pair into a charmonium state. The parton distribution
function characterizes the probability of finding a parton within a proton carrying a fraction x of
the proton momentum. The parton distribution functions for quarks and gluons as a function of x
measured at HERA are shown in the left panel of Figure 2.4. As can be seen, valence quark PDFs
dominate at Bjorken x close to unity, whereas gluon and sea quark PDFs at low x. Regions of x and
momentum transfer Q2 studied with different collider and fixed-target experiments can be found in
the right panel of Figure 2.4. The x1,2 of incoming partons corresponding to the different probes
shown in blue letters can be estimated from the formula x1,2 = M/

√
s · e±y [9], where M is the

mass of a state and
√
s the center-of-mass energy. Bjorken x values relevant for J/ψ at the LHC

are 10−2–10−5. In this region, the gluon PDFs have larger values than the quark PDFs. Therefore,
cc̄ production is dominated by gluon fusion processes. The production of heavy cc̄ pairs requires
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large Q2, thus it can be calculated using perturbative QCD. On the other hand, the hadronization
of cc̄ into J/ψ has to be treated non-perturbatively. Differences between models of J/ψ production
essentially are in the latter. An overview of charmonium production mechanisms can be found
in [58]. In the following paragraphs, three models for charmonium production will be discussed:
the Color Evaporation Model (CEM), the Color Singlet Model (CSM), and the Color Octet Model
(COM). The latter two are implemented in the Non-Relativistic QCD (NRQCD) approach.

Figure 2.4: Left: Parton distribution functions for Q2 = 10 GeV2 relevant for J/ψ-meson production
at the LHC. (Figure is taken from [59].) Right: Regions of x and Q2 studied by different collider
and fixed-target experiments. (Figure is taken from [60].)

2.3.1 Charmonium production mechanisms

The Color Evaporation Model (CEM) [61, 62] assumes that every cc̄ pair can evolve into a given
charmonium state in the case that the invariant mass of the pair is between the mass of two charm
quarks and the lightest open-charm hadron pair. Quantum numbers of the cc̄ pair are adjusted by
soft gluon emission and exchange before the pair evolves into the final state. The probability of cc̄
hadronizing into a specific charmonium state is a phenomenological constant independent of collision
energy. The original CEM model also assumed that the momentum of the final state is very close
to the momentum of the produced cc̄ pair. This leads to the fact that ratios of pT-differential cross
sections of different charmonium states are independent of pT within this approach in contradiction
to experimental findings [55, 53]. This issue is addressed in the Improved CEM Model (ICEM)
[63] that considers a momentum shift between the produced cc̄ pair and the quarkonium caused
by soft gluon emission and exchange. However, models based on color evaporation cannot predict
charmonium polarization.

The Color Singlet Model (CSM) [64] builds its predictions on very different assumptions in com-
parison to the CEM. Only the cc̄ pairs with the same quantum numbers such as angular momentum
or spin as a to-be produced charmonium state and relative velocity v equal to zero can evolve into
that state. Gluon emission is suppressed in the CSM. Thus, only cc̄ in color-singlet states are
considered in this model.

The Color Octet Model (COM) is implemented in the framework of Non-Relativistic QCD
(NRQCD) [65]—an effective QCD theory approach using expansion not only in powers of αs but
also in powers of the heavy-quark velocity in a cc̄ pair. As the name of the COM suggests, the model
considers an evolution of color-octet states into a charmonium. The probability of an evolution of

16



a color-octet state into a given charmonium state is expressed via long-distance matrix elements
(LDME). The first order of this model corresponds to the color-singlet contribution. The LDMEs
for higher states have to be obtained by fits to measured cross sections. Therefore, predictions of
the NRQCD model depend on the choice of measurements that are used to calculate the LDMEs.

2.3.2 Measurements of J/ψ production in pp collisions

A brief overview of experimental results with focus on recent ALICE measurements is given in this
subsection. The ALICE Collaboration measures uniquely at the LHC J/ψ production at midrapidity
down to pT = 0 GeV/c. The pT-differential inclusive J/ψ cross section d2σ/dpTdy at midrapidity in
pp collisions at a center-of-mass energy

√
s = 5.02 GeV/c is shown in the left panel of Figure 2.5. The

ALICE measurement [66] is compared with ATLAS [67] and CMS [68] measurements at midrapidity
available for pT > 8 GeV/c and pT > 6.5 GeV/c, respectively. The cross sections are in a good
agreement where the measurements of different experiments overlap. The ALICE measurement is
used in this work as pp reference for the inclusive J/ψ production in Pb–Pb.

Figure 2.5: Left: pT-differential inclusive J/ψ cross section in pp collisions at 5.02 TeV mea-
sured by ALICE [66] compared with ATLAS [67] and CMS [68] measurements at midrapidity.
Right: pT-differential inclusive J/ψ cross section [66] compared with NLO NRQCD [69, 70] and
LO NRQCD+CGC [71] prompt J/ψ calculations summed with FONLL calculations for non-prompt
J/ψ contribution [72].

The pT-differential inclusive J/ψ cross section discussed above is compared to model predictions
in the right panel of Figure 2.5. The measurement is superimposed with predictions for the prompt
component summed with the FONLL prediction [72] for the non-prompt J/ψ component. There are
two NLO NRQCD calculations considered: one by Ma et al. [69] and a second one by Butenschön
et al. [70]. The latter does not consider the contribution of feed-down from heavier charmonium
states, contrary to the former. The calculations of Ma et al. for the Leading Order (LO) NRQCD
are performed with and without using the Color Glass Condensate (CGC) description of the gluon
distributions in the proton [73]. A soft-gluon resummation in this model allows to extend the model
calculation down to pT = 0 GeV/c. All model predictions mentioned are consistent within error
bars with the measurement.

The prediction of NRQCD using the CGC description summed with the non-prompt fraction is
also in a good agreement with the J/ψ cross section as a function of rapidity as shown in the left
panel of Figure 2.6 and as a function of collision energy from RHIC to LHC energies as shown in
the right panel of the same figure. NRQCD predictions are successful also when comparing to many
other measurements of charmonium cross sections. One example is a recent ALICE measurement of
inclusive J/ψ and ψ(2S) pT-differential cross sections and their ratios at collision energies 5.02 TeV,
2.76 TeV and 13 TeV [74]. However, measurements of J/ψ polarization still challenge model predic-
tions including different versions of the NRQCD models. An example is a recent measurement of
the J/ψ polarization at forward rapidity by ALICE [75].
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Figure 2.6: Left: Inclusive J/ψ cross section in pp collisions at 5.02 TeV as a function of rapidity
measured by ALICE [55, 66]. Right: Inclusive J/ψ cross sections measured by ALICE [66, 76,
77], CDF [78], PHENIX [79] and prompt J/ψ cross section measured by STAR [80] at midrapidity
as a function of collision energy. The measurements are compared to the LO NRQCD+CGC [71]
prompt J/ψ calculations summed with FONLL predictions [72] for non-prompt J/ψ contribution.
The figures are taken from [66].

2.4 J/ψ production in p–A collisions

p–A collisions are widely used to probe effects due to the presence of nuclear matter in the collision.
QGP formation is not expected in minimum-bias p–A collisions. Therefore, measurements in p–
A collisions provide key information for distinguishing effects of a hot, dense deconfined medium
and effects originating from the presence of cold nuclear matter. In this section, we discuss gluon
shadowing, which belongs to the initial state effects that are effective already before nuclei collide.
Afterwards, cold nuclear matter effects (CNM) such as coherent energy loss, pT-broadening and
nuclear absorption are presented.

2.4.1 Gluon shadowing

PDFs fi(x,Q
2) in a nucleus are modified with respect to free nucleons due to presence of nuclear

matter surrounding them. x is the fraction of momentum of a nucleon carried by a parton of a type
i at the energy scale Q2. The PDFs of partons in a free nucleon are discussed in Section 2.3. The
modification depends on the x that is carried by a parton and Q2.

The modification of nuclear PDFs (nPDFs) fAi (x,Q2) with respect to nuclen PDFs can be
quantified by the nuclear modification function

RAi (x,Q2) =
fAi (x,Q2)

fi(x,Q2)
. (2.2)

RAi (x,Q2) = 1 in the case of no modification.
The nuclear modification function RAi (x,Q2) can be obtained by a global fit to sets of experi-

mental results. An example of the EPPS16 fit function [81] is shown in the left panel of Figure 2.7.
The lead nuclear modification function for gluons at the energy scale Q2 = 10 GeV2 relevant for
J/ψ production at the LHC can be seen in the right panel of the same figure.

For x . 10−2, RAi is smaller than unity. This modification is called shadowing. One possible
explanation for this effect is provided by the theory of the Color-glass condensate (CGC) [82]. A
very high density of gluons with low x in Lorentz contracted nuclei causes that their interactions
prevent higher occupation of the phase-space. Saturation of gluon density forces the gluons to
recombine and carry higher fractions of the nucleon’s momentum. The increase of RAi above unity
for 10−2 . x . 10−1 called anti-shadowing is a consequence of shadowing at lower x.

18



With increasing x, RAi decreases below unity next to the anti-shadowing region. This effect is
named according to its discoverer the European Muon Collaboration: the EMC effect. Its origin is
still under discussion. According to [83], a possible explanation could be that a small fraction of
nucleons within the nucleus forms short-range correlated pairs resulting in their substantial modifi-
cation. At the same time, the rest of nucleons remains unmodified.

At x close to unity, RAi steeply increases due to the Fermi motion. Momenta of partons are
modified with respect to those of free nucleons due to Heisenberg’s uncertainty principle. Nucleons
can be localized wherever in the nucleus which has a larger radius than the radius of the free nucleon.
Therefore, partons in bound nucleons are more probable to carry very large x.

Figure 2.7: Left: Illustration of the fit function of RAi (x,Q2) used in the extraction of nPDFs. Right:
Gluon nuclear modification function RPbg (x,Q2 = 10 GeV2) for lead nuclei. The figures are taken
from [81].

2.4.2 Coherent energy loss and pT-broadening

Partons in hadrons may undergo multiple scattering already prior to the hard scattering taking place
when hadrons traverse through each other. The multiple scattering can cause a shift of 〈pT〉 towards
higher values.This leads according to [84] to the so-called pT-broadening, i. e. the suppression of J/ψ
production in p–A collisions with respect to pp at low momentum and a simultaneous enhancement
at pT around a few GeV.

cc̄ pairs are created during hard parton scattering. Pre-resonance pairs in a color-octet state
traversing through nuclear matter undergo multiple scattering before they evolve into J/ψ mesons.
This can induce radiation of coherent gluon. The coherent energy loss is responsible for the modi-
fication of J/ψ production as a function of x and therefore also as a function of rapidity according
to [84].

2.4.3 Nuclear absorption

cc̄ pairs can break up due to interactions with nuclear matter before they form the bound J/ψ state
[85]. The probability of the nuclear absorption depends on the thickness of the nucleus affected by
Lorentz contraction. Thus, nuclear absorption plays an important role at low collision energies. On
the other hand, the formation time of cc̄ pairs is comparable to the thickness of Lorentz contracted
nuclei at LHC energies. Therefore, the nuclear absorption is expected to have negligible effect on
J/ψ production at the LHC.
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2.4.4 Measurement of J/ψ production in p–A collisions

Comparisons of measurements of J/ψ production in p–A and pp collisions can help to constrain the
initial state effects and cold nuclear matter effects. J/ψ production cross sections in pp and pA
collisions are usually compared using the nuclear modification factor RpA

RpA =
1

A

d2σpA/dydpT

d2σpp/dydpT

, (2.3)

where A is the atomic number. RpA quantifies the difference between the cross section measured in
p–A collisions and our expectation based on the measurement in pp collisions. RpA is equal to unity
in the case of no modification.

The nuclear modification factor in p–Pb collisions at
√
sNN = 5.02 TeV at midrapidity RpPb was

recently measured by the ALICE Collaboration. RpPb of inclusive and prompt J/ψ as a function of
pT is shown in Figure 2.8. The inclusive J/ψ production in p–Pb collisions is suppressed compared
to the one in pp up to pT = 2 GeV/c. RpPb is consistent with unity above 2 GeV/c. The prompt
J/ψ RpPb measured in larger intervals starting from 1 GeV/c is consistent with the inclusive J/ψ
RpPb. The prompt J/ψ RpPb measured by the ATLAS Collaboration above 8 GeV/c [86] is shown
together with the ALICE measurement. It is consistent with unity in the full explored kinematic
region and it is in good agreement with the ALICE measurement.

ALI-PUB-488711

Figure 2.8: RpPb of prompt and inclusive J/ψ as a function of transverse momentum measured by
ALICE compared to the ATLAS measurement of prompt J/ψ [86]. The experimental results are
compared to theoretical predictions [84, 87] which are shown as shaded areas. The figure is taken
from [56].

RpPb as a function of pT is compared to theoretical predictions. The approach by Lansberg et
al. [87] is based on Bayesian reweighting of the EPPS16 [81] and the nCTEQ15 [88] nPDF sets
using data for inclusive open and hidden heavy-flavor production in p–Pb collisions at the LHC.
The model from Arleo et al. [84] includes the effects of coherent energy loss and pT-broadening.
One version of this approach includes the cold nuclear matter effects mentioned above, whereas the
second one also considers EPS09 nPDFs. Both versions are in good agreement with the presented
measurements. The model predictions based solely on the modification of nPDFs with respect to
PDFs in a free nucleon are consistent with the presented measurements. The models are consistent
also with RpPb as a function of rapidity at 5.02 TeV [56]. A reduction of model and/or measurement
uncertainties is needed for the discrimination between different models.
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2.4.5 J/ψ photoproduction in ultra-peripheral A–A collisions

Vector mesons such as the J/ψ can be created even in interactions when the impact parameter exceeds
the sum of the nuclei radii. Such collisions are called ultra-peripheral collisions (UPCs). Although
hadronic interactions are strongly suppressed in UPCs, the field strength of the nucleus electric field
increases due to the Lorentz contraction. The field can interact with nucleons of the other nucleus.
The interaction can be either coherent in the case the photon interacts with all nucleons consistently
as a whole or incoherent when the photon interacts with a single nucleon. In the latter case, nuclei
are typically dissociated and ejected neutrons can be detected by the ZDC detector. In the first case,
the only detected signals from UPCs are usually vector meson decay products. The J/ψ production
mechanism at the leading order is shown in the left panel of Figure 2.9. A photon produces a cc̄
pair that interacts strongly with the second nucleus while producing a J/ψ meson.

Incoherent and coherent photoproduction can be distinguished by their typical transverse mo-
mentum of the produced vector mesons. The mean transverse momentum 〈pT〉 is inversely propor-
tional to the size of the nucleon or nucleus the photon interacts with. Values around 60 MeV/c are
typical for coherent photoproduction, whereas 500 MeV/c is a typical 〈pT〉 for the incoherent case
[89]. Contributions of these two processes can be deduced from a Monte Carlo template fit of the
measured pT distribution as shown in the right panel of Figure 2.9.
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Figure 2.9: Left: J/ψ production mechanism in UPCs at the leading order. (Figure is taken from
[90].) Right: Number of coherent photoproduction J/ψ candidates as a function of transverse mo-
mentum. The distribution is fitted with Monte Carlo templates corresponding to different production
mechanisms. (Figure is taken from [89].)

Coherent J/ψ photoproduction is in the focus of experimental interest since it can be used to
probe the modification of gluon PDFs in a nucleus at low x where uncertainties are large. The gluon
shadowing factor can be obtained using measured cross sections of coherent J/ψ photoproduction in
Pb–Pb UPCs together with approximations of the same cross section without modifications of PDFs
based on γp→ V p measurements, such as discussed in [91]. The coherent J/ψ cross section in Pb–Pb
collisions at 5.02 TeV was recently measured by ALICE at forward rapidity [92] and midrapidity
[89]. The measurement at forward rapidity is the sum of production processes related to x ≈ 10−5

and x ≈ 10−2 because the relevant x depends on which nucleus is being probed

x1,2 = (MJ/ψ/
√
sNN)e±y. (2.4)

Since the production at x ≈ 10−5 can be neglected, it is concluded that the measurement of coherent
photoproduction is consistent with a moderate gluon shadowing factor around 0.8 at x ≈ 10−2 and
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scale of charm quark mass for −4 < y < −2.5. Using the measurement at midrapidity, a smaller
gluon shadowing factor around 0.65 is found for x ∈ (0.3, 1.4)× 10−3.

J/ψ is not photoproduced only in UPCs, but also in more central collisions with hadronic inter-
actions. Due to the very different physics origin, the J/ψ from photoproduction is background for
measurements performed using hadronic collisions and should be removed. This is also case for this
work.

2.5 Early measurements and ideas on J/ψ production in A–A
collisions

The J/ψ has been subject to vivid experimental and theoretical studies since 1986 when Matsui and
Satz suggested J/ψ suppression in heavy-ion collisions as an unambiguous signature of the QGP
presence [93]. According to the initial idea presented in this publication, the cc̄ potential is screened
in the deconfined medium by color charges in analogy to the Debye screening of electric charge. In
this picture, the Cornell potential in Equation 2.1 is modified in a hot and deconfined medium to

V (r) = −αeff

r
· e−r/rD(T ), (2.5)

where αeff is the effective coupling and rD is the screening radius. The confinement term from 2.1
is screened and the Coulomb term is attenuated by the exponential. When rD decreases below
the binding radius, quark and anti-quark do not form a bound state. The screening of cc̄ potential
results in the suppression of J/ψ production in A–A collisions with respect to the pp collisions where
no QGP is expected.

This simple idea presented in [93] has been further developed. Whereas most of the mass of
hadrons containing light quarks is determined by the interactions between the quarks, most of
quarkonium masses originate from the mass of heavy quarks. Therefore, the radii of quarkonia are
smaller than those of light-flavor hadrons. Consequently, quarkonia do not dissociate at the critical
temperature Tc. The temperature of dissociation onset for different quarkonia species depends on
their binding energy. Quarkonia with higher binding energy are more tightly bound and dissociate
at higher temperatures. There are two main modern approaches to calculate these temperatures
beside other quarkonium properties—potential models and lattice QCD [94]. Sequential dissociation
of different quarkonia species has been suggested as tool to determine the QGP temperature.

The suppression of J/ψ and ψ(2S) production in A–A collisions beyond expectations from p–Pb
collisions was for the first time observed at the Super Proton Synchrotron (SPS) in Pb–Pb collisions
[95]. It was referred to as anomalous suppression. At that time, it was already known that charmonia
are suppressed with respect to the production in pp collisions also in p–A collisions, where no QGP
is expected. Therefore, the conclusions were drawn after considering expected values for the nuclear
absorption.

Since RHIC began its operation, the modification of J/ψ production in A–A collisions is com-
monly expressed in form of a nuclear modification factor RAA

RAA =
dN

J/ψ
AA /dy

〈Ncoll〉dNJ/ψ
pp /dy

=
dN

J/ψ
AA /dy

〈TAA〉dσJ/ψ
pp /dy

, (2.6)

where dNJ/ψ/dy is the J/ψ yield per unit of rapidity, 〈Ncoll〉 is the average number of binary
nucleon-nucleon collisions in an A–A collision, and 〈TAA〉 is the average nuclear overlap function.
When RAA is equal to unity, there is no modification of J/ψ production in A–A collisions compared
to pp collisions. RAA below unity indicates a J/ψ suppression in A–A collisions.

RHIC operation started in 2000 and brought a number of measurements of J/ψ production at
higher energies than available at the SPS and, together with them, new exciting questions about J/ψ
production. PHENIX measurements of the inclusive J/ψ RAA in Au–Au and Cu–Cu collisions at√
sNN = 200 GeV at midrapidity are shown together with SPS results at midrapidity in the left panel

Figure 2.10. Anomalous J/ψ suppression was reported in Pb–Pb collisions at
√
sNN = 17.3 GeV
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based on the shown SPS results. The RHIC collision energy is approximately ten times larger than
the SPS energy. Therefore, also the energy density in collisions at RHIC is larger and should lead
to a stronger J/ψ suppression. However, the PHENIX results in Au–Au collisions are consistent
with the SPS measurements, which was not understood at the time when the RHIC results were
published. A peculiar picture arose as well with the measurement of J/ψ RAA at forward rapidity at
RHIC. The inclusive J/ψ RAA at forward rapidity [96] in Au–Au collisions is compared to the same
measurement at midrapidity [97] in the right panel of Figure 2.10. J/ψ production is less suppressed
at midrapidity than at forward rapidity although the energy density is larger at midrapidity.

Since the suppression at larger energy density did not increase, an additional production mech-
anism relevant at large energy density was suggested. The missing piece of the puzzle is J/ψ
(re)generation. An uncorrelated charm quark and anti-quark can meet during the QGP evolution
or at the phase boundary and form a J/ψ meson. Probability of J/ψ (re)generation increases with
energy due to the general rise of the charm production cross section with

√
s. Thus, (re)generation

plays a key role especially at the LHC energies with larger charm densities.

Figure 2.10: Left: Inclusive J/ψ nuclear modification factor RAA measured by the SPS experiments
NA38, NA50 and NA60 in In–In, S–U, and Pb–Pb collision and the RHIC experiment PHENIX in
Au–Au and Cu–Cu collisions as a function of the participant number. (Figure is taken from [98].)
Right: Inclusive J/ψ nuclear modification factor RAA at forward rapidity [96] and at midrapidity
[97] and their ratio measured by the PHENIX experiment in Au–Au collisions [96].

2.6 Models of prompt J/ψ production in heavy-ion collisions

2.6.1 Statistical Hadronization Model

The statistical hadronization model (SHM) presented in Section 1.3.1 has been extended to also
describe charm production [99, 100, 21, 101]. Similarly as in the case of hadrons formed from light
quarks, J/ψ mesons are generated within this model at the phase boundary. The charm quarks are
assumed to be thermalized.

Thermal production of heavy charm quarks, unlike in the case of light and strange quarks, is
negligible at the LHC energies. It is suppressed with respect to the the total charm production
approximately by a factor of thirty. Charm quarks and anti-quarks are produced almost exclusively
during initial hard scatterings and their numbers are conserved during the system evolution as
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expressed by the balance equation:

Ncc̄ =
1

2
gcV

(∑
i

nth
Di

+
∑
i

nth
Λi

+ . . .

)
+ g2

cV

(∑
i

nth
ψi

+
∑
i

nth
χi

+ . . .

)
, (2.7)

where nth is the grand-canonical density of a hadron species and Ncc̄ the number of cc̄ pairs. The
fugacity factor gc represents charm enhancement with respect to the thermal production. Resonances
built from lighter, thermally produced quarks of a similar mass have almost three orders lower yields
than the J/ψ meson. In other words g2

c is approximately 1000.
Ncc̄ is the total charm yield in Pb–Pb collisions. It is estimated based on measurements of the

charm cross section in pp collisions, shadowing and the nuclear overlap function TAA. The yields
of charm hadrons of different species are obtained using the thermal grand-canonical densities, the
volume of the fireball from the thermal fit and the fugacity factor. For example, the J/ψ yield is
determined by

NJ/ψ = g2
cV n

th
J/ψ. (2.8)

An illustration of charm production at LHC and RHIC energies is shown in the left panel of
Figure 2.11. At lower energies, the mean number of cc̄ pairs created during hard scatterings is lower
than at higher energy. Charm quarks and anti-quarks produced together in the same hard scattering
process usually do not form charmonium due to color screening and drift apart from each other. The
probability that the charm quark meets at the hadronization phase a charm anti-quark is low due
to low charm density. Open charm mesons form at the phase boundary. At high LHC energies, the
number of cc̄ pairs can reach numbers around 200 [21] giving charm quarks and their anti-quarks
larger chance to generate charmonium at the phase boundary. Thus, (re)generation is especially
important for the description of J/ψ production in A–A collisions at the LHC.

Figure 2.11: Left: Illustration of charm production in A–A collisions at low energies (RHIC) and
high energies (LHC). The blue small circles represent light quarks and anti-quarks, red circles charm
quarks and anti-quarks. The beginning of the collision is depicted on the left. It is followed by QGP
and hadronization phases. (Figure is taken from [21].) Right: Transverse-momentum spectrum
at midrapidity (|y| < 0.9) of J/ψ in Pb–Pb collisions at

√
sNN = 5 TeV with centrality 0–20%

as predicted by [101]. Contributions for thermal core and corona parts are shown as dashed and
dash-dotted lines. (Figure is taken from [101].)

The state-of-the-art approach of the SHM does not only consider the J/ψ production in a core
of a heavy-ion collision, where the QGP is formed and charm quarks are assumed to be thermalized.
The corona that represents outer regions of the heavy-ion collision with nucleons undergoing one or
only a few nucleon-nucleon collisions is included. This is not sufficient to create the QGP.

In the SHM for charm hadrons (SHMC) [101], the pT distribution is obtained using the core-
corona approach. In the core, the velocity of charm quarks is obtained as the sum of random thermal
motion and collective velocity of the expanding QGP. The J/ψ mesons inherit the momenta of their
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constituents. In the corona part, the pT shape is obtained by a fit to the pT spectra in pp collisions.
The resulting transverse momentum spectrum can be seen in the right panel of Figure 2.11. The
J/ψ yield from the core part dominates at low momentum, whereas J/ψ production in the corona
dominates at high transverse momentum.

2.6.2 Transport models

In the transport models, charm quarks do not have to be thermalized as in the case of the SHM.
Charmonia are transported through the expanding fireball, and they dissociate and form again. The
formation can only occur when the QGP has a temperature below the dissociation temperature
specific for every charmonium state or, alternatively, at the phase boundary.

A cartoon illustrating a time evolution of a correlated charm-anti-charm quark pair in a heavy-
ion collision is shown in Figure 2.12. The initial phase of heavy-ion collisions is treated within
transport approaches in a very similar way as in the case of the SHM. cc̄ pairs are created during
hard scatterings at the beginning of a collision. The number of cc̄ pairs is based on charm cross
section measurements in pp collisions. Modifications of nPDFs with respect to the proton PDFs
and cold nuclear matter effects such as pT-broadening or nuclear absorption are usually considered.
The nuclear absorption is neglected at LHC energies for reasons discussed in Subsection 2.4.3.

Figure 2.12: Schematic time evolution of a correlated charm-anti-charm quark pair in an expanding
fireball in an ultra-relativistic heavy-ion collision. (Figure is taken from [102].)

Correlated cc̄ pairs dissociate in the QGP and single charm quarks and their anti-quarks move
through the medium. Charm quarks are in the model of Rapp et al. [103, 104, 105] incompletely
thermalized. On the other hand, the model of Zhou et al. [106, 107] assumes thermalized charm
quark distribution.

When the temperature of the medium decreases below the charmonium dissociation temperature,
charmonia can be continuously formed and broken up. Dissociation reactions are specific to different
models. The model of Rapp et al. considers scattering with surrounding light partons p of the heat
bath ψ + p→ c + c̄ + p. The model of Zhou et al. assumes gluon dissociation ψ + g → c + c̄ that is
expected to be the dominant process in the QGP. Charmonia are regenerated by reverse processes.

Charmonia are transported through the expanding fireball using hydrodynamics approaches.
The charmonium dissociation and (re)generation is controlled via the Boltzmann equation using
different assumptions. For example, the approach of Rapp et al. assumes that the dissociation and
(re)generation do not depend on the momenta of charmonia. After the integration of the Boltzmann
equation over momentum and space, one obtains the time evolution of charmonium yields by solving
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of the kinetic rate equation [104]:

dNψ
dτ

= −Γψ(T (τ))[Nψ(τ)−Neq
ψ (T (τ))], (2.9)

where Γψ is the dissociation and formation rate, Neq
ψ is the number of charmonium states in the

equilibrium limit, and Nψ is the number of charmonium states. In addition, charmonia are formed
also at the phase boundary.

2.6.3 Comovers

In addition to the transport approaches and the SHM, there is also a model prediction for J/ψ
production in A–A collisions considering the break up of J/ψ mesons by comovers [108]. This model
was originally developed to describe J/ψ production at much lower SPS energies. The original
version has been updated to describe the larger LHC energies by adding J/ψ (re)generation similar
to the transport models. At lower energies, comovers are interpreted as hadrons, whereas they are
considered as hot partonic medium at high energies.

The break up of J/ψ mesons is proportional to the J/ψ-meson density, the density of comovers
and the dissociation cross section. The dissociation cross section is obtained by fits to low energy
data. The (re)generation term is proportional to the squared charm density and a (re)generation
cross section that is assumed to be identical to the dissociation cross section. From the nuclear
effects, shadowing is considered by modifying the densities mentioned above using measurements in
pp collisions.

2.7 Recent LHC measurements of J/ψ production in Pb–Pb
collisions

First heavy-ion results from the LHC are from Pb–Pb collisions at
√
sNN = 2.76 TeV collected in

November 2010. Measurements of inclusive J/ψ belong to the first harvest of the LHC physics results
using data samples at this center-of-mass energy per nucleon-nucleon pair. The inclusive J/ψ RAA

at forward rapidity as a function of midrapidity charged-particle density dNch/dη|η=0 measured by
ALICE in Pb–Pb collisions is shown in the left panel of Figure 2.13. dNch/dη|η=0 reflects the energy
density of the medium. RAA does not exhibit a strong dependence on dNch/dη|η=0. In a pure color
screening scenario, suppression should increase with dNch/dη|η=0. The measurement is compared to
the PHENIX results at forward rapidity and midrapidity presented in Section 2.5. The ALICE RAA

exceeds the PHENIX results in most central events at forward rapidity approximately by a factor of
three above dNch/dη|η=0 = 600. This fact supports the (re)generation scenario since (re)generation
should be stronger in collisions with higher center-of-mass energy.

The inclusive J/ψ RAA at midrapidity as a function of transverse momentum pT is shown in the
right panel of Figure 2.13. The ALICE measurement [109] is obtained using events with centrality
0–40% for first two pT intervals and 0–50% for the highest pT interval. The J/ψ RAA measured by
ALICE decreases with increasing pT. The PHENIX results [111] at 0.2 TeV for centrality 0–40%
manifest in contrast to the ALICE measurement a stronger suppression up to pT = 4 GeV/c. A CMS
measurement at high pT [112] in a broader rapidity range is consistent with the ALICE measurement
at the same energy. The measurements are compared to two predictions from transport models for
the LHC energy. Whereas the J/ψ RAA measured by ALICE exceeds the prediction of Zhou et al.
[106], it is in good agreement with the model of Rapp et al. [104, 113]. Both models as well as
the data at the LHC energy exhibit the same trend as a function of pT typical for J/ψ production
enhanced by (re)generation.

In Run 2, the ALICE Collaboration collected a sample of Pb–Pb collisions at even higher center-
of-mass energy

√
sNN = 5.02 TeV. The second Fourier coefficient of the inclusive J/ψ azimuthal

distribution at forward rapidity using this data sample [114] is shown in Figure 2.14. A sizable elliptic
flow suggests that J/ψ mesons inherit some of the medium’s anisotropic flow. This is expected only
when J/ψ constituents, i.e. the charm quark and its anti-quark, are unbound at least for part of
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Figure 2.13: Left: Inclusive J/ψ RAA at forward rapidity as a function of midrapidity charged-
particle density measured by ALICE in Pb–Pb collisions at

√
sNN = 2.76 TeV [109] compared to the

PHENIX results in Au–Au collisions at 0.2 GeV at forward rapidity and midrapidity [96]. (Figure is
taken from [109].) Right: Inclusive J/ψ RAA at midrapidity in Pb–Pb collisions at

√
sNN = 2.76 TeV

as a function of transverse momentum pT measured by ALICE [110] compared to PHENIX results
for Au–Au collisions at 0.2 TeV [111], CMS results for Pb–Pb collisions at

√
sNN = 2.76 TeV [112],

and model predictions of Zhou et al. [106] and Rapp et al. [104, 113] (referred to as Zhao et al. in
the figure). (Figure is taken from [110].)

the QGP stage to have a chance to thermalize. Since surviving primordial J/ψ mesons experience
the whole evolution of a heavy-ion collision in a colorless stage, they are expected to have only very
limited elliptic flow attributed to path-length dependent energy-loss effects. Model predictions of
Rapp et al. [105] for primordial J/ψ only and for the sum of primordial, (re)generation and non-
prompt contributions are shown together with the measurement. The measured J/ψ elliptic flow
highly exceeds the prediction for pure primordial J/ψ as expected, and it is consistent with the sum
of contributions up to pT = 4 GeV/c. However, the model undershoots the measurement between 4
and 10 GeV/c.

It is generally accepted nowadays that (re)generation plays a crucial role in inclusive J/ψ pro-
duction at low transverse momentum and high collision energies thanks to abundant experimental
evidence provided by experiments at the LHC. However, the question whether (re)generation takes
place during the QGP evolution and at the phase boundary or exclusively at the phase boundary
remains open. An answer may arise when more precise measurements and theoretical predictions
become available. The analysis of inclusive J/ψ yields in Pb–Pb collisions at

√
sNN = 5.02 TeV, as

presented in this work, is part of this effort.
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Figure 2.14: Inclusive J/ψ elliptic flow coefficient v2 as a function of transverse momentum at forward
rapidity measured by ALICE in Pb–Pb collisions at

√
sNN = 5.02 TeV with centrality 20–40% [114]

compared to the predictions from the transport model of Rapp et al. [105] (referred to as X. Du et
al. in the figure). (Figure is taken from [114].)

28



A Large Ion Collider Experiment
(ALICE) at the LHC

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest and most powerful hadron collider ever built in terms
of collision energy and luminosity. The LHC with its circumference of 26.7 km is located underground
in Switzerland and France close to Geneva. It uniquely provided so far lead-lead (Pb-Pb) collisions
up to the center-of-mass energy per nucleon-nucleon pair of

√
sNN = 5.02 TeV, xenon-xenon (Xe-

Xe) collisions at
√
sNN = 5.44 TeV, proton-lead (p-Pb) collisions up to

√
sNN = 8.16 TeV and

proton-proton (pp) collisions up to the center-of-mass energy
√
s = 13 TeV.

Figure 3.1: CERN’s accelerator complex. The path of protons starting in LINAC 2 is marked by
light gray arrows and the path of ions starting in LINAC 3 by dark gray arrows. Protons and ions
travel on same trajectories since they get to the PS. (Figure is taken from [115].)

The LHC is part of CERN’s accelerator complex as shown in Figure 3.1. Hydrogen, lead and
xenon atoms are stripped of their electrons and pre-accelerated starting in LINAC 2 in case of
protons and in LINAC 3 in case of heavier ions and ending at the Super Proton Synchrotron (SPS).
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The whole acceleration process reaches its final phase in the two LHC rings. Two beams of hadrons
travel there in bunches in opposite directions while being bent by powerful superconducting dipole
magnets able to generate magnetic field up to 8.3 T. The beams intersect at four points where the
large LHC experiments are placed: A Toroidal LHC Apparatus (ATLAS) [116], Compact Muon
Solenoid (CMS) [117], Large Hadron Collider beauty (LHCb) [118, 119] and ALICE [120]. More
details about LHC can be found in [121].

ATLAS and CMS are general-purpose particle physics detectors studying physics within and
beyond the Standard Model. These two collaboration are known particularly for their discovery of
a new particle compatible with the Standard Model Higgs boson hypothesis in 2012 [122, 123] and
later detailed measurements of its properties. The LHCb detector was designed to study various
aspects of heavy-flavor physics including CP violation in decays of heavy flavor hadrons. One of
the well known measurements of LHCb collaboration is for example the discovery of pentaquarks
[124]. ALICE is the only experiment at the LHC specifically build to study heavy-ion physics. Its
design is driven by its physics goals—to study strongly interacting matter at extreme temperature
and density.

In this thesis, the analysis of inclusive J/ψ production using data sets collected by ALICE is
presented. Therefore, the ALICE detector and its sub-systems will be described in detail in this
chapter with a special focus on the detector systems crucial for the J/ψ measurement at midrapidity.
Since the data presented in this thesis were collected during Run 2, the ALICE Run 2 setup will be
described. The upgrade of ALICE for Run 3is then discussed in Section 3.7 of this chapter.

3.2 ALICE coordinate system

The ALICE coordinate system is a right-handed orthogonal Cartesian system with an origin at the
beams interaction point [125]. The x-axis is perpendicular to the beam direction and points to the
center of the accelerator. The y-axis is perpendicular to the beam direction and x-axis and pointing
upward from the origin. The z-axis parallel to the local beam direction is than defined by position
of x- and y-axis and the right-hand rule. The Cartesian coordinates can be converted to a spherical
coordinate system by

x = r sin θ cosφ, y = rsinθ sinφ, z = r cosϑ. (3.1)

Figure 3.2: The ALICE detector and its coordinate system. (Figure is taken from [126].)
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3.3 Overview of the ALICE detector

The ALICE detector is designed to study events with the extremely large multiplicity densities typi-
cal for central Pb–Pb collisions. Excellent particle identification (PID) and tracking capabilities are
ensured up to dN

dη η≈0
= 8000 [120], where η is track pseudorapidity. ALICE can be subdivided into

two systems according to their pseudorapidity acceptance: the central-barrel detectors at midrapid-
ity (|η| < 0.9) and the Muon Spectrometer at forward rapidity. The ALICE detector layout is shown
in Figure 3.3.

Figure 3.3: Sketch of the ALICE setup and its detector subsystems. Different detectors are indicated
by numbers. (Figure is taken from [127].)

The innermost detectors of the Central Barrel providing tracking and PID, i.e. ITS, TPC, TRD
and TOF, are introduced in more details in this chapter. In addition to them, there are multiple
detectors improving and broadening PID capabilities of the ALICE detector. The electromagnetic
calorimeters Photon Spectrometer (PHOS), EMCal and Di-jet Calorimeter (DCal) measure energy
deposited by photons and electrons. EMCal and DCal covering opposite radial regions allow to
trigger on and measure energy deposited by jets and di-jets—single or double collimated sprays of
particles originating from high energy partons. The High Momentum Particle Identification Detector
(HMPID) enhances hadron PID capabilities at high momentum. The Central Barrel detectors are
surrounded by a solenoid magnet generating a magnetic field of 0.5 T. This field bends charged-
particle trajectories. Therefore, it enables ALICE to determine their momenta and distinguish
between particles with opposite charge.

The Muon Spectrometer provides muon identification, reconstruction of their trajectories and
triggering on single muons or muon pairs at rapidity −4 < η < −2.5. Hadrons at this rapid-
ity are stopped by a front absorber. Five tracking chambers are placed behind the absorber with
respect to the interaction point, one of them in a dipole magnet bending muon trajectories. Af-
ter passing the tracking chambers, muons reach the Muon Trigger. Due to excellent separation
of muons from hadrons stopped by the front absorber, broad palette of rare quarkonium states
(J/ψ, ψ(2S),Υ(1S),Υ(2S),Υ(3S)) is studied at forward rapidity via the dimuon decay channel.

The two forward-rapidity detectors Vertex 0 (VZERO) provide triggering for both, the Central
Barrel and the Muon Spectrometer, and give access to event properties such us centrality. The
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two Zero Degree Calorimeters (ZDC) located 114 m from the interaction point on both sides with
respect to it are designed for event characterization via measurement of energy of spectator protons
and neutrons. Since ALICE research is focused on hadronic Pb–Pb interactions, the ZDC serves for
rejection of electromagnetic Pb–Pb interactions.

3.3.1 Inner Tracking System (ITS)

The Inner Tracking System [128] is a semiconductor detector system located at radii between 3.9 cm
and 43.0 cm around the z-axis. This detector has a cylindrical shape and covers the pseudorapidity
range |η| < 0.9. It consists of six layers employing three different silicon detector technologies. The
two inner layers belong to the Silicon Pixel Detector (SPD), the two middle layers to the Silicon
Drift Detector (SDD) and the two outer ones to the Silicon Strip Detector (SSD).

As the innermost central-barrel detector, the ITS plays a crucial role for finding primary vertices
of collisions and secondary vertices due to particle decays, photon conversions and secondary reac-
tions in detector material (e.g. spallation). The ITS improves the momentum resolution of tracks
reconstructed by the central-barrel detectors and also serves as stand-alone tracking detector for
particles with low transverse momenta not reaching the TPC (e.g. below 200 MeV/c in the case of
pions). PID of these low-momentum particles is based on the energy loss dE/dx in the four ITS
layers of the SDD and the SSD.

3.3.2 Time Projection Chamber (TPC)

The Time Projection Chamber [129] is the main ALICE tracking device in the Central Barrel with
excellent PID capabilities. The TPC with its cylindrical shape surrounds the ITS detector in the
radial direction and covers pseudorapidity region |η| < 0.9 for particles exiting the TPC at its outer
radius. The active volume is filled with a gas mixture of Ar and CO2. 88 m3 active TPC volume are
encapsulated in the field cage with an inner diameter of 84.8 cm, an outer diameter of 246.6 cm and a
length of the cylindrical shell of 499.4 cm in the beam direction. The central electrode perpendicular
to the beam direction divides the active volume into two halves, the A and C side. The homogeneous
electric field is generated by applying a voltage of -100 kV to the central electrode while the readout
planes are set to 0 V. The readout chambers, equipped with Multi-Wire Proportional Chambers
(MWPC) and readout pad planes, are located at the A and C sides of the active volume.

The working principle of the TPC detector is illustrated in Figure 3.4. When a charged particle
traverses the active volume, it ionizes gas atoms in its vicinity. Consequently, the particle leaves a
track of ionized gas behind it. Liberated electrons travel in the opposite direction to the electric
field ~E towards the readout chambers. Their drift velocity saturates due to collisions with the
gas atoms to a constant value vD = µE, where µ is the mobility of electrons. Thus, the z distance
between a point passed by a charged particle and a readout chamber is proportional to the drift time.
After traversing the active volume of the TPC, ionization electrons drift through open gating grid,
which later after closing prevents ions to travel to the active TPC volume. Electrons are multiplied
in the electric field in the vicinity of anode wires. Their voltage is set such that the number of
amplification electrons and, therefore, also ionized gas atoms is proportional to the original amount
of primary electrons liberated by the charged particle. Electrons are quickly collected by anode
wires, whereas ions with smaller mobility than that of electrons induce mirror charges on pads in
their vicinity. Afterwards, ions are collected by cathode wires. Charge signals on the pads serve
for later reconstruction of the trajectory projection to the xy-plane and the energy loss calculation,
which is crucial for PID. The first is introduced in more details in Section ??, whereas the latter in
Subsection 3.5. The gating grid is closed approximately 90 µs after the trigger, when all primary
electrons have reached the readout chambers. This prevents ions from readout chambers to travel
into the active volume and cause space-charge distortions of the electric field.
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Figure 3.4: Illustration of the TPC working principle. (Figure is taken from [130].)

3.3.3 Transition Radiation Detector (TRD)

The Transition Radiation Detector [131] placed around the TPC consists of 540 modules containing
4.3 cm of a radiator and an MWPC each. It serves for triggering of high-pT electrons and jets
and the identification of electrons via the specific energy loss and, in particular, emitted transition
radiation. Transition radiation photons are emitted when relativistic charged particle with γ & 1000
crosses boundary of media with different dielectric constants. The threshold for emission of transition
radiation is for electrons already at the momenta around 0.5 GeV/c, whereas it is much higher for
all heavier particles such as pions. The transition radiation photons are absorbed by gas at the
beginning of MWPC while atomic electrons are emitted. Thus, electrons with momentum in region
of interest can be distinguished from other charged particle species by presence of additional signal
caused by transition radiation.

3.3.4 Time-Of-Flight Detector (TOF)

The Time-Of-Flight [132] detector surrounding the TRD is the central-barrel detector most distant
from the interaction point with full azimuthal acceptance. It consists of 90 modules with Multigap
Resistive Plate Chambers. The TOF provides PID at intermediate momentum by measuring the
arrival time of passing charged particles. The starting time for a TOF measurement is provided
by the Cherenkov counters of the T0 detector [133]. When the time of flight and the momentum
of a particle are know, the velocity can be determined. An example of the distribution of particle
velocity as a function of momentum is shown in Figure 3.5. Bands correspond to different particle
species. Background is caused by incorrect matching of some tracks with TOF hits due to large
multiplicity in Pb–Pb collisions. Due to the excellent timing resolution of 80 ps, pions and kaons
can be separated by TOF up to 2.5 GeV/c, and protons are identified up to 4 GeV/c [134].
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Figure 3.5: Distribution of particle velocity β as a function of momentum. (Figure is taken
from [135].)

3.3.5 Vertex 0 (V0) Detector

The V0 detector is composed of two circular arrays, the V0A and the V0C, consisting of 32 plastic
scintillator counters. The V0C is located 90 cm from the interaction point on the C side of AL-
ICE, whereas the V0A at the distance 340 cm on the opposite site of the interaction point. The
pseudorapidity ranges 2.8 < η < 5.1 and -3.7 < η < -1.7 are covered by the V0A and the V0C,
respectively.

The V0 detector is designed to measure the charged-particle multiplicity and to provide informa-
tion about the time of the signal arrival with the resolution better than 1 ns. This allows to use the
coincidence of the signals in both V0 counters as the Minimum-Bias (MB) trigger of physics events
and to reduce the contamination of beam-gas interactions characteristic by their different timing of
the deposited signals. Since the V0 signal amplitude is proportional to the event multiplicity and
consequently also the overlap of two colliding nuclei, the centrality trigger is provided by setting a
threshold on the energy deposited in the V0. The centrality definition based on the V0 amplitude
will be described in Section 3.10.

3.4 Central barrel tracking

The Central Barrel event reconstruction [134] consists of several steps shown in Figure 3.6 that are
briefly described in this section. The event reconstruction starts with merging signals in detectors
to find space points. They serve for later reconstruction of tracks. This procedure is called clusteri-
zation. For example, a TPC cluster is defined as a peak in deposited charge found within five bins
in the pad direction and five bins in the time direction.

A primary vertex is reconstructed using so-called SPD tracklets—pairs of clusters in two different
innermost ITS layers. A preliminary primary vertex is defined as the space point to which the largest
number of them points.

Helix trajectories of charged particles are build using clusters found in the detectors. They are
described with five parameters (y, z, sin(ϕ), tan(ϕ), 1/pT). Since the parameters change along the
path due to energy loss, the Kalman filter approach [136] allowing their variation along the path
is used for the reconstruction. Track finding begins with constructing seeds of tracks from clusters
at the outer radius of the TPC while using the primary vertex as a constraint. Tracks are later
propagated inward to the inner radius of the TPC with higher occupancy. The maximum number of
TPC clusters used for one TPC track is the number of tangential rows in the TPC readout chambers,
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Figure 3.6: Flow of Central Barrel event reconstruction. (Figure is taken from [134].)

equal to 159. These tracks are further propagated inward through ITS.
Found tracks are refitted in the outward direction. Subsequently, an attempt to match tracks

with TRD track segments and TOF clusters is made. Matching signals in EMCal, PHOS, and
HMPID are assigned to tracks as well at that point. Finally, the tracks are propagated inward
again using already found clusters while updating track information such as position or curvature.
Resulting tracks are referred to as global tracks and used to determine the final primary vertex
position. If a track is propagated to the inner radius of the TPC in the final inward propagation,
it is referred to as a track with TPC refit. A track has the ITS refit if at least two ITS clusters
are assigned to the track. Since the momentum of a track changes as the incident particle looses
energy in detectors along its path, the momentum in the inner wall of the TPC pIN differs from the
momentum of a track in a point with the closest distance to the primary vertex. The momentum in
the inner wall of the TPC pIN associated to a track with the TPC refit is useful for the TPC related
studies, since the energy loss in the TPC depends on the particle momentum in the TPC detector.
More information related to TPC tracking can be found in [137].

After tracks and the primary interaction vertex are reconstructed, a search for secondary vertices
of photon conversions and particle decays, so-called V0 candidates, is performed. The reconstruction
of an event is completed by a search for cascade decays such as Ξ− → Λ0π− → p+π−π−.

3.4.1 TPC space charge distortions, their correction and mitigation

Unexpectedly large space-time distortions [138] have been observed in the large interaction rate
Pb–Pb data sets of Run 2 used for the data analysis presented in this thesis. They emerged at
some of the TPC chamber boundaries and caused a deflection of ionization electrons up to several
centimeters in the radial direction during the 2015 data taking. Places and amplitudes of distortions
are depicted in Figure 3.7 as a function of the radius and the TPC sector coordinate. There are no
or small space-charge distortions in most of the TPC volume. However, the distortions close to some
of the readout chamber boundaries reach up to 6 cm, which would complicate track reconstruction.
Thus, it was necessary to develop a correction procedure. Correction maps in 3D (dr, dϕ,dz) were
created based on signals from unaffected external detectors. An interpolation of ITS, TRD and
TOF track segments provided a reference that was compared to the positions of distorted clusters
in order to create the correction maps. This method was used already in the reconstruction of 2015
Pb–Pb data.

In addition to the correction procedure, the distortions were mitigated during 2018 Pb–Pb data
taking [139]. The distortions in one of the outer readout chambers were caused by two floating
gating grid wires. Thus, the amount of ions escaping to the TPC active volume could be attenuated
by increasing the voltage applied on neighboring gating grid wires. A cover electrode on a potential
of 180 V was placed at ledges of affected inner readout chambers. It helped to attract electrons
and prevent them from drifting towards the gaps between chambers where they would be amplified
while releasing ions. Ions in this area would freely travel to the active volume due to the absence of
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a gating grid in the gaps and cause distortions. After the exchange of readout chambers during the
ALICE upgrade between Run 2 and Run 3, it was found that the amplification of electrons in the
gaps and the resulting distortions were in the most of cases caused by anode wire tips penetrating
part of or even the full insulation layer. The ALICE upgrade is discussed in Subsection 3.7. Due to
the implementations mentioned above, the distortions were reduced below 1.5 cm in the 2018 data
taking.

Figure 3.7: The radial space-charge distortions drϕ in 2015 Pb–Pb data as a function of the ra-
dius and the TPC sector coordinate for the largest drift distances (|z/r| < 0.2). (Figure is taken
from [140].)

3.5 Particle identification (PID) with the TPC

The TPC PID is based on the measurement of energy loss in the active TPC volume. It can be
described by the Bethe-Bloch equation discussed in Section 3.5.1 of this chapter. The energy loss
signal in the ALICE TPC and PID via the number of standard deviations from a PID hypothesis
as relevant for this thesis are discussed in the sections 3.5.2 and 3.5.3.

3.5.1 Bethe-Bloch Equation

The measurement of ionization energy loss of a particle traversing through a detector plays a crucial
role in PID since the deposited energy is a function of only charge and invariant mass for a given
momentum. Therefore, the particle can be identified when measuring simultaneously the momentum
and energy loss. During the passage of charged particle through matter, it looses energy by inelastic
collisions with atomic electrons, which causes ionization. An example of the TPC energy loss signal
and expected 〈dE/dx〉 for different particle species is shown in Figure 3.8 as a function of the particle
momentum. Curves of expected energy loss are different for different particle species allowing to
identify particles in momentum regions, where the curves do not overlap.

The mean energy deposited per unit path length of moderately relativistic (0.1 . βγ . 1000)
charged particles heavier than electrons due to interactions with atomic electrons is described by
the Bethe-Bloch equation [141]:〈

−dE
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〉
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The factor β is the velocity of an incident particle relative to the speed of light, whereas γ is the
Lorentz factor γ = 1/

√
1− β2. The other parameters of the equation are: Na the Avogadro number,

re the classical electron radius, I the mean excitation energy, Wmax the maximum energy transfer
in a single collision with an atomic electron, ρ the density of the material, z the charge number of
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the incident particle, Z and A the atomic number and the atomic mass number of the material.
Two effects have to be considered when obtaining the mean energy loss in addition to the case of
heavier particles. Electrons are indistinguishable from the atomic electrons leading to the maximum
transferable energy equal to one half of the total kinetic energy before the collision. In addition,
the assumption for the invariant mass being larger than invariant mass of the atomic electrons
is no longer valid for electrons and positrons. The mean energy loss of all particle species with
same absolute value of charge follows same function of βγ since the Bethe-Bloch function does not
explicitly depend on the invariant mass of incident particle. This fact is useful in procedure of PID
via the number of standard deviations from PID hypotheses as explained later in the subsection 3.5.3.

For βγ < 1, the term 1/β2 dominates causing a decrease of the energy loss. The minimum energy
loss is reached at βγMIP ≈ 3. A charged particle with the minimum energy loss is often referred to as
a minimum ionizing particle (MIP). The relativistic rise follows after the MIP region. It originates
from the increasing maximum energy transfer in a single collision Wmax and the Lorentz contraction
of the Coulomb field causing a rise of the interaction cross section. The mean energy loss in the
relativistic rise is proportional to ln(β2γ2).

As Wmax increases, the probability that electrons that gain sufficient kinetic energy to cause
secondary ionizations along their paths rises. Such electrons are often referred to as δ-electrons.
Their presence haas a negative impact on the energy loss measurement because secondary electrons
are often not associated with the original charged particle causing their emission. This results in
measuring smaller energy than is in reality deposited by the charged particle.

3.5.2 The specific energy loss in the ALICE TPC

The calculation of the track PID signal in the TPC is based on the deposited charge in clusters
associated with a track. In high-multiplicity environments such as central Pb–Pb collisions, the
maximum charge Qmax of all pads in single clusters is used. This approach helps to minimize distor-
tion of the PID signal due to cluster overlaps. The distribution of cluster charges Qmax associated
with a track can be approximated by a Landau distribution with a characteristic tail towards higher
values. Since the variance of the Landau distribution is undefined due to the divergence of the cor-
responding integral, the PID signal is obtained using a truncated-mean procedure. In this approach,
only a fraction of clusters with lowest maximum charges is used to retrieve the PID signal referred
to as the TPC dE/dx signal. Typical choice of the fraction of clusters used in this procedure for
the ALICE TPC is 0.6 [137]. This method minimizes the influence of missing energy carried away
by δ-electrons and optimizes separation power between different particle species.

Clusters associated with more than one track are excluded from the PID signal determination to
avoid PID signal bias. Clusters close to the chamber boundaries are not considered as well due to
edge effects. Hence, the number of the TPC clusters used for PID is often lower than the number
of clusters used for the final refit of a track. On the other hand, single-pad clusters are used for the
PID purpose although they are not included in the final inward propagation of a track.

Since the signal in the pads is dependent on many parameters such as temperature and pressure
of the gas mixture or a track topology, single pad charges and the dE/dx signal have to undergo
calibration. Details of calibration methods and the truncated-mean procedure can be found in [137,
142].

3.5.3 PID via number of standard deviations from PID hypothesis

In this thesis, the electron PID is based on the compatibility of the charged-particle dE/dx with
hypotheses of different particle species such as pions, protons and electrons. It is quantified by the
number of standard deviations from the signal expected for different particle species 〈dE/dx〉:

nσTPC,i =
dE/dx− 〈dE/dx〉i

σ
, (3.3)

where i denotes a given particle species and σ is the resolution of the dE/dx distribution.
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Figure 3.8: Specific energy loss of charged particles, dE/dx, in the TPC as a function of the particle
momentum. Expected values for different particle species are shown as black lines. (Figure by
Michael Ciupek.)

A first approximation of 〈dE/dx〉 is obtained by the Bethe-Bloch fit to the mean of the dE/dx
distributions of clean samples of different particle species. An example of such a fit is shown in
Figure 3.9. Although the Bethe-Bloch equation for electrons differs from the one for heavier particles,
the specific energy loss in the ALICE TPC can be described by a same function as in the case of
other particle species. Therefore, the fitting function is common to all particle species. Various PID
strategies are adopted in order to select the clean samples. In the regions, where the TPC separation
of a definite particle species from other species is large, the TPC PID only selection is sufficient.
In the regions, where the separation decreases, the TOF PID can be used in addition to the TPC
PID in order to improve the purity of samples. Clean samples are selected as well by topological
identification of V0 candidate decays or conversions.

Mean energy loss 〈dE/dx〉 for different particle species is corrected before TPC nσTPC,i cal-
culation considering the deviations from the Bethe-Bloch fit at low momenta and detector effects
dependent on a track topology and event multiplicity. The resolution dependence on the number of
cluster for PID is obtained from fits to the abundant clean proton samples. More details about the
procedure can be found in [143].

3.6 Centrality determination

The centrality of a collision is a crucial property in studying strongly interacting matter in heavy-ion
collisions as it is directly linked to the geometrical overlap of the colliding nuclei. The centrality of a
heavy-ion collision is defined as the percentile of the total nuclear hadronic cross section of an A–A
collision with the impact parameter b as is shown in Equation 1.1. Since the impact parameter b
is not a measured quantity, the centrality definition in experiments is based on observables related
to the nuclear overlap volume. In ALICE, the charged-particle multiplicity measured by the V0
detector is used because the signal amplitude in the V0 monotonously increases with the event
centrality. The centrality is then defined as the percentile of the hadronic cross section above the
threshold of the measured charged-particle multiplicity N thr

ch instead of the percentile above the
impact parameter b:

c ≈ 1

σAA

∫ ∞
Nthr

ch

dσAA

dN ′ch
dN ′ch. (3.4)
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Figure 3.9: Bethe-Bloch fit to the means of the TPC dE/dx distributions of clean samples. The
samples of different particle species are obtained using various detector PID signals or decay products
of clean V0 samples. (Figure by Michael Ciupek.)

More details can be found in [144, 20]. In principle, the distribution of the V0 amplitude itself
shown in Figure 3.10 would directly serve for the centrality determination if there were only hadronic
events triggered and their trigger efficiency is 100%. In such case, the centrality of an event would
be simply the integral of the normalized V0 amplitude distribution above the V0 amplitude of
the event. However, in the region corresponding to the most peripheral events, it is not feasible
to experimentally obtain the V0 amplitude distribution of only hadronic events with a sufficient
precision. The measured distribution is largely contaminated by electromagnetic (EM) interaction
background. Moreover, the trigger efficiency drops below 100% in this region. This complicates
the determination of the percentile corresponding to the measured V0 amplitude. Therefore, the
experimentally obtained distribution is fitted in the interval where the contamination is negligible
with the Monte Carlo Glauber model [145, 20]. The integral of the normalized Glauber fit function
is than later used to deduce the centrality of events.

The Glauber Monte Carlo is a simulation of heavy ion-collisions and their charged-particle mul-
tiplicities. In the first step, the positions of nucleons within nuclei is randomly generated according
to the nuclear density function approximated by the Fermi distribution (also referred to as modified
Wood-Saxon distribution), which has for spherical nuclei following shape:

ρ(r) = ρ0
1

1 + exp
(
r−R
a

) , (3.5)

where ρ0 is the nucleon density in the center of the nucleus, R is the nuclear radius and a the skin
depth. The nucleon density defining the overall normalization is not relevant for the simulation.
The parameters R and a are taken from low energy electron-nucleus scattering measurements [146].

In the second step, the collisions of two nuclei are simulated. The impact parameter is randomly
sampled from the geometrical distribution dP/db ∼ b. The nucleus-nucleus collision is approximated
as a superposition of binary nucleon-nucleon collisions. Two nucleons are considered to collide when

the distance d of their centers fulfills d <
√
σinel

NN /π, where σinel
NN is the inelastic nucleon-nucleon cross

section taken from the interpolation of existing pp̄ and pp measurements of collider and cosmic ray
experiments [147]. Nucleons undergoing more than one collision are considered to be unaffected by
preceding collisions. At this stage of the simulation, the number of binary nucleon-nucleon collisions
Ncoll and the number of participants Npart in a single simulated event can be obtained simply by
counting of the binary collisions and the nucleons suffering them.
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Afterwards, Ncoll is linked to the charged-particle multiplicity observed in the V0 detector. The
nucleon-nucleon interactions emitting charged particles are considered to be independent. Particle
production is divided into two components—the soft and the hard sources. The sources are referred
to as ”ancestors” and their abundance is expressed by Nanc = f×Npart +(1−f)×Ncoll. The number
of soft sources is assumed to be proportional to Npart, whereas the number of hard interactions to
Ncoll. The probability to obtain n hits in the V0 detector per one ancestor is approximated by the
Negative Binomial Distribution (NBD). This assumption is based on measurements of the charged-
particle multiplicity in pp and pp̄ collisions [148]. It was observed that the measurements are well
described by the NBD over a wide rapidity range. The V0 amplitude, which is proportional to
the charged-particle multiplicity, is simulated for different values of NBD parameters and for the
ancestor parameter f . The MC Glauber amplitude is fitted to the observed distribution as is shown
in Figure 3.10 in the range with high purity of hadronic events and an event selection efficiency
of 100%. The optimal parameters are determined by minimizing the χ2 difference between the
simulated and the experimentally obtained curve.

Figure 3.10: The distribution of amplitudes from the V0 detector for Pb–Pb collisions at
√
sNN =

5.02 TeV. The red line represents the fit of data points by the Glauber model. The ratio of the data
to the fit is shown in the lower panel of the figure. A zoom into the interval corresponding to the
peripheral events is shown in the right top corner.

As described above, this method allows to find experimentally the centrality of events by the
integration of the Glauber fit function and consequently also define centrality classes by boundaries
in the V0 amplitude. Furthermore, it connects experimental observables with geometrical quantities
such as 〈Ncoll〉 and 〈Npart〉 allowing to compare theoretical predictions and experimental results
obtained within centrality classes. The average values of the nuclear overlap function 〈TPbPb〉 and
the average number of number of participants 〈Npart〉 used in this work are listed in Table 3.1. TPbPb

is obtained from Ncoll as explained earlier in Subsection 1.2.3.
There are further methods of defining centrality in ALICE [144], which are used to cross check

the approach described above. The first one is based on the simulation of hadronic and EM interac-
tions and subtracting the EM fraction from the measured V0 amplitude distribution. Afterwards,
the obtained distribution is corrected for the efficiency of the hadronic event selection. In the sec-
ond method, instead of measuring charged particles origination from collisions of participants, the
centrality is deduced from the amplitudes in the ZDC detectors placed close to the beam pipe. The
two ZDC sets placed on opposite sides of the interaction point contain each ZN measuring the en-
ergy of spectator neutrons and ZP measuring protons. However, the ZDC amplitude obtained by
adding signals of protons and neutrons does not monotonously increase with the number of nuclear
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Centrality (%) 0–5 5–10 10–20 20–30 30–40 40–50 50–70 70–90 0–10 30–50

〈TPbPb〉(mb−1) 26.080 20.440 14.400 8.767 5.086 2.747 0.976 0.1611 23.260 3.916

〈TPbPb〉 error (mb−1) 0.176 0.166 0.126 0.101 0.081 0.048 0.016 0.0012 0.168 0.047
〈TPbPb〉 error (%) 0.7 0.8 0.9 1.2 1.6 1.7 1.6 0.7 0.7 1.2
〈Npart〉 383.40 331.20 262.00 187.90 130.80 87.14 42.66 11.34 357.30 107.47
〈Npart〉 error 0.57 1.03 1.15 1.34 1.33 0.93 0.72 0.19 0.75 1.17
〈Npart〉 error (%) 0.1 0.3 0.4 0.7 1.0 1.1 1.7 1.7 0.2 1.1

Table 3.1: Average number of participants and nuclear overlap function 〈TPbPb〉 for Pb–Pb collisions
at
√
s = 5.02 TeV for different centrality classes. The values are taken from [20].

spectators due to the light nuclei fragment formation. The fragments are not detected by the ZDC
detector because their charge to mass ratio is similar to that of the colliding nuclei allowing them
to continue in the beam pipe. The fragment formation is more probable for peripheral events with
more spectators. Therefore, ZDC signals from more central events are distinguished from peripheral
events using amplitude measured by the electromagnetic calorimeter ZEM.

3.7 ALICE upgrade

The ALICE detector has underwent a major upgrade in last years during Long Shutdown 2 of the
LHC accelerator. It will allow to study probes of the QGP that have not been accessible up to now
and currently accessible probes with a higher precision. Minimum-bias samples 50–100 larger in
comparison to Run 2 will be collected due to an increased collision rate of 50 kHz employing the full
LHC luminosity. Furthermore, tracking performance of the Central Barrel will be improved due to
increased granularity and reduction of material budget of the upgraded ITS. Moreover, secondary
vertices can be newly reconstructed also at forward rapidity. These improvements will allow for
example to extend high precision measurements of heavy-flavor production at midrapidity down to
pT = 0 GeV/c, which is unique at the LHC. Prompt and non-prompt components will be better
separated at midrapidity and their separation is newly possible also at forward rapidity.

The upgraded ITS [149] consists of seven layers of Monolithic Active Pixel Sensors with smaller
size (25 µm x 25 µm) in comparison to the previous ITS. Since the beam pipe diameter is reduced,
inner layers of the ITS are placed closer to the interaction point starting with the first layer with
radius 2.3 cm. The material thickness decreased in order to reduce multiple scattering. These
changes will enable to pin down better particle trajectories, which is crucial for precise reconstruction
of the secondary vertices. The resolution of trajectory impact parameters will be better than 40 µm
for transverse momenta above 0.5 GeV/c.

At forward rapidity, the reconstruction of particle trajectories was limited by the fact that the
Muon Spectrometer was placed behind the hadron absorber with respect to the interaction point.
The new Muon Forward Tracker was installed in front of the absorber allowing the separation of
primary tracks and tracks from displaced secondary decays.

The TPC readout chambers are upgraded [150] with novel Gas Electron Multiplier (GEM) tech-
nology. The GEM foils simultaneously multiply electrons and collect ions, which allows continuous
readout. An electron microscope photograph of a GEM foil is shown in the left of Figure 3.11. A
simulation of multiplication of two electrons passing through a GEM hole is shown on the right of
the same figure. Four layers of foils employing this technology are placed in the readout chambers.
Each foil is made of an inner insulator layer covered with conducting copper coating on each side.
Voltages with difference of 300–400 V are applied on each copper layer generating strong electric
fields in round holes pitched into the foil. The field in the holes is sufficient to multiply electrons.
Ions are then collected partially on one side of the same foil or by neighboring foils. The ion back-flow
is reduced to an acceptable level below 1% with the 4-GEM arrangement limiting distortions to less
than 10 cm in the majority of the TPC drift volume. The TPC readout rate has been limited up to
now to approximately 3.5 kHz because electrons drift to the readout chambers up to approximately
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Figure 3.11: Left: An electron microscope photograph of a GEM foil. (Figure is taken from [150].)
Right: Simulation of charge dynamics of two electrons passing through a GEM hole. Electron paths
are shown as yellow lines, whereas ions as dark red lines. Placed of ionization are marked with spots.
(Figure is taken from [151].)

90 µs and the gating grid had to be closed for 180 µs to collect slowly drifting ions. For the upgrade,
the gating grid could be removed since ion back-flow is reduced sufficiently by the GEM technology.
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Measurement of inclusive J/ψ
production in Pb–Pb collisions
at
√
sNN = 5.02 TeV

This thesis presents the analysis of the inclusive J/ψ production in Pb–Pb collisions recorded by the
ALICE Collaboration. The measurement of the J/ψ production yields is carried out as a function
of the collision centrality and J/ψ transverse momentum for centralities with the largest collected
samples with the full data available at

√
sNN = 5.02 TeV. The main analysis steps from the event

selection to the studies of the J/ψ production systematic uncertainties are presented in this chapter.

4.1 Observables

The pT-integrated J/ψ production yield in Pb–Pb collisions is obtained as follows:

dNAA

dy
=

N
rawJ/ψ
AA

Nev · BRJ/ψ→ee · (A× ε) ·∆y
. (4.1)

The pT-differential J/ψ production yield can be calculated by:

d2N

dydpT
=

N
rawJ/ψ
AA

Nev · BRJ/ψ→ee · (A× ε) ·∆y ·∆pT
. (4.2)

N
rawJ/ψ
AA is the number of reconstructed J/ψ mesons in a desired centrality class, rapidity interval and

pT interval. Nev is the number of events used for the J/ψ signal reconstruction. The signal extraction

is described in detail in Section 4.4. N
rawJ/ψ
AA is corrected for the acceptance times efficiency A× ε,

which is presented in Section 4.5. The branching ratio of the J/ψ dielectron decay channel BRJ/ψ→ee

in the equation translates the corrected number of the J/ψ mesons decaying via the dielectron decay
channel to the total number of J/ψ mesons. The branching ratio is equal to (5.971 ± 0.032)% [9].
This factor is in the studies presented in this chapter for the simplicity omitted from the equation.

The inclusive J/ψ nuclear modification is obtained from the J/ψ production yield in Pb–Pb
collisions in Equation 4.1 as follows:

RAA =
dNAA/dy

〈TAA〉dσpp/dy
. (4.3)

The pT-differential inclusive J/ψ RAA can be obtained from the yield in Equation 4.2:

RAA =
d2NAA/(dydpT)

〈TAA〉d2σpp/(dydpT)
. (4.4)

The average nuclear overlap function in Pb–Pb collisions 〈TAA〉 is discussed earlier in Subsection 3.6.
The pT-integrated and pT-differential inclusive J/ψ cross section in pp collisions represents the
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reference for the inclusive J/ψ measurement in Pb–Pb collisions. Details about the pp reference are
given in Section 4.8.

A first measurement of the inclusive J/ψ production yield and nuclear modification factor RAA

at midrapidity in Pb–Pb collisions at
√
sNN = 5.02 TeV is already published [152]. However, it

employs only the data sample collected in the year 2015. A larger data set was recorded in the year
2018. The combination of the collected data samples allows to study the inclusive J/ψ production
yield and RAA as a function of centrality and as a function of pT in finer intervals compared to the
published results [152]. This is achieved while keeping the precision of the measurement at a similar
level in full examined centrality and pT regions.

Improvements of the new measurement presented in this work do not follow only from the larger
used data sample but also from developments of the data analysis methods. In particular, the
precision of the measurement is improved by a new data-driven approach used for the calculation of
the J/ψ efficiency of PID selections. More details about this and other improvements are given in
the corresponding sections of this chapter.

4.2 Data sample

The results presented in this work are obtained by the analysis of Pb–Pb collisions collected at
the center-of-mass energy per nucleon-nucleon pair

√
sNN equal to 5.02 TeV in the years 2015 and

2018. ALICE recorded more than 4 ·108 events reading out the detectors at midrapidity relevant for
this analysis. More than about 2.5 · 108 of them are so-called minimum bias (MB) events triggered
by a coincidence of signals in both V0 detectors. A threshold on a sum of V0 signals in the V0
detectors discussed in Subsection 3.3.5 served for centrality triggering. The centrality determination
is described in Subsection 3.6. The centrality trigger selected additional events in the centrality
classes 0–10% and 30–50% on top of these triggered by the MB trigger. The events in centrality
class 0–10% are below referred to as the most central events, whereas the events in the centrality
class 30–50% are referred to as the semi-central events. The centrality and MB triggers allowed to
collect approximately two times as much semi-central events per a centrality window than the MB
trigger alone in the centrality ranges from 10 to 30% and from 50 to 90% and four times as much
statistics for the most central events.

The number of events relevant for the J/ψ analysis at midrapidity collected in both years is
approximately same for the centrality classes 10–30% and 50–90%. The abundance of all collected
events is about four times as large compared to the 2015 data set alone in the centrality class 30–
50%. The size of full collected data sample for the centrality class 0–10% is even eight times as large
as the size of the 2015 data sample.

Bunches of nuclei are at the LHC arranged in trains. There are approximately 20 to 50 bunches
per one train. The spacing between bunches within the trains is around 100 and 150 ns. The
LHC15o data set from the year 2015 and two 2018 data sets LHC18q and LHC18r are collected
at an interaction rate fINT between 1 and 7.5 kHz. fINT was ramping up during the data taking
of the LHC15o data set. It varied in the case of the LHC18r data set and was leveled at 7.5 kHz
while collecting the LHC18q data set. The probability of an inelastic hadronic collision occurring
within one bunch crossing is around 10−3. Therefore, the fraction of so-called in-bunch pile-up
events—recorded events with more than one interaction in the triggered bunch crossing—within the
collected sample is also only around 1h. Moreover, the ITS detector is capable of resolving possible
pile-up vertices and tracks from one of the events are therefore not used in the analysis. However,
the fraction of recorded events that contains an additional interaction seen by the TPC within its
drift time is sizable due to the large interaction rate during the data taking.

The out-of-bunch pile-up can bias the TPC dE/dx and consequently the PID. The read-out
time window for signals in the TPC that are associated to the triggered interaction is distracted by
the electron drift time of around 90 µs from the central TPC electrode to the read-out chambers.
This means that tracks from an interaction happening within this time range contribute to the
reconstructed event. A bias can be caused by a pile-up interaction happening not only after the
triggered one, but also before it. The extent to which the TPC PID is affected depends on the time
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of the pile-up interaction with respect to the triggered interaction and multiplicity arising from the
interaction that is not triggered. The correction of the TPC dE/dx distribution in the pile-up events
of the 2018 data sets has been an object of extensive efforts.

4.2.1 Event classification and selection

Only events selected by MB and centrality triggers provided by the V0 detectors are analyzed
for purposes of this work. Beam-gas interactions are already rejected by requiring a coincidence
in the V0 detectors as explained in Subsection 3.3.5. The most peripheral events with centrality
above 90 % are excluded due to a trigger efficiency decrease and the potential contamination from
electromagnetic interactions. Furthermore, selected events are required to have a primary vertex
with a vertex z position fulfilling |Vz| < 10 cm. Events with |Vz| out of this region suffer from
decreased detector acceptance. The vertex z position distribution of events after the selections
described in this paragraph is shown in Figure 4.1.

Figure 4.1: The distribution of vertex z position after applying the selection |Vz| < 10 cm.

The events are classified based on the correlation between the number of TPC clusters and the
sum of SSD and SDD clusters. Whereas the number of TPC clusters in one event can be largely
affected by second interactions with spacing of order of tens of µs with respect to the triggered event,
the number of clusters of the faster SSD and SDD detectors remains unbiased. Events with a single
interaction or these little affected by the second interaction follow a narrow correlation between the
sum of SSD and SDD clusters and the number of TPC clusters. These events correspond to the bright
yellow regions in Figure 4.2 left from the red curve representing the boundary between rejected and
accepted events. On the other hand, the number of TPC clusters in events with more interactions
manifests an increase with respect to the values typical for events with a single interaction.

Figure 4.2: The sum of the numbers of SSD and SDD clusters versus the number of TPC clusters.
The red line corresponds to the boarder between events that are accepted and rejected events affected
by the pile-up. Left: 2015 data set LHC15o. Right: 2018 data sets LHC18q and LHC18r.
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The V0 centrality distribution of events after applying all selection criteria is shown in Figure 4.3.
The distribution is flat with a percent precision. It guarantees that the measurement within one
centrality class is equally represented by events with different centralities within corresponding
centrality interval. The sample of collected events in the years 2015 and 2018 after the event
selections corresponds to the integrated luminosity of 105 µb−1 for the centrality class 0–10%,
52 µb−1 for the centrality class 30–50% and 24 µb−1 for the centrality classes 10–30% and 50–90%.

Figure 4.3: The centrality distribution for selected events.

4.2.2 Monte Carlo simulation

J/ψ mesons decaying via the di-electron decay channel J/ψ → e+e− in collisions recorded by the
ALICE detector are not reconstructed in every case. Initially, an electron and a positron from
the J/ψ decay fall either into or out of the detector acceptance and kinematic regions defined
by acceptance selection criteria. The fraction of J/ψ with decay products passing this step is
called acceptance. Only a part of tracks within acceptance passes tracking selection criteria and
PID selection criteria used to ensure good quality of tracks for the J/ψ signal reconstruction and
suppression of a background. The efficiencies of these two steps are referred to as the tracking and
the PID efficiency. Finally, the reconstructed J/ψ signal is counted only within constrained invariant
mass interval. The acceptance, the tracking and the mass window efficiency are obtained using a
dedicated Monte Carlo (MC) simulation taking into account the detector setup and the data taking
conditions.

The HIJING [153] Monte Carlo model developed to study high-energy hadronic collisions serves
for the generation of Pb–Pb collisions within the ALICE framework. In total, 1.1 · 106 events are
used for the dedicated J/ψ MC simulation LHC16j1 of the LHC15o data set. The simulation for
the J/ψ measurement in the LHC18r and LHC18q data sets comprises 16.3 · 106 of events. This
simulation called LHC20g5 is due to centrality triggers enhancing the most central and semi-central
event samples subdivided into four simulations LHC20g5a, LHC20g5b, LHC20g5c and LHC20g5d
corresponding to the different centrality classes 0–10 %, 10–30 %, 30–50 % and 50–90 %.

J/ψ mesons are scarcely produced in Pb–Pb collisions. Therefore, several J/ψ mesons are injected
by PYTHIA 6 [154] into every event generated by the HIJING simulation. This approach allows
to study the J/ψ acceptance and efficiencies with a good statistical precision. The distributions
of J/ψ transverse momentum pT and rapidity for both simulations are shown in Figure 4.4. The
distributions for the LHC16j1 simulation are taken from the interpolation of the inclusive J/ψ
measurements in pp collisions carried out by Tevatron, PHENIX and LHC [155]. In addition, the
J/ψ meson abundance is enhanced by a flat distribution at low and high transverse momentum below
0.5 GeV/c and above 6 GeV/c important for studies of the J/ψ photoproduction and the high-pT

J/ψ. A different strategy is adopted for the LHC20g5 simulation with approximately 15 times higher
amount of events. The natural pT distribution is sampled to generate transverse momenta of J/ψ
mesons. The natural shape is updated by the fit of the preliminary J/ψ pT-differential spectra in
the most central Pb–Pb collisions in the LHC18r and LHC18q data sets—in the other words, by the
shape obtained using the preliminary version of this work.
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Figure 4.4: The transverse momentum and rapidity distributions of J/ψ generated by the MC
simulations.

Prompt and non-prompt J/ψ mesons are injected with the ratio 7 : 3. Non-prompt J/ψ mesons
originate from decays of beauty quarks and anti-quarks produced in bb̄ pairs. All J/ψ mesons
are forced to decay via the dielectron decay channel by the EvtGen [156] package. The PHOTOS
algorithm [157] is implemented in the EvtGen in order to simulate the final state radiation. The
simulation of the fraction of the radiative J/ψ decays J/ψ → e+e−γ is especially important for a
calculation of the mass window efficiency as an invariant mass shape of the radiative decays has a
longer tail towards low values than in the case of the non-radiative decays. Finally, the propagation
of particles through the detector is simulated by the GEANT 3 [158]. This detector description and
simulation tool includes the arrangement of all detector systems, the distribution of their matter,
the propagation of particles through the detector including all important physics processed and the
detector response. The data taking conditions such as a magnetic field polarity or maps of dead
detector zones are considered in the simulation.

4.3 Track selection

J/ψ electron candidates are selected in three steps. Firstly, they have to pass acceptance and tracking
selection criteria. Afterwards, contamination from pions and protons is suppressed using the TPC
PID. These steps will be described in this section.

4.3.1 Tracking and acceptance selections

Acceptance and selection criteria are applied in order to select track candidates with a good quality
and suppress background. These selection criteria are listed in Table 4.1. The central barrel tracking
and some of the tracking variables are discussed in Section 3.4.

The acceptance selections are the selections on pseudorapidity η and transverse momentum pT.
The selection criterion |η| < 0.9 rejects particles escaping the TPC acceptance before they reach the
TPC outer radius. An exclusion of tracks with pT below 1 GeV/c suppresses background from other
sources of electrons with lower typical transverse momenta such us photon conversions or Dalitz
decays.

The TPC refit is a crucial condition for selection of tracks with a good quality of tracking and
PID. The J/ψ efficiency is due to this requirement reduced approximately by 20%. All of the other
applied TPC related selection criteria are significantly more efficient. Pions and kaons weakly decay
in the TPC active volume to one neutral and one charged decay product. They can be identified
by finding TPC trajectories with small-angle kinks. They are rejected for the purpose of this work.
The selections on numbers of PID clusters, crossed TPC rows and crossed rows over the number of
findable clusters assure that tracks with sparse space points or large continuous missing areas along
their trajectory are excluded from this analysis. A typical example of such tracks are tracks with
larger path length through or close to the TPC chamber boundaries. Furthermore, selection criterion
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Variable Selection criterion
pT ≥ 1 GeV/c
|η| ≤ 0.9

TPC refit required
Rejection of kink daughters required

Number of PID clusters ≥ 50
Number of TPC crossed rows ≥ 70
Crossed rows/findable clusters ≥ 0.8

TPC χ2/number of TPC clusters ≤ 4.0 for LHC15o
≤ 2.5 for LHC18r and LHC18q

ITS refit required
Number of hits in SPD ≥ 1

ITS χ2/number of ITS clusters ≤ 36
|DCAxy| ≤ 1 cm
|DCAz| ≤ 3 cm

Table 4.1: Tracking selection criteria.

on the TPC χ2 of the track fit per cluster is applied in order to exclude tracks more affected by the
TPC space charge distortions. The TPC space charge distortions are discussed in Subsection 3.4.1.
This selection criterion differs for 2015 and 2018 data sets since a distribution of the TPC χ2 per
cluster changed due to a modification in an error parametrization of TPC clusters.

The ITS refit and requirement on the track to have at least one hit in two innermost ITS layers
improves the momentum resolution and rejects tracks from non-triggered interactions in out-of-
bunch pile-up events. In addition to that, requirement on at least one hit in the SPD rejects electrons
originating from photon conversions in the detector material at larger radius than the radius of a
pixel layer with the first SPD hit. However, these advantages come at the prize of a J/ψ efficiency
loss. The ITS refit selection has in the MC simulation the J/ψ efficiency about 90% when applying
only the TPC refit criterion first. This efficiency is referred to as the ITS-TPC matching efficiency
and is investigated in the data and MC simulation on the track level within common efforts of the
ALICE Collaboration. A discrepancy between the values in the MC simulation and the data leads to
sizable systematic uncertainty of the J/ψ measurement discussed later in Subsection 4.6.1. Similarly
as in the case of the ITS refit selection, the J/ψ efficiency is due to the SPD any requirement reduced
by approximately 10% of the efficiency value. The ITS χ2 per cluster is selected to be below 36.
Finally, the distance of the closest approach (DCA) of tracks to the primary vertex is required to be
within ±3 cm in the z direction and within ±1 cm in the xy plane. The selection in the z direction
reduced out-of-bunch pile-up tracks remaining after the already mentioned selection criteria, whereas
the selection |DCAxy| ≤ 1 cm helps to suppress background from secondaries. At the same time, the
selection on DCAxy and DCAz are wide enough to include tracks from the non-prompt J/ψ decays.
The efficiency of the DCA selections is very close to 100 %.

Examples of the tracking variable distributions are compared for selected electron candidates in
the data and the J/ψ enhanced MC simulation using only decay products of J/ψ mesons. These
distributions can be found in Figure 4.5. The comparisons are done applying all selection criteria
on electron candidates including PID selection criteria mentioned in next Subsection 4.3.2. These
comparisons are useful for studying mismatches between the data and the MC that could cause bias
in the efficiencies obtained using the MC simulation. However, only J/ψ decays are considered in the
MC sample, whereas track sample passing selection criteria in the data consists of a various mixture
of sources such as secondary electrons from photon conversions and hadrons. This is especially
pronounced in the distribution of DCAxy.
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Figure 4.5: Distributions of different tracking variables in MB collisions with centrality 0–90% and
fractions of accepted tracks in the data, MC and their difference. The shaded areas correspond to
accepted tracks.

4.3.2 Electron identification

The particle identification belongs to the most delicate procedures in this work. It is based on
the energy loss dE/dx in the TPC and its distance from hypotheses of different particle species i
expressed in the number of standard deviations nσi. The energy loss in the TPC is discussed in
Subsection 3.5.2, the procedure of nσi calculation in Subsection 3.5.3. Electrons with momentum
above 1 GeV/c are highly relativistic, therefore their specific energy loss in the TPC is almost con-
stant. However, this is not the case for heavier particle species. The TPC dE/dx signal of abundant
protons crosses the typical electron dE/dx signal close to momentum of 1 GeV/c. The signal of
pions approaches the dE/dx typical for electrons towards high momentum. Since electrons are rare
relative to pions and protons, tracks with the TPC dE/dx close to pion and proton hypotheses are
excluded from the analysis. This approach reduces a hadron contamination in the candidate sample
and improves J/ψ signal significance at the cost of J/ψ efficiency loss. The particle identification
criteria used in this work are summarized in Table 4.2. The selection criterion |nσe| < 3 includes vast
majority of electrons. On the other hand, the pion and proton exclusions nσπ > 3.5 and nσp > 3.5
cause a decrease of the J/ψ efficiency around 45 % in the most central events. The PID efficiency
and its calculation are described in Subsection 4.5.3.

Variable Selection criterion
|nσe| < 3
nσp > 3.5
nσπ > 3.5

Table 4.2: Particle identification selection criteria.

PID selection of the candidate tracks is sensitive to imperfections of the nσi calibration. They can
cause higher hadron contamination and/or loss of efficiency with respect to the expectation from the
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Figure 4.6: Left: Distribution of nσπ of clean pion sample fitted by Gaussian function. Right:
Distribution of nσe of relatively clean electron sample from photon conversions fitted by double
Gaussian function to account for pion contamination.

data parametrization that is able to describe all calibration artefacts. Therefore, the distributions of
nσp, nσπ and nσe are studied using clean samples of electrons from photon conversions, pions from
K0
s decays and protons from Λ decays. The photon conversions, the K0

s decays and the Λ decays are
identified via dedicated algorithm finding V0 topologies. More details about the V0 identification
algorithm can be found in [134].

nσi distributions of clean proton and pion samples are fitted by a Gaussian function to obtain
centroids and widths. In addition to a Gaussian function describing the electron distribution, an
another Gaussian function is used to account for residual background in the sample of electrons. The
residual background is dominated by pions from misidentified K0

s decays. The mean value of the
Gaussian function of nσi distribution of the particle species i (called centroid in the following) should
be centered at zero and the width should be equal to unity. However, as can be seen on examples
of the fitted pion and electron distributions in Figure 4.8, the widths are deviating from unity and
the centroids from zero. Since the distributions vary according to track and event properties, the
studies are carried out in intervals in multiple dimensions. Dependence on momentum in the inner
wall of the TPC pIN and pseudorapidity η are considered for the track properties. The momentum
in the inner wall of the TPC pIN is introduced Section 3.4. The number of SSD and SDD clusters is
considered from the event properties since it reflects the occupancy of the TPC placed around the
SDD and SDD detectors. Furthermore, the z position of so-called pile-up vertex vpileupz is studied
in the case of LHC15o because this data set manifests a larger spread of events over vpileupz regions
distant from values typical for non-pile-up events.

The vpileupz value reflects time of pile-up interaction with respect to the triggered event. It is
determined as difference of the TPC A- and C-sides medians of z distance of pile-up contributors
from the primary vertex divided by two. The distances are positive in the A-side and negative in
the C-side. Pileup contributors are defined as tracks with |DCAxy| < 3 cm and |DCAz| > 4 cm.
They are mainly tracks with the TPC refit only. This approach uses the fact that a drift distance
of ionization electrons in the TPC in the time equal to the time difference between triggered and
pile-up interaction is not negligible for out-of-bunch pile-up events. Therefore, space points of pile-
up tracks appear to be reconstructed at different z positions than they normally would be if they
originated from the triggered interaction. The z positions are shifted by ∆z = vD · ∆t, where vD
is the drift velocity of electrons in the TPC and ∆t the time window between the triggered and
pileup interactions. When the pile-up interaction happens in time before the triggered interaction,
tracks in the A-side are reconstructed further away from the central electrode and have positive
DCAz. On the other hand, the tracks in C-side appear to have negative DCAz. As a result, vpileupz

is positive. It is opposite for pile-up interactions in time after the triggered event. vpileupz value
typical for non-pile-up events is around zero.
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Figure 4.7: Examples of centroids and widths as functions of η, pIN, the number of SSD+SDD
clusters and vpileupz are shown in the blue color. Black dashed lines correspond to the set selections
listed in Table 4.2. The black markers represent estimates of the effective selections that would be
applied if no additional calibration of nσi were applied.

Examples of centroids and widths as functions of η, pIN, the number of SSD+SDD clusters
and vpileupz are shown in Figure 4.7 in blue color. Especially, the centroids show relatively strong
dependence on η and the number of SSD+SDD clusters. Different efficiencies would be effective than
those expected based on the selection mentioned in Table 4.2 in case of no additional calibration.
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The effective selection in terms of nσ values that would be applied without any additional calibration
can be quantified. It is dependent on width σ and centroid µ and can be calculated as −1 ·µ+1/σ ·S,
where S is the set selection such as 3.5 for selection on nσπ. σ and µ are the values from the fit to
the clean sample. Estimates of selections that would be applied without post-calibration are shown
in Figure 4.7 as the black points. Calibrated nσcal

i are obtained using the following equation:

nσcal
i (η, pIN, N

SSD+SDD
cls ) =

nσi(η, pIN, N
SSD+SDD
cls )− µ(η, pIN, N

SSD+SDD
cls )

σ(η, pIN, N
SSD+SDD
cls )

. (4.5)

In the case of the LHC15o data set, there is also a dependence of the parameters of vpileupz considered
as mentioned above.

nσcal
e of selected tracks versus pIN is shown in Figure 4.8. Tracks are excluded mostly by the

proton rejection at low momentum. The pion rejection dominates at momenta above 2 GeV/c.

Figure 4.8: nσcal
e versus momentum in the inner wall of the TPC after applying selection criteria on

post-calibrated nσe, nσp and nσπ for LHC18q data set.

The calibration procedure presented in this thesis is based on similar principles as the calibra-
tion in the publication using the 2015 data sample only [152] explained in mode details in [159].
However, the procedure presented in this work underwent significant changes in order to improve
its performance. Firstly, nσe is the only from the three nσi specie calibrated in the previous mea-
surement. The calibration of nσπ and nσp is newly added. These two variables are crucial for
rejection of protons and pions while keeping the efficiency of the PID selections as high as possible.
Furthermore, the only considered dependence of the calibration parameters on event properties in
the previous work is the dependence on the event centrality. The number of SSD+SDD clusters
replaced this variable in this work since it directly reflects multiplicity at midrapidity that affects
the TPC performance. In addition to that, the dependence on vpileupz is newly considered for the
calibration of the 2015 data set as it is explained above. The choice of the considered dependences
as well as the choice of the intervals in which the dependences are probed is carried out in this work.
The latter provides balance between steepness of the calibration parameter changes and number of
entries in the intervals, which affects a precision of the fits.

4.4 Signal extraction

When the electron and positron candidates are selected, they are paired in order to build J/ψ
candidates. In the challenging conditions of Pb–Pb events with high multiplicity, a majority of
the reconstructed unlike-sign pairs e+e− consists of background pairs. On the track level, the
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following sources contribute to the background: electrons from photon conversions, misidentified
pions and protons,electrons from open-heavy-flavor decays and electrons from Dalitz decays. All
of these sources contribute to combinatorial background made up by uncorrelated pairs. Smaller
fraction of the total background is caused by decays of open-heavy flavor. The electrons from photon
conversions are partially reduced by excluding conversion daughter candidates of pairs with invariant
mass below 50 MeV/c. However, to keep efficiency of this selection at unity, the electron candidates
are paired for this purpose only with tracks with pT > 0.9 GeV/c. This threshold is found by gradual
changing of the selection on pT from higher values to lower values as far as the extracted signal does
not begin to drop.

The pairs with 0.15 < pT < 15 GeV/c are included in the signal extraction. Pairs with pT <
0.15 GeV/c are excluded in order to reject J/ψ photoproduction as discussed in Subsection 2.4.5.
The photoproduction contributes most to all produced J/ψ in the peripheral events. However, pairs
with pT < 0.15 GeV/c are excluded for consistency in all centrality classes.The signal extraction is
restricted to the pair rapidity region |y| < 0.9 due to acceptance selection on track pseudorapidity
|η| < 0.9.

The invariant mass distribution of J/ψ candidates for different centrality bins is shown in the
top plots of Figure 4.9 in red color. Only a very small fraction of all J/ψ candidates are J/ψ
mesons with the exception of the peripheral events. The signal fit without previous estimation of
the background would be complicated by the combination of large signal to background ratio and
nontrivial background shapes. Thus, the background is modeled and subtracted before the fit of
the J/ψ signal. The most common approaches for background estimation are like-sign and event
mixing methods. The like-sign method is based on pairing of same-sign pairs within same events.
However, the abundance of like-sign pairs is limited by the number of events as well as unlike-sign
pairs are. Therefore, event mixing technique combining electrons and positrons from different events
is chosen for the background description. The event mixing approach increases signal significance
from S/

√
S + 2B for the like-sign method to S/

√
S +B. In the event mixing method, events are

mixed in groups large enough to suppress statistical uncertainties related to the number of mixed
pairs. The shape of the invariant mass distribution from mixed events should resemble the shape of
background of same event unlike-sign pairs as well as possible. Therefore, groups of events are chosen
such that they contain only events similar in terms of centrality and event plane angle. Mixed-event
pairs are scaled by weight obtained by dividing the number of like-sign pairs from same events by the
same from mixed events. This procedure could be performed with unlike-sign pairs instead of like-
sign pairs. However, the J/ψ invariant mass region would have to be excluded resulting in a lower
statistical precision of the weight factor scaling down the number of pairs from mixed events to the
level of pairs from same events. The event mixing background can describe only the combinatorial
part of the background.

The background modeled by the event mixing is subtracted from the distribution of J/ψ candi-
dates. Afterwards, the distribution is fitted by a function consisting of the J/ψ invariant mass shape
from the MC simulation and a polynomial function for description of a residual background. The
residual background consists partially of the correlated background and residual imperfections of
the distribution of mixed-event pairs. The polynomial function has a degree as low as possible for a
sufficient description. Higher order polynomial functions tend to fit fluctuations in the background.
For all of the centrality classes in this work, a first order polynomial is sufficient when extracting
signal for 0.15 < pT < 15 GeV/c. Fitted J/ψ candidate distributions for pT-integrated analysis after
background subtraction is shown in the lower panels in Figure 4.9. The signal extraction is carried
out also as a function of pT for centrality classes 0–10% and 30–50% as shown in Figures 4.10 and
4.11. A first order polynomial is sufficient in all pT intervals with exception of 2 < pT < 3 GeV/c for
centrality 0–10%, where a second order polynomial is used. The invariant mass distribution is fitted
between 2 GeV/c2 and 3.7 GeV/c2. The only exception is the interval with 0.15 < pT < 1 GeV/c
for centrality 0–10% with challenging residual background conditions complicating fitting. Thus,
the fitting interval is reduced to 2.4–3.7 GeV/c2 in this case. The mentioned choices allow to well
constrain the fitting function in the vicinity of the J/ψ signal.

Finally, the J/ψ signal is extracted by counting of J/ψ candidate pairs and subtracting integral
below the fit function. This is performed in the invariant mass interval 2.92–3.16 GeV/c2 in order
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Figure 4.9: Invariant mass distribution of J/ψ candidates and background obtained by event mixing
for different centralities and 0.15 < pT < 15 GeV/c are shown in the upper panels. The distribution
of J/ψ candidates after subtraction of background modeled by event mixing is shown in the lower
panels together with a fit function.

to optimize signal significance while keeping reasonable efficiency. The long tail reaching values
below the J/ψ invariant mass is caused by the energy loss via bremsstrahlung complicating track
momentum reconstruction and the radiative decay J/ψ → e+e−γ. For the latter, the photon is not
considered in the reconstruction of pair invariant mass. The small fraction of J/ψ peak exceeding
the counting interval above the upper boundary is defined by the momentum resolution. In the pT-
integrated analysis, the significance exceeds 11 for all centrality bins. It reaches values 17.9 and 22.9
for most central events with centrality 0–5% and 5–10% due to the enhancement of collected events
by the centrality trigger. For centrality intervals with the semi-central trigger, the significance is 16.8
and 14.3 for centralities 30–40% and 40–50%. This allows to perform a pT-differential analysis in the
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Figure 4.10: Invariant mass distribution of J/ψ candidates and background obtained by event mixing
for centrality 0–10% and different pT intervals are shown in the tops of the plots. The distribution
of J/ψ candidates after subtraction of background modeled by event mixing is shown in the lower
panels together with a fit function.

centrality classes 0–10% and 30–50% in relatively fine pT intervals uncovering shape of pT-spectra
while keeping the statistical precision comparable to the systematic uncertainty.

The procedure of the signal extraction described above represents an improvement with respect
to the previous measurement [152]. In the previous work, the residual background originating from
the correlated background and the residual imperfections of the distribution of mixed-event pairs
are neglected in the signal extraction. However, an improved statistical precision of the combined
2015 and 2018 data samples does not allow to continue in neglecting it. Thus, a polynomial function
for description of the residual background is added as described above. The algorithm for the signal
extraction is developed in ALICE within a common effort. The exact choice of a polynomial function
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Figure 4.11: Invariant mass distribution of J/ψ candidates and background obtained by event mixing
for centrality 30–50% and different pT intervals are shown in the tops of the plots. The distribution
of J/ψ candidates after subtraction of background modeled by event mixing is shown in the lower
panels together with a fit function.

most suitable for the background description in each interval and the modification of the fit interval,
where needed, is performed in the scope of this work. The same applies to the studies of the signal
extraction systematic uncertainty sources presented in Subsection 4.6.3.

4.5 Acceptance and efficiency

The raw J/ψ signal per event is corrected for the acceptance and efficiency in order to get the number
of J/ψ mesons per event created in the collected collisions in the rapidity window |y| < 0.9 and in
the defined pT interval. The acceptance times efficiency can be decomposed to the acceptance, the
tracking efficiency, the PID efficiency and the efficiency of signal count in the constrained invariant
mass window:

A× ε =
Nacc

J/ψ(∆prec
T )

Nall
J/ψ(∆pgen

T )
·
Nacc,tr

J/ψ (∆prec
T )

Nacc
J/ψ(∆prec

T )
·
Nacc,tr,PID

J/ψ (∆prec
T )

Nacc,tr
J/ψ (∆prec

T )
·
Nacc,tr,PID,mass

J/ψ (∆prec
T )

Nacc,tr,PID
J/ψ (∆prec

T )
=

= A · εtracking · εPID · εmass window.

(4.6)

∆pgen
T is the interval of the generated transverse momentum and prec

T the reconstructed transverse
momentum. Nall

J/ψ denotes the number of all J/ψ mesons, Nacc
J/ψ the number of J/ψ mesons passing

acceptance selection criteria, Nacc,tr
J/ψ the number of J/ψ mesons passing the acceptance and tracking

selections, and so on.
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The acceptance, tracking and mass window efficiencies are obtained using the MC simulation
discussed in Subsection 4.2.2, whereas the PID efficiency is obtained from the data. All constituent
efficiencies and A× ε are shown in Figure 4.12 and discussed in more details later in this section.

The transverse momenta of the J/ψ decay daughters in the data differ from these reconstructed
due to an experimental resolution. Thus, the true J/ψ transverse momentum in the data is as
well not equal to the reconstructed one. For the calculation of the acceptance, the number of the
generated J/ψ mesons in the MC simulation is counted in the interval of the generated transverse
momentum ∆pgen

T , whereas the number of J/ψ mesons within acceptance is obtained in the interval
of the reconstructed transverse momentum ∆prec

T . Thus, the measured pT shape reconstructed in
the data is translated in the one equivalent to the true J/ψ pT shape by applying the acceptance and
efficiency correction. This approach represents a simplest form of the unfolding for the pT resolution.

Furthermore, the re-weighting procedure is applied to make the generated pT distributions shown
earlier in the Figure 4.4 and the measured one corrected for the pT resolution effect equal. In other
words, the shape of the pgen

T distribution in the simulation is weighted before obtaining the acceptance
and efficiency to get the desired J/ψ meson pgen

T shape. The desired shape is taken from the fit to
the J/ψ pT-differential production yield in the centrality class 0–10% obtained in this work. The
first iteration is made using the preliminary result of the J/ψ production yield. The second iteration
is then performed using the updated measured J/ψ production yield. Two iterations are sufficient
given a current experimental precision.

The weight is calculated as normalized ratio of the pT spectrum fit to the distribution of pgen
T of

the simulated J/ψ mesons. The efficiencies obtained without the weight would suffer from two bias
sources. Firstly, the slope difference between the pT spectra acts on the limit of small pT intervals
due to different contributions of a flow between the pT intervals due the pT resolution. Secondly, the
difference between the pT shape in the simulation and in the data would lead to different average
efficiency in case of larger pT intervals used in this work.

Figure 4.12: J/ψ acceptance and efficiencies as a function of centrality (top left) and pT for centrality
0–10% (top right) and 30–50% (bottom).

The efficiencies slightly differ between the data sets. The differences are more visible between
the data sets from years 2015 and 2018 since the data set collected in 2015 is taken under different
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detector conditions and reconstructed by a different strategy compared to the 2018 data sets. Thus,
the efficiencies obtained from the MC simulation are at first calculated separately for each of the
data sets. Their average weighted by the numbers of events in the data sets is taken as the efficiency
for merged data sets:

ε =
εLHC15o ·NLHC15o + εLHC18q ·NLHC18q + εLHC18r ·NLHC18r

NLHC15o +NLHC18q +NLHC18r
. (4.7)

Figure 4.13: J/ψ tracking efficiency calculated separately for different data sets and for merged data
set as a function of pT for centrality 0–10% (left) and 30–50% (right).

The number of events for different centrality classes is discussed earlier in Subsection 4.2.1. An
example of merged tracking efficiency and tracking efficiencies calculated separately for the data
sets is shown in Figure 4.13. While the tracking efficiencies for the 2018 data sets are very similar,
the tracking efficiency in the 2015 data set deviates from the 2018 data sets at high transverse
momentum. As the abundance of events in the 2018 data sets is enhanced by the centrality triggers
compared to the 2015 data set, the merged tracking efficiency for centrality intervals 0–10% and
30–50% resembles the tracking efficiency in the 2018 data sets.

The strategy for calculation of the PID efficiency for the merged data sets differs from the
efficiencies obtained from the MC simulation. It is discussed in Subsection 4.5.3.

4.5.1 Acceptance

The acceptance is defined as the efficiency of selection on reconstructed transverse momentum and
pseudorapity discussed in Subsection 4.3.1. The acceptance for the pT integrated yield analysis is
approximately 0.3. It decreases with rising pT up to the minimum between 2 and 3 GeV/c. This
effect can be explained by the kinematics of J/ψ decays. J/ψ meson with pT ≈ 0 GeV/c decays
to electron and positron with momenta of opposite directions and approximately same magnitude.
Both of decay daughters (referred to as legs in following) pass the selection pT > 1 GeV/c for leg
pseudorapidity around zero due to large J/ψ invariant mass. For larger J/ψ pT, the leg momenta
become asymmetric in the laboratory frame as leg pT component originating from the J/ψ invariant
mass superimposes with the J/ψ meson pT. As a result, pT of one of the legs can fall below 1 GeV/c.
The acceptance increases at larger J/ψ pT since the leg pT is more driven by the J/ψ meson pT.

4.5.2 Tracking efficiency

Over 50% of the total tracking efficiency loss originates from the efficiency to find the J/ψ decay
daughters in the TPC. Therefore, the shape of the tracking efficiency as a function of pT is driven
by the TPC track finding efficiency shape and the J/ψ decay kinematics similarly as in the case of
the selection on track pT and J/ψ acceptance. As is shown in [134], the TPC track finding efficiency
in Pb–Pb collisions reaches its maximum for pT ≈ 0.7 GeV/c, drops rapidly below 0.7 GeV/c and
decreases slowly with increasing pT up to pT ≈ 2.5 GeV/c. The drop at low pT originates from
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energy loss in the detector material and shorter path length of low momentum tracks in the TPC.
However, all the low momentum tracks affected by the drop are rejected already by acceptance
selections. The shape at large pT is caused by the dependence of the TPC cluster losses on the track
pT. The cluster losses originate mainly from the dead zones between the TPC read-out chambers.
Further loss of the tracking efficiency originates predominantly from the ITS refit requirement and
the requirement on at least one hit in the SPD layers. Each of these two selection criteria reduces
the J/ψ tracking efficiency by approximately 10% of its value.

4.5.3 Data driven PID efficiency

The efficiency of PID selection criteria shown in Table 4.2 is in this work obtained from the data.
This approach consists of two steps. Firstly, the leg PID efficiency is extracted using relatively clean
electron sample from photon conversions as in the case of nσe calibration parameters presented
in Subsection 4.3.2. Afterwards, the leg efficiency is propagated to the pair level in order to get
J/ψ efficiency. This approach represents substantial improvement in comparison to previous ALICE
measurements of J/ψ at midrapidity in Pb–Pb collisions. Previous works obtained the PID efficiency
from the MC simulation despite imperfections of the TPC PID MC simulation in high multiplicity
environments.

As discussed in Subsection 4.3.2, the necessary pion and proton rejection criteria cause a sizable
decrease in the J/ψ efficiency. Thus, the precision of the MC J/ψ PID efficiency relies on an accurate
simulation of the separation power between electrons and protons and between electrons and pions.
The TPC dE/dx signal in the data is not well described by the MC simulation. Therefore, the dE/dx
distribution parametrization from data is applied in the MC simulation. The expected energy loss
〈dE/dx〉 and energy loss resolution for a particle in the MC simulation are obtained using the key
components for nσe, nσp and nσπ calculation in the data discussed in Subsection 3.5.3: the Bethe-
Bloch fit to the mean dE/dx signal in the TPC 〈dE/dx〉, its correction and dE/dx signal resolution.
The dE/dx signal for a present particle is generated while assuming a Gaussian with the mean at
the expected mean dE/dx signal and the width equal to the dE/dx signal resolution. Afterwards,
the TPC dE/dx signal is translated to the nσe, nσp and nσπ by the same procedure as in the data.

However, the method for nσ calculation in the data suffers from imperfections, especially in high
multiplicity environments such as Pb–Pb collisions. This is proven by the fact that centroids and
widths of nσ distributions deviate from zero and unity as shown in Subsection 4.3.2. Therefore, the
dE/dx signal distributions for different particle species and consequently also separation power in
the MC simulation deviate from the true data distributions. On top of that, another problem with
separation power description in the MC may arise from possible imperfections of the MC description
of the event multiplicity and track PID clusters. The deviation between the J/ψ PID efficiency from
the data and MC has been studied for the LHC15o data set used for publication [160]. It ranges
between 0 and 12% for the pT-integrated analysis.

Photon conversion electrons used for the PID efficiency calculation are selected by the same the
tracking criteria as J/ψ electron candidates in order to keep the topology of the selected electrons
as similar as possible to the topology of the J/ψ decays tracks. The only exception from this rule
is the requirement on at least one hit in the SPD layers. The criterion is left out to increase the
available track statistics since it rejects approximately half of the conversion electron candidates.
This is caused by the fact that photon conversions in material occur in all ITS layers. Electron
tracks from conversions at larger radii than the SPD detector cannot leave hits in the SPD detector.

The leg PID efficiency is obtained in intervals of event centrality, track momentum in the inner
wall of the TPC detector pIN and pseudorapidity η since the PID efficiency is affected by event
activity and track properties. If the electron samples were absolutely clean, it would be possible to
calculate leg PID efficiency simply by dividing the number of electrons after PID selections by their
number without them. However, electrons from topologically selected photon conversions suffer from
pion contamination from K0

s decays. Therefore, a purity of the electron sample is obtained using
fit of a function consisting of two Gaussian functions to the nσcal

e distribution of the contaminated
electron sample. One Gaussian function describes a distribution of electrons, whereas the second
one accounts for the contamination. The purity in one interval of nσcal

e with edges nσcal
e,1 and nσcal

e,2
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Figure 4.14: Examples of nσcal
e distributions before (blue) and after (red) applying the PID selection

criteria. Function consisting of two Gaussian functions used to describe nσcal
e distribution is shown

in blue color, the component describing the pion contamination in gray color and the electron
component in magenta color.

is calculated by:

p(nσcal
e,1, nσ

cal
e,2) =

∫ nσcal
e,2

nσcal
e,1

fe(nσcal
e )dσcal

e∫ nσcal
e,2

nσcal
e,1

(fe(nσcal
e ) + fπ(nσcal

e ))dσcal
e

. (4.8)

fe and fπ are the Gaussian functions describing electron distribution and pion contamination. Fi-
nally, the leg PID efficiency is obtained by dividing electron counts before and after PID selections
weighted by the purity:

εleg
PID =

∑Nbins

i=1 N i
PID(nσcal

e ) · pi(nσcal
e )∑Nbins

i=1 N i
woPID(nσcal

e ) · pi(nσcal
e )

. (4.9)

NPID is the number of the conversion electron candidates when applying the PID selection crite-
ria and NwoPID is the number of the conversion electron candidates when not applying the PID
selections. Examples of nσcal

e distributions for electron sample before and after PID selections are
shown in Figure 4.14. The examples correspond to different pIN and η intervals and centrality 0–5%.
Amount of pion contamination varies for the different cases.

Examples of the leg PID efficiency as a function of pIN for different centrality and η intervals are
shown in Figure 4.15. The specific proton energy loss in the TPC crosses the one for electrons close
to pIN = 1 GeV/c. Therefore, all electrons around 1 GeV/c are excluded the by proton rejection
criterion. Above pIN = 1 GeV/c, the leg PID efficiency at low momentum rapidly increases as the
proton specific energy loss moves away from the electron one. The leg PID efficiency reaches its
maximum around pIN = 1.8 GeV/c and decreases for larger momenta due to pion rejection. At the
same time, it is smaller for more central events. This is caused by the worsening of separation power
between electrons and protons/pions in the high multiplicity environment.

Examples of the leg PID efficiency as a function of η for different centrality and pIN intervals
are shown in Figure 4.16. As well as in the case of pIN intervals, the exact choice of η intervals
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Figure 4.15: Examples of leg PID efficiency distribution as a function of pIN for different η intervals
and centralities 0–5% (left), 20–30% (middle) and 50–90% (right).

reflects available amount of conversion electrons and speed of leg PID efficiency change. If too
coarse intervals were chosen in ranges, where the leg PID efficiency changes rapidly, it could lead
to a sizable bias in the pair PID efficiency. On the other hand, too fine intervals would result in
the decrease of the statistical precision of the PID efficiency. In this work, η intervals are finer in
most central events with faster change of the leg PID efficiency as a function of η than in the case
of peripheral collisions. The shape of the leg PID efficiency is similar for the proton crossing at low
momentum and at high momentum region affected by the pion rejection.

The leg PID efficiency from the data is propagated to the pair level using J/ψ mesons generated
in the standard MC simulation used to calculate other efficiencies in this work. This approach
allows to employ the complex MC simulation including the propagation of the legs through detector
or the simulation of radiative decays. This leads to a better precision compared to a simplified toy
simulation used up to now for studies of the systematic uncertainty of the previous J/ψ measurements
at midrapidity such as [66]. A validation of the precision of the new leg PID efficiency propagation
approach is done by the closure test described later in Subsection 4.6.2.

In the new approach, each J/ψ count passing the acceptance and tracking selection criteria is
weighted by a so-called efficiency weight:

wJ/ψ = εleg1
PID(pIN, η, centrality) · εleg2

PID(pIN, η, centrality). (4.10)

The weight is equal to the J/ψ PID efficiency for J/ψ decaying into legs with properties corresponding

to the leg efficiencies εleg1
PID and εleg2

PID. Finally, the pair PID efficiency is calculated by diving weighted
J/ψ counts by counts without the efficiency weight. The J/ψ PID efficiency using each data set
separately and merged data sets is shown in Figure 4.17. For the latter case, the data sets are
merged before the calculation of the leg PID efficiency in order to improve the statistical precision.
It has been tested that this approach does introduce a bias larger than the gained statistical precision.
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Figure 4.16: Examples of leg PID efficiency distribution as a function of η for different pIN intervals
and centralities 0–5% (top), 10–20% (middle) and 50–90% (bottom).

The PID efficiency is obtained also by the merging strategy from Equation 4.7 and is found to be
consistent within statistical error bars with the default approach. A series of tests performed in
order to further probe the precision of the PID efficiency is presented in Subsection 4.6.2.

4.5.4 Mass window efficiency

The J/ψ signal is counted only in the mass window 2.92–3.16 GeV/c as explained in the sec-
tion 4.4. The centrality and pT shapes depend on the fraction of pairs including an electron emitting
bremsstrahlung passing the earlier applied selection criteria. Since the J/ψ invariant mass shape
depends on previously applied selection criteria, the PID efficiency weight is applied before the
mass window efficiency calculation. It ensures that the invariant mass shape used for the calcu-
lation reflects the PID selection criteria applied in the data. This is discussed in more details in
Subsection 4.6.2.

4.6 Systematic uncertainty estimation

This section describes the strategy for the estimation of systematic uncertainties on the efficiency
corrected J/ψ yields per event. There are three basic uncertainty categories considered: uncertainty
originating from tracking, PID and signal extraction. Sources contributing to each category are
discussed in details later in this section. The values obtained for the pT-integrated Pb–Pb yields
are shown in Table 4.3, whereas uncertainties for the pT-differential analysis are shown in Tables 4.4
and 4.5.

The total uncertainty ranges between 8 and 11% for pT-integrated yields and reaches values up
to 15% for the highest pT interval. The total uncertainty is dominated by the tracking contribution.
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Figure 4.17: The J/ψ PID efficiency calculated separately for different data sets and merged data set
as a function of centrality (top left) and pT for centrality 0–10% (top right) and centrality 30–50%
(bottom).

Uncertainty ↓ Centrality (%) → 0–5 5–10 10–20 20–30 30–40 40–50 50–70 70–90

Tracking, cut variations 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7
Tracking, ITS-TPC matching 9.7 9.7 8.0 8.0 7.5 7.5 7.4 7.4

Tracking, total 10.1 10.1 8.5 8.5 8.0 8.0 7.9 7.9

PID, leg PID efficiency (statistical) 0.64 0.63 0.73 0.78 0.60 0.72 0.75 0.75
PID, fit range 0.15 0.07 0.01 0.06 0.03 0.03 0.04 0.04
PID, pIN and η binning 0.65 0.63 1.04 1.06 0.90 0.96 0.80 0.80
PID, SPD any requirement 1.27 0.90 0.47 0.00 0.00 0.00 0.00 0.00
PID, closure test 0.30 0.31 0.37 0.45 0.27 0.32 0.31 0.73

PID, total 1.6 1.3 1.4 1.4 1.1 1.2 1.1 1.3

Mass fit range 0.9 0.8 1.6 1.9 0.7 0.8 1.3 1.6
Polynomial degree choice 2.3 2.6 1.0 6.3 2.5 0.5 1.2 2.0

Signal extraction, total 2.5 2.7 1.9 6.6 2.5 1.0 1.8 2.5

Total 10.5 10.5 8.8 10.8 8.5 8.2 8.1 8.4

Table 4.3: Systematic uncertainties on the efficiency corrected J/ψ yield in percent as a function of
centrality for 0.15 < pT < 15 GeV/c.

The second largest contribution in the most of considered centrality and pT intervals originates from
the signal extraction. A special attention has been paid to the PID uncertainty, since the strategy
for the PID efficiency calculation considerably changed with respect to the previous works. The
typical values for the PID systematic uncertainty are between 1 and 2% for pT up to 7 GeV/c after
considering five dominant PID uncertainty sources.

Studies of all of the considered systematic uncertainty sources are carried out within the scope of
this work. Since the method of the PID efficiency calculation is newly data driven, the approach for
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Uncertainty ↓ pT(GeV/c) → 0.15–1 1–2 2–3 3–4 4–5 5–7 7–10 10–15

Tracking, cut variations 3.9 3.9 3.9 3.9 4.6 4.6 4.6 4.6
Tracking, ITS-TPC matching 9.4 9.8 10.1 10.1 9.7 8.8 7.3 6.3

Tracking, total 10.2 10.5 10.9 10.8 10.7 9.9 8.6 7.8

PID, leg PID eff. (statistical) 0.54 0.53 0.53 0.66 0.93 1.50 3.11 7.72
PID, fit range 0.14 0.11 0.09 0.08 0.10 0.08 0.13 0.27
PID, pIN- and η-binning 1.02 0.76 0.52 0.34 0.38 0.00 0.00 0.00
PID, SPD any requirement 1.07 1.08 1.04 1.08 1.23 0.98 0.00 0.00
PID, closure test 0.37 0.30 0.31 0.33 0.37 0.19 0.66 0.95

PID, total 1.6 1.5 1.3 1.4 1.6 1.8 3.2 7.8

Mass fit range 2.2 1.5 3.3 1.1 2.8 2.1 1.1 2.7
Polynomial degree choice 3.4 5.7 0.4 2.4 4.5 1.0 4.7 5.1

Signal extraction, total 4.0 5.9 3.3 2.6 5.3 2.3 4.9 5.8

Total 11.1 12.1 11.4 11.2 12.1 10.3 10.4 12.5

Table 4.4: Systematic uncertainties on the efficiency corrected J/ψ yield in percent as a function of
pT for centrality 0–10%.

Uncertainty ↓ pT(GeV/c) → 0.15–1.5 1.5–3 3–4.5 4.5–7 7–10 10–15

Tracking, cut variations 3.3 3.3 3.3 0.7 0.7 0.7
Tracking, ITS-TPC matching 7.6 7.7 7.5 6.8 5.7 5.0

Tracking, total 8.3 8.4 8.2 6.8 5.7 5.0

PID, leg PID eff. (statistical) 0.59 0.53 0.64 1.17 2.99 7.94
PID, fit range 0.02 0.03 0.06 0.07 0.09 0.11
PID, pIN- and η-binning 1.22 0.88 0.64 0.45 0.00 0.00
PID, SPD any requirement 0.00 0.00 0.00 0.00 0.00 0.00
PID, closure test 0.36 0.28 0.24 0.43 0.95 0.86

PID, total 1.4 1.1 0.9 1.3 3.1 8.0

Mass fit range 1.4 0.9 1.1 2.1 0.8 2.8
Polynomial degree choice 0.6 1.1 0.7 4.8 0.1 11.1

Signal extraction, total 1.5 1.4 1.3 5.3 0.8 11.4

Total 8.5 8.6 8.4 8.7 6.6 14.8

Table 4.5: Systematic uncertainties on the efficiency corrected J/ψ yield in percent as a function of
pT for centrality 30–50%.

estimation of the uncertainty on the PID is as well completely changed with respect to the previous
approach [152]. For the other sources of the systematic uncertainties, the largest differences in the
currently used methods with respect to the previous measurement are specified in the corresponding
sections.

4.6.1 Tracking

The tracking systematic uncertainty consists of two components: the uncertainty on the matching
of TPC tracks to the ITS and the uncertainty on the efficiency for the track quality in the MC
simulation.

A major fraction of the total uncertainty on the yields in Pb–Pb originates from the uncertainty
on the ITS-TPC matching efficiency. The ITS-TPC matching efficiency is defined as the ratio of
tracks with assigned clusters in the TPC and the ITS over the number of all TPC tracks. Only
tracks found both in the ITS and the TPC can pass the applied tracking selection criteria. All of the
TPC only tracks are rejected by the requirement on the track refitting in the ITS detector. Thus,
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a possible discrepancy of the ITS-TPC matching in the MC simulation and the data can bias the
tracking efficiency presented in Subsection 4.5.

The first step on the way to the ITS-TPC matching uncertainty estimation for J/ψ meson is the
estimation of the single track uncertainty. Afterwards, this estimation is propagated to the pair level.
The single track uncertainty on the ITS-TPC matching efficiency is obtained within a common effort
in the ALICE Collaboration. The values provided by the collaboration relevant for this work are
listed in Table 4.6. The values are calculated using pions due to their large abundance compared to
electrons and the fact that values for electrons and pions are similar. A method carried out to obtain
the provided values is based on the comparison of the ITS-TPC matching efficiency in the data and
the simulation. However, the fraction of primary and secondary particles is different in the data and
the MC simulation. This affects the inclusive ITS-TPC matching efficiency in the MC simulation
since primaries have a higher efficiency. Secondaries contain for example tracks from strangeness
decays likely to happen out of first two SPD layers or tracks from interactions with the detector
material. Such tracks have on average less clusters in the ITS. The inclusive ITS-TPC matching
efficiencies from the MC and the data are compared after the fraction of secondary particles in the
MC simulation is corrected. The difference between the efficiency in the MC and the data is assigned
as the systematic uncertainty on the ITS-TPC matching efficiency.

pT(GeV/c) 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9 9–10 10–11 11–12 12–13 13–100

Uncertainty (%),
LHC18q, 0–10% 5 6 5 4 2 3 3 3 3 2 2 1 2
Uncertainty (%),
LHC18r, 0–10% 5 6 4 3 2 3 2 2 2 2 2 2 2
Uncertainty (%),
LHC18q, 30–50% 4 4 4 3 2 2 1 3 2 2 2 3 2
Uncertainty (%),
LHC18r, 30–50% 4 4 2 2 2 1 1 2 2 2 2 2 2
Uncertainty (%),
LHC15o, 0–90% 3.3 4.6 3.9 3.7 2.2 2.3 2 1.6 1.2 1.2 1.2 1.3 1.3

Table 4.6: Systematic uncertainty on the ITS-TPC matching efficiency carried out in common effort
within the ALICE Collaboration as a function of pT.

The method for the uncertainty propagation to the pair level exploits as in the case of the PID
efficiency propagation the efficiency weight presented in Subsection 4.5.3. The leg efficiency is set to
unity minus the track ITS-TPC matching efficiency uncertainty. The uncertainty for J/ψ mesons is
obtained by dividing weighted J/ψ counts by unweighted J/ψ counts in the MC simulation. Since
the uncertainty for tracks is provided as a function of track pT and event centrality, the procedure is
performed while considering dependencies on these variables. However, the uncertainties in the case
of the 2018 data sets are provided only for the centrality classes 0–10% and 30–50%. Therefore, the
averaged values of the leg uncertainties are set for the centrality range 10–30%. The uncertainties for
the centrality class 30–50% serve as a rather conservative estimate for the events with the centrality
interval 50–90%. The leg uncertainties vary between the data sets. Thus, the leg uncertainties are
propagated separately for each of them and later averaged using the number of events in the data
sets. This approach is same as in the case of the efficiency merging from the Equation 4.7.

The final relative uncertainty on the ITS-TPC matching for the J/ψ mesons efficiency is shown
together with uncertainties for separate data sets in Figure 4.18. It is approximately twice as large
as the leg uncertainty. The pT shape follows approximately a shape of the leg uncertainties, which
are largest at low pT and decrease above pT ≈ 4 GeV/c.

Some of the further tracking properties are not precisely described in the MC simulation. This
is a source of a discrepancy between tracking efficiency in the data and its simulation as well as
in the case of the ITS-TPC matching. The uncertainty caused by the imperfect description of the
track quality selection criteria is estimated by a simultaneous variation of the selections on TPC
χ2/ndf and the requirements on hits in the SPD detector. These selection criteria cause the largest
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Figure 4.18: Systematic uncertainty originating from the uncertainty on the ITS-TPC matching
efficiency as a function of the centrality (top left) and pT for centrality 0–10% (top right) and
30–50% (bottom).

differences in the corrected J/ψ yields while being varied. The considered configurations are the
following:

• LHC18r and LHC18q: TPC χ2/ndf < 2.2, 2.5 (standard), 2.8,

• LHC15o: TPC χ2/ndf < 3.5, 4.0 (standard), 4.5,

• requirement on at least one hit in the SPD (standard) and on one hit in the first SPD layer.

The chosen selections on the TPC χ2/ndf differ for 2018 and 2015 data sets since this variable has
different distributions in these two years due to a changed reconstruction strategy as discussed in
Subsection 4.3.1. When the tightest/standard/loosest selection is applied in the 2018 data sets, the
tightest/standard/loosest selection is applied as well in the 2015 data set. In the approach of the
simultaneous variation, all possible combinations of one selection from the set of the TPC χ2/ndf
selections and one selection of the set of the requirements on the hits in the SPD detector are used.

The uncertainty on the tracking efficiency is not expected to vary rapidly with centrality and pT.
Therefore, the whole procedure can be performed in wider centrality and pT intervals than in the
analysis of the corrected yields itself in order to suppress the influence of statistical fluctuations:

• The centrality intervals 0–10% and 30–50% with a large abundance of the collected events
are used to calculate the desired uncertainties. The uncertainty for the centrality interval
10–30% is obtained by averaging the values from neighboring intervals. The uncertainty for
the centrality interval 50–90% are taken from the interval 30–50%.

• pT-differential analysis, the centrality interval 0–10 %: 0.15, 4, 15 GeV/c.

• pT-differential analysis, the centrality interval 30–50%: 0.15, 4.5, 15 GeV/c.
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Figure 4.19: Corrected J/ψ yield, deviation from the standard case, J/ψ raw yield and acceptance
times efficiency as a function of tracking selection criteria variations. The first tracking selection
criterion is the standard one. Shown examples correspond to the standard fit range, pT range
0.15 < pT < 4 GeV/c and the centrality interval 0–10% (top) and the centrality interval 30–50%
(bottom).
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Figure 4.20: Examples of corrected J/ψ yield for simultaneous fit range and tracking selection
variations. Means of cases with different fit ranges for one set of tracking selections shown in black.
Color scale corresponds to the number of the variations falling into an interval of corrected J/ψ
yield.

Figure 4.21: Examples of deviations in percent shown in color from the standard case for the
simultaneous variations of the tracking selection criteria and fit range.
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The variations of tracking selection criteria are shown in Figure 4.19. Although changes in raw
J/ψ yield are approximately followed by the efficiency, relative difference between the corrected
yield for the standard case and variations reveals deviations up to 8% for shown examples. The
deviations are often not consistent with zero within error bars suggesting that the method uncovers
rather systematic deviations than fluctuations of the J/ψ yield. The tracking selection criteria are
varied together with the fit range for the signal extraction. This approach minimizes bias from
choice of the fit range on the resulting uncertainty from the tracking. All used settings of the mass
fit range are listed later in Subsection 4.6.3. Within the simultaneous variation approach, all possible
combinations of one of the tracking selection settings and one of the mass fit ranges are used.

Simultaneous variations of the tracking selection criteria and the fit range are shown in Fig-
ure 4.20. The colors in the figure reflect the number of cases falling in an interval of the corrected
J/ψ yield d2N/(dydpT). Black points correspond to the means of the fit range variations for a fixed
tracking selection variations. Their root mean square deviation (RMS) calculated using the case
with the standard fit range and standard selection criteria as the reference mean is used for the
uncertainty estimation. The uncertainty obtained in this way reflects whether the corrected J/ψ
yield of the standard case belongs rather to utmost variations or is located in the middle of them.
For example, the standard case for centrality 30–50% and 0.15 < pT < 4.5 GeV/c belongs rather
to utmost variations. This can be seen in Figure 4.21 showing the deviations in percents from the
standard case for all of tracking selection and fit range settings. The distribution of the means for
different variations of the selection criteria is shown in Figure 4.22. The RMS divided by the mean
value (relative RMS) is assigned as the systematic uncertainty. The systematic uncertainty from the
tracking selection criteria ranges from 0.7 to 4.6% for all centrality and pT intervals.

Figure 4.22: Distribution of means over signal extraction variations for a given tracking selection
used for the estimation of systematic uncertainty originating from imperfect MC description of
tracking selection criteria. Each entry corresponds to one tracking selection criterion.

The most significant difference between the current methods for the estimation of the systematic
uncertainty on tracking used in this work and in the previous measurement [152] lies in the calculation
of the systematic uncertainty arising from the uncertainty on the ITS-TPC matching efficiency. It is
very difficult to extract the uncertainty values for this source by the variation of the selection criteria
as it is done in the previous analysis. This is caused by the fact that the ITS refit is one of the
crucial track quality selection criteria. It cannot be removed for the J/ψ signal reconstruction since
it would cause a large increase of the background in the reconstructed invariant mass distribution.
At the same time, there is no good alternative option to tighten the tracking selection criteria in a
similar way as by adding the ITS refit to the list of the selection criteria.

The tracking systematic uncertainty investigated solely by the tracking variations in the previous
measurement ranges for the pT-integrated analysis between 2 and 7%. However, the contribution
from the ITS-TPC matching uncertainty alone is for the 2015 data set approximately 7% as can be
seen in Figure 4.22.
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4.6.2 Particle identification

The systematic uncertainty originating from PID can be divided into three categories: the statistical
uncertainty on the PID efficiency defined by the abundance of the photon conversion electrons,
uncertainty from the closure test of the PID efficiency propagation and the uncertainty from other
various systematic sources. All of them will be described in detail in this subsection.

The PID efficiency is obtained from the data as it is described in Subsection 4.5.3. The data driven
PID efficiency suffers from a low abundance of the clean electron sample from photon conversions
in some of the intervals used for the leg PID efficiency calculation. These are typically high pIN

intervals and finer η intervals around the central electrode for the centralities 10–50%. Therefore,
the statistical uncertainty on leg PID efficiency is considered as one of the PID systematic uncertainty
sources. The procedure starts with setting the leg PID efficiency in every interval to the PID leg
efficiency plus one sigma of the statistical uncertainty. The same procedure is repeated with the
negative deviation. Both cases are propagated to obtain the corresponding J/ψ PID efficiency using
the efficiency weight described in Subsection 4.5.3. The deviation between the standardly obtained
J/ψ PID efficiency and the upper and lower bounds is approximately symmetric. The full relative
difference of these two cases divided by two is taken as the systematic uncertainty.

The statistical deviation of the leg PID efficiency in different intervals is in the data independent
from each other. Therefore, this approach for the uncertainty estimation of the J/ψ PID efficiency
tends to overestimate the uncertainty since all of the leg PID efficiency values are either simultane-
ously increased or simultaneously decreased. However, this overestimation is not a problem since the
total systematic uncertainty is not dominated by this source in almost full kinematic region probed
in this work.

The resulting relative PID systematic uncertainty from the statistical uncertainty on the PID
leg efficiency as a function of centrality and pT can be seen in Figure 4.23. The uncertainty is below
1% at pT below approximately 5 GeV/c. At higher pT, this source of systematic uncertainty steeply
grows up to 8% for 10 < pT < 15 GeV/c. This is caused by an increase of the statistical uncertainty
at high leg momentum. J/ψ mesons with high pT tend to have also at least one of the legs with
high momentum. The uncertainty for pT-integrated cases is below 1% since the majority of the J/ψ
mesons is produced at a pT interval with low systematic uncertainty from this source.

Figure 4.23: The systematic uncertainty from the statistical uncertainty on the leg PID efficiency
as a function of centrality (left) and pT for centralities 0–10% and 30–50% (right).

The propagation of the leg PID efficiency by the efficiency weight via the standard J/ψ MC
simulation is tested by a closure test. The MC PID efficiency is obtained using two ways that
should ideally give both exactly the same result. Firstly, the J/ψ PID efficiency is obtained by the
standard procedure used in the previous measurements at midrapidity based on the selections on
the number of standard deviations from electron, proton and pion hypotheses nσe, nσp, nσπ in the
MC simulation. This is analogue to the calculation of the acceptance and the tracking efficiency in
Subsections 4.5.1 and 4.5.2. Secondly, the leg PID efficiency in the MC J/ψ simulation is calculated
in the same centrality and η intervals as used to obtain J/ψ PID efficiency in the most central events
from the data. The abundance of J/ψ electrons in the MC simulation is larger than in the case of
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the photon conversion electrons in the data. Thus, finer pIN intervals are chosen for the closure test
than in the data to minimize the binning effect while keeping a very good statistical precision. The
ratios of the PID efficiency for the two discussed cases is shown in Figure 4.24. A small deviation
from unity below one percent is observed and added to the systematic uncertainty on the PID. The
same check is performed separately for all three data sets with identical conclusions.

Figure 4.24: Ratios of MC PID and mass window efficiencies: the ratio of the standard MC J/ψ
PID efficiency to the J/ψ PID efficiency propagated via the efficiency weight using the MC leg
PID efficiency and the ratio of mass window efficiency after applying PID selections in the MC
simulation to the efficiency weight. The ratios are shown as a function of centrality (top left) and
pT for centrality 0–10% (top right) and centrality 30–50% (bottom).

It was found that there are substantial differences at low pT between the mass window efficiency
when applying and not applying PID selection criteria in the MC simulation before the calculation
of the mass window efficiency. Since PID selections in the data and the simulation differ, the PID
efficiency weight is applied before the calculation of the mass window efficiency as discussed in
Subsection 4.5.4. Therefore, the closure test is performed not only in the case of the PID efficiency,
but also for the mass window efficiency. Examples of J/ψ invariant mass shapes without applying
PID selection criteria, when applying them in the simulation and when testing the efficiency weight
are shown in Figure 4.25. The latter two cases should result ideally in the same shape of the
distribution. They are indeed almost identical. The shape without PID selections has a larger tail
towards lower values caused by a larger abundance of electrons emitting bremsstrahlung passing
the previously applied selection criteria at low momenta. They are partially rejected by the proton
exclusion in the case of PID selections applied. The ratios of the mass window efficiency with PID
selections in the simulation to the case with the efficiency weight are shown in Figure 4.24. Deviation
of the ratio from unity is below 1% in all intervals and is added to the systematic uncertainties.

Few other sources of PID systematic uncertainty are considered. The ratio of the PID efficiency
with standard settings to the PID efficiency with different settings for systematic studies is calculated
for each individual source and shown in Figure 4.26. The difference is added to systematic uncertainty
when the ratio deviates from unity by more than one standard deviation. The following sources are
studied:
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Figure 4.25: J/ψ invariant mass shape for 0.15 < pT < 1 GeV/c and centrality 0–10% for three
cases: when not applying PID selections, when applying MC PID selections and when applying the
efficiency weight using the MC leg PID efficiency.

• The leg PID efficiency is obtained in pIN and η intervals causing a deviation from a true
continuous shape. Thus, finer pIN and η binning is set to estimate the effect of the binning
granularity on the J/ψ PID efficiency.

• The purity of photon conversion electron sample is estimated by a fit to nσe distribution
constrained to interval −3 < nσe < 3. The pion contamination is present in the area of the
lower bound of the interval. Therefore, the lower bound is varied to -2.8 and -3.2 in order to
study effect of background fraction included in the fit. This source contributes to the total
PID uncertainty the least from all studied sources.

• Opening angles of photon conversions are typically small. In addition, photons can converge to
electron pairs in a detector material located further from the interaction point. The distances
of two tracks from such conversion are small in areas close to the inner wall of the TPC. This
can lead to a bias of measured energy loss in the TPC associated to these two tracks. Electrons
from conversions occurring later than in the first four ITS layers should be removed by the
requirement on track refitting in the ITS. However, a possible effect of persisting fraction
of near photon conversion electron tracks in the TPC is studied by applying stricter ITS
selections. At least one hit in the SPD layers is required in addition to the standard photon
conversion electron selections. The uncertainty from this source is estimated to be zero for
centrality ranges above 20% since the ratio of standard PID efficiency and PID efficiency with
requirement on a hit in the SPD is consistent with unity. It reaches values around 1% for the
most central events.

4.6.3 Signal extraction

A function for the description of residual background in the J/ψ signal extraction only approximates a
true background distribution. The systematic uncertainty from the choice of the function is estimated
by increasing by one the order of the polynomial used in the standard signal extraction configuration.
The first-order polynomial is the standard case for the residual background description in almost all
centrality and pT intervals in this work. Therefore, the difference between the raw J/ψ yields using
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Figure 4.26: Ratios of the PID efficiency with standard settings to the PID efficiency using different
settings for studies of systematic uncertainties. The ratios are shown as a function of centrality (top
left) and pT for centralities 0–10% (top right) and 30–50% (bottom).

either the first or second-order polynomial is assigned as the uncertainty. However, the second-order
polynomial describes the residual background better for 2 < pT < 3 GeV/c in the pT-differential
analysis for centrality 0–10%. Therefore, it is used as the standard setting. The difference between
the second and the third-order polynomial is assigned as the systematic uncertainty in this case.
The extracted raw J/ψ yields per event from fits with different polynomial degrees are shown on the
left of Figure 4.27, the relative differences between raw yields extracted using different polynomial
degrees are on the right of the same figure. The relative difference between the standard and higher
order case is typically below 5%. Larger differences are found for cases with more challenging residual
background shapes or with low J/ψ yields.

The systematic uncertainty due to the choice of the fit range for J/ψ signal extraction is also
considered. The fit range for signal extraction is modified such that low and high invariant mass
edges are changed simultaneously to obtain a broader or a tighter fit range. The fit interval edges
for the event mixing procedure are changed correspondingly. The considered fit ranges are:

• 2.0–3.7 GeV/c2 (standard fit range),

• 1.76–3.94 GeV/c2 (broadest fit range),

• 1.84–3.86 GeV/c2,

• 1.92–3.78 GeV/c2,

• 2.08–3.62 GeV/c2,

• 2.16–3.54 GeV/c2 (tightest fit range).

They are chosen such that the ranges are not so broad that the fit function would miss the shape
of the background nearby the J/ψ signal peak. On the other hand, the fit range is broad enough
to well constrain the fit. The standard fit range for interval 0.15 < pT < 1 GeV/c in pT-differential
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Figure 4.27: Raw J/ψ yield per event from fits with different polynomial degrees for the description
of the residual background (left) and the ratio of the raw J/ψ yield obtained using different orders
of polynomial function.

analysis of centrality class 0–10% is changed with respect to the rest of the intervals. The lower
bound is shifted up to 2.4 GeV/c2 in order to avoid the problematic low mass region as discussed
in Section 4.4. Therefore, the configuration of the fit range variations for this case is different:

• 2.4–3.7 GeV/c2 (standard fit range),

• 2.36–3.86 GeV/c2 (broadest fit range),

• 2.44–3.66 GeV/c2,

• 2.48–3.62 GeV/c2,

• 2.52–3.58 GeV/c2,

• 2.56–3.54 GeV/c2 (tightest fit range).

The whole procedure is repeated in all centrality classes and pT intervals used in this work.
The intervals are not merged to suppress statistical fluctuations since the background shape and
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composition change as a function of pT and centrality. Examples of the fit range variations for
the standard set of the track quality selection criteria are shown in Figure 4.28. The corrected
J/ψ yield typically varies from the standard case up to a few percent. The final uncertainty is
obtained using independent variations of the fit range and of the tracking selection criteria from
Subsection 4.6.1. The latter changes a fraction of background in the invariant mass extraction and a
background shape. Examples of results for simultaneous variations are shown in Figure 4.29. Means
for fit range variations and fixed tracking selections are shown in black color. The error bars of
means are calculated as the RMS from the case with the standard fit range. A distribution of the
RMS for different fixed tracking selections is presented in Figure 4.30. The relative mean of the
RMS distribution is assigned as systematic uncertainty. The systematic uncertainty values from the
choice of the fit range range between 0.7 and 2.8% for all cases in this work.

The residual background in the J/ψ signal extraction in the measurement [152] is neglected as
discussed in the Section 4.4. Thus, the same applies naturally to the systematic uncertainty from
the choice of the function for the residual background description. The values of this uncertainty
source are in this work estimated by the change of the polynomial degree as is discussed above.
The systematic uncertainty due to the choice of the fit range is estimated in a similar way in both
analyses.
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Figure 4.28: Corrected J/ψ yield, deviation from the standard case, J/ψ raw yield and fit χ2/ndf as
a function of the fit range variations. The first fit range is the standard one. The shown examples
correspond to the standard tracking selection criteria. The examples correspond to the pT range
1 < pT < 2 GeV/c and the centrality class 0–10% (top) and the pT-integrated case and the centrality
class 50–70% (bottom).
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Figure 4.29: Examples of corrected J/ψ yield for simultaneous fit range and tracking cut variations
and means of cases with different fit ranges for one set of tracking selections shown in black. Error
bar on means is calculated as RMS with respect to the case of standard fit range. Color scale
corresponds to the number of the variations falling into a bin of corrected J/ψ yield.

Figure 4.30: Distributions of RMS used for the estimation of systematic uncertainty originating from
the choice of the fit range. Each entry corresponds to one tracking selection criterion. The shown
examples of the distributions correspond to the pT range 1 < pT < 2 GeV/c and the centrality class
0–10% (top) and the pT-integrated case and the centrality class 50–70% (bottom).
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4.7 Improvements with respect to previous measurement
in Pb–Pb at

√
sNN = 5.02 TeV

The improvements carried out in this work with respect to the previous measurement of the J/ψ
production yield in Pb–Pb collisions at

√
sNN = 5.02 TeV [152] are summarized in this section.

ALICE collected data samples at this collision energy in the years 2015 and 2018. The publication
presents measurement using only the 2015 data sample. In this work, the data samples from both
years are combined. The full data sample contains approximately eight times as much events as
the 2015 data sample alone in the centrality class 0–10%, four times as much in the centrality class
30–50% and twice as much in the centrality classes 10–30% and 30–50%.

The full data sample allows to study the J/ψ production yield in finer centrality and pT intervals.
This is achieved while keeping the precision of the new measurement at a similar level as in the
publication. Consequently, the centrality and pT dependences are better revealed. The centrality
dependence of the J/ψ production yield is studied in eight centrality classes compared to previous
four. In the publication, the J/ψ pT spectra are extracted in four pT intervals in the range 0.15 <
pT < 10 GeV/c. In the same pT region, the pT spectra are newly measured in seven intervals in the
centrality class 0–10% and in five intervals in the centrality class 30–50%. In addition to that, the
measurement is extended up to 15 GeV/c.

There are numerous improvements of methods used in different steps of the data analysis. The
most significant development represents the data-driven approach for the PID efficiency calculation.
This method is not affected by an imperfect description of the PID selection criteria in the MC
simulation. Therefore, the data driven PID efficiency is more precise than the previously used MC
based one. The new method is validated by different tests. Obtained systematic uncertainty on
the data driven PID efficiency ranges between 1.1 and 1.6% for the pT-integrated measurement.
The data-driven PID efficiency will be important as well for the J/ψ measurements at midrapidity
carried out using abundant Run 3 data samples.

The methods of calculation of other systematic uncertainty sources are updated. In particular,
the systematic uncertainty on the J/ψ tracking efficiency is now estimated more precisely. The
systematic uncertainty on the ITS–TPC matching is newly propagated from the track level to the
pair level. This uncertainty was previously investigated only via tracking selection criteria variation
and subsequent repeating the analysis chain.

4.8 pp reference

The measurement of the inclusive J/ψ production cross section in pp collisions serves as an important
reference to the measurement in Pb–Pb collisions. The inclusive J/ψ cross section in pp collisions
is an essential component for the calculation of the nuclear modification factor. The inclusive
J/ψ cross section at midrapidity in pp collisions at

√
s = 5.02 TeV needed as a reference in this

work for constraining medium effects in Pb–Pb collisions is published by the ALICE Collaboration
[66]. The measurement in pp collisions is carried out in the same rapidity interval |y| < 0.9 as
is used in this work. This result is shown and discussed earlier in this thesis in Subsection 2.3.2.
In the case of the total cross section, the value for cross section in the interval 0–0.15 GeV/c is
subtracted from the published cross section giving the result used in this work for the pT-integrated
analysis: dσ/dy = 5.59 ± 0.22(stat.) ± 0.33(syst.) ± 0.12(luminosity)µb. The values used for the
pT-differential analysis in centrality class 0–10% and their uncertainties are shown in Table 4.7. The
global uncertainty of 2.2% is not listed in the table. It is dominated by the uncertainty on the
integrated luminosity of the pp data sample equal to 2.1%. All of the values with exception of the
first and the last pT intervals are taken from the publication. In the case of interval 0.15–1 GeV/c,
the used value is obtained by subtraction from the published value for the interval 0–1 GeV/c as in
the case of the total cross sections. An extrapolation was carried out within ALICE Collaboration
due to lack of J/ψ signal in the collected pp collisions for pT interval 10–15 GeV/c.

The extrapolation approach already used in previous works such as [161, 162, 159] exploits an
observation that inclusive J/ψ pT spectra in pp collisions at various energies follow the universal
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function:
〈pT〉

dσ/dy
· d2σ

dydpT
=

2(n− 1) ·B2 · pT/〈pT〉
(1 +B2 · (pT/〈pT〉)2)n

, (4.11)

where B = Γ(3/2)Γ(n − 3/2)/Γ(n − 1). The mean transverse momentum 〈pT〉 and the total cross
section dσ/dy are measured. Thus, pT-differential cross sections published by different experiments
can be fitted by the universal function while only the parameter n is free. When the parameter
n is known, dσ/dy and 〈pT〉 from the ALICE measurement at 5.02 TeV are used to obtain the
extrapolation function for the desired energy. The uncertainty on the extrapolation originates from
uncertainties on uncertainties of the input pT spectra, dσ/dy, 〈pT〉 and shape uncertainty of the fit
function. The latter is estimated by the mean deviation of the data points from the resulting fit. The
systematic uncertainty on the cross section extrapolation value for the interval 10 < pT < 15 GeV/c
is 13.3%. The precision of the performed extrapolation procedure is defined by a broad selection of
used measurements. The parameter n of the universal fit function is obtained using the measurements
from ALICE at midrapidity at 13 TeV [163] and at forward rapidity at 7, 8 and 13 TeV [164, 165,
166], CDF at midrapidity at 1.96 TeV [167], LHCb at forward rapidity at 7, 8, 13 TeV [168, 169, 170]
and ATLAS [171] and CMS [172] at forward rapidity at 7 TeV. The mean transverse momentum
〈pT〉 and the total cross section dσ/dy at midrapidity in pp collisions at 5.02 TeV [66] are used to
extract the desired value of the extrapolation.

pT(GeV/c) 0.15–1 1–2 2–3 3–4 4–5 5–7 7–10 10–15

d2σ/dpTdy (nb) 908.6 1668.8 1316.2 795.1 484.8 206.7 59.4 6.8
Statistical uncertainty (nb) 90.8 131.0 116.0 77.7 53.8 23.0 10.1 0.0
Systematic uncertainty (nb) 47.5 91.0 74.9 45.8 27.1 13.2 4.1 0.9
Statistical uncertainty (%) 10.0 7.9 8.8 9.8 11.1 11.1 17.0 0.0
Systematic uncertainty (%) 5.2 5.5 5.7 5.8 5.6 6.4 6.9 13.3

Table 4.7: pp reference for pT-differential analysis in the centrality class 0–10%: pT-differential
inclusive J/ψ cross section and its uncertainties in pp collisions at

√
s = 5.02 TeV taken from [66].

The global uncertainty (2.2%) is not included in this table. It is dominated by the uncertainty on
integrated luminosity of the pp data set (2.1%). The values for 10 < pT < 15 GeV/c are obtained
by an extrapolation carried out with the ALICE Collaboration.

The pT intervals used for centrality 30–50% do not coincide with the intervals in the publication
[66]. Therefore, the analysis was carried out within the ALICE Collaboration again in desired pT

intervals. This approach has a better precision than adding values for finer intervals to get values
for broader intervals.

pT(GeV/c) 0.15–1.5 1.5–3 3–4.5 4.5–7 7–10 10–15

d2σ/dpTdy (nb) 1207.4 1352.7 751.5 223.4 59.4 6.8
Statistical uncertainty (nb) 91.3 98.6 61.0 21.6 10.1 0.0
Systematic uncertainty (nb) 62.1 77.1 43.4 14.0 4.1 0.9
Statistical uncertainty (%) 7.6 7.3 8.1 9.7 17.0 0.0
Systematic uncertainty (%) 5.1 5.7 5.8 6.3 6.9 13.3

Table 4.8: pp reference for pT-differential analysis in the centrality class 30–50%: pT-differential
inclusive J/ψ cross section and its uncertainties in pp collisions at

√
s = 5.02 TeV obtained by

analysis presented in [66] in pT intervals used in this work for pT-differential spectra for the centrality
class 30–50%. The global uncertainty (2.2%) is not included in this table. It is dominated by the
uncertainty on integrated luminosity of the pp data set (2.1%). The values for 10 < pT < 15 GeV/c
are obtained by an extrapolation carried out with the ALICE Collaboration.
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Results and discussion

The results obtained in this thesis are presented in this chapter. The inclusive J/ψ production
yield at midrapidity |y| < 0.9 in Pb–Pb collisions at

√
sNN = 5.02 TeV is shown in the Section 5.1.

The J/ψ production yield is studied as a function of centrality and transverse momentum down
to pT = 0.15 GeV/c in the centrality classes 0–10% and 30–50%. A centrality dependence of the
inclusive J/ψ modification factor RAA is reported in Section 5.2. The pT-differential inclusive J/ψ
production yield and RAA are discussed in detail in Section 5.3. In each of the two sections, the
results, comparisons to other measurements and models are presented and discussed.

5.1 Inclusive J/ψ production yields in Pb–Pb collisions

The inclusive J/ψ production yield in this work is obtained using Equation 4.1. The J/ψ yield as
a function of the mean number of participants 〈Npart〉 is presented in Figure 5.1. The statistical
uncertainty on the yield is represented by the vertical error bars, whereas the systematic uncertainty
is indicated by the boxes. The mean number of participants 〈Npart〉 evaluated by the Monte Carlo
Glauber simulation [20] for the centrality intervals used in this work is provided earlier in Table 3.1.
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Figure 5.1: Inclusive J/ψ production yield in Pb–Pb collisions at
√
sNN = 5.02 TeV as a function

of the average number of participants 〈Npart〉. The values of 〈Npart〉 are obtained for collisions
in centrality classes (0–5%, 5–10%, 10–20%, 20–30%, 30–40%, 40–50%, 50–70%, 70–90%). The
vertical error bars indicate statistical uncertainty and the boxes around the data points represent
the systematic uncertainty.

The inclusive J/ψ yield in Pb–Pb collisions increases towards central events. The J/ψ production
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is in first order proportional to the number of binary nucleon-nucleon collisionsNcoll. This is expected
since the cc̄ cross section in nuclear collisions is proportional to Ncoll.

The pT-differential J/ψ production yields for the centrality intervals 0–10% and 30–50% are
shown in Figure 5.2. They are calculated using Equation 4.2. The uncertainties are indicated by the
same way as in the case of the centrality dependence. For both centrality classes, the J/ψ production
yield increases from the first studied pT interval (0.15–1 GeV/c for 0–10%, 1.5–3 GeV/c for 30–50%)
to the second interval (1–2 GeV/c for 0–10%, 1.5–3 GeV/c for 30–50%). At higher pT, the J/ψ
production yield decreases towards high pT. Slopes of the observed pT spectra can be studied for
example via the measurement of the mean transverse momentum 〈pT〉, which is carried out using
the 2015 data set at

√
sNN = 5.02 TeV in scope of an earlier publication [152].
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Figure 5.2: Transverse momentum dependence of the inclusive J/ψ production yields for the cen-
trality classes 0–10% and 30–50%. The vertical error bars indicate statistical uncertainty and the
boxes around the data points represent the systematic uncertainty.

5.2 Inclusive J/ψ RAA as a function of centrality

The pT-integrated inclusive J/ψ nuclear modification factor RAA is obtained as a function of cen-
trality using Equation 4.3. The result is shown in Figure 5.3. Obtained values of the J/ψ RAA

and corresponding uncertainties are listed in Table 5.1. The statistical uncertainty is indicated by
the vertical bars. The systematic uncertainty is shown by the boxes. It is calculated by adding in
quadrature the systematic uncertainty on the inclusive J/ψ production yields in Pb–Pb collisions
and the uncertainty on the average nuclear overlap function 〈TAA〉. The uncertainty on the yields is
approximately 10% and dominates over the 〈TAA〉 uncertainty ranging between 0.1% for the most
central collisions and 1.7% for the peripheral events. The global systematic uncertainty represented
by the box around unity originates from the uncertainty on the J/ψ cross section in pp collisions
discussed in Section 4.8.

The J/ψ RAA shows a decreasing trend as a function of 〈Npart〉 up to 〈Npart〉 ≈ 90 (centrality
40–50%). Whereas the J/ψ RAA is consistent with unity for the centrality interval 70–90%, the RAA

for the centrality class 40–50% indicates suppression of the J/ψ production in Pb–Pb collisions with
the significance of 3.4σ. For 〈Npart〉 & 90, the measurement hints at an increasing trend of the RAA

towards unity.
The increased statistics of the used data sample compared to [152] allows to study the J/ψ RAA

as a function of centrality using smaller granularity of the centrality intervals. The publication
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Figure 5.3: Inclusive J/ψ nuclear modification factor RAA, integrated over pT, as a function of
〈Npart〉. Vertical bars indicate statistical uncertainty, the boxes around the data points represent the
systematic uncertainties on J/ψ yield in Pb–Pb collisions and the average nuclear overlap function
〈TAA〉. The box around unity show global uncertainty originating from the uncertainty on the J/ψ
cross section in pp collisions.

Centrality (%) 0–5 5–10 10–20 20–30 30–40 40–50 50–70 70–90
〈Npart〉 383.4 331.2 262.0 187.9 130.8 87.1 42.7 11.3
〈Npart〉 uncertainty 0.6 1.0 1.1 1.3 1.3 0.93 0.72 0.19
RAA 0.850 1.030 0.802 0.813 0.759 0.681 0.817 1.103
RAA statistical uncertainty 0.054 0.051 0.074 0.074 0.051 0.054 0.069 0.107
RAA systematic uncertainty 0.089 0.109 0.071 0.088 0.065 0.057 0.068 0.093
RAA global uncertainty 0.063 0.076 0.059 0.060 0.056 0.050 0.061 0.082

Table 5.1: Inclusive J/ψ nuclear modification factor RAA, integrated over pT, for different centrality
classes. The mean number of participants 〈Npart〉 in the centrality classes is taken from [20].

presented the J/ψ RAA obtained in five centrality intervals, whereas it is eight intervals for the
measurement carried out in this thesis. In the publication, the hint of an increase in comparison to
lower centrality can be concluded only for 〈Npart〉 ≈ 260.

5.2.1 Comparisons with other measurements

Firstly, the comparison of measurements in different rapidity ranges is discussed. The presented
result at midrapidity is compared to the J/ψ RAA at forward rapidity. The inclusive J/ψ nuclear
modification factor RAA at midrapidity is compared with the ALICE measurement at forward rapid-
ity using the dimuon decay channel [173] in Figure 5.4. The J/ψ RAA at forward rapidity is obtained
in three rapidity classes: 2.5 < y < 3.0, 3.0 < y < 3.5 and 3.5 < y < 4.0. The statistic, systematic
and global error bars are indicated in the figure as described in the previous section. The J/ψ RAA at
forward rapidity shows a similar trend as the J/ψ RAA at midrapidity up to 〈Npart〉 ≈ 90 (centrality
40–50%). A clear suppression at forward rapidity fairly independent of the centrality is observed
for 〈Npart〉 & 130 (centrality larger than about 40%). There is no strong rapidity dependence of the
J/ψ RAA at forward rapidity.

A comparison of the J/ψ RAA at midrapidity and at forward rapidity interval 3.5 < y < 4.0
suggests an enhancement of the J/ψ production compared to expectations based on pp collisions
towards midrapidity in collisions with the centrality above approximately 40%. This points to a
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larger (re)generation contribution to the J/ψ production due to a larger charm quark density at
midrapidity.

When comparing the published results at same collision energy [152] at midrapidity to the mea-
surement at forward rapidity in rapidity interval 3.5 < y < 4.0, a hint of an increase could be seen
for two broad centrality intervals 0–10% and 20–40%. In this work, the comparison hints at an
increase in five centrality intervals in total (0–5%, 5–10%, 10–20%, 20–30%, 30–40%).
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Figure 5.4: Inclusive J/ψ nuclear modification factor RAA in Pb–Pb collisions at
√
sNN = 5.02 TeV

as a function of 〈Npart〉 at midrapidity (|y| < 0.9) and at forward rapidity for three rapidity intervals
(2.5 < y < 3.0, 3.0 < y < 3.5 and 3.5 < y < 4.0) [173].

In this paragraph, the energy dependence is discussed. The inclusive J/ψ nuclear modification
factor RAA as a function of the charged-particle density at midrapidity dNch/dη|η=0 is shown in
Figure 5.5. It is compared to the ALICE measurement at

√
sNN = 2.76 TeV and the PHENIX mea-

surement at
√
sNN = 0.2 TeV. All the measurements are performed at midrapidity. The dNch/dη|η=0

reflects the density of the medium created in heavy-ion collisions. The suppression of the J/ψ me-
son production due to the color screening in the deconfined medium should be proportional to the
dNch/dη|η=0 rather than 〈Npart〉. Therefore, the dependence on the dNch/dη|η=0 is chosen for this
comparison between the measurements at different collision energies.

The measurements at the two LHC energies are consistent with each other. At dNch/dη|η=0 .
300, the J/ψ RAA shows a similar decreasing trend at the highest and lowest presented energies.
The J/ψ RAA at

√
sNN = 0.2 TeV continues in decreasing also for larger dNch/dη|η=0 due to the

J/ψ suppression in the QGP. On the other hand, the J/ψ RAA at the larger LHC energies does not
follow this trend, which can be attributed to significantly larger (re)generation contribution at the
LHC.

5.2.2 Model comparisons

In Figure 5.6, the inclusive J/ψ nuclear modification factor RAA as a function of centrality is com-
pared to model calculations of the statistical hadronization model (SHM) [101], the transport models
TM1 [105] and TM2 [106], and the comover interaction model (CIM) [108]. Models are shown as
colored bands. The width of the bands represents the model uncertainties. The model calcula-
tions are discussed earlier in more details in Section 2.6. They all consider some contribution from
(re)generation. However, specific model assumptions and implementations are different.

The SHM assumes that the charm quarks are thermalized and J/ψ mesons are formed at the
phase boundary. Temperature and the fireball volume at chemical freeze-out are fixed from the fit
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Figure 5.5: Inclusive J/ψ RAA at midrapidity as a function of the midrapidity charged-particle
density dNch/dη|η=0 measured in Pb–Pb collisions at

√
sNN = 5.02 TeV and at

√
sNN = 2.76 TeV

[174] and in Au–Au collisions at
√
sNN = 0.2 TeV [97]. Values of dNch/dη|η=0 are taken from [175]

for
√
sNN = 5.02 TeV, from [176] for

√
sNN = 2.76 TeV and from [177] for

√
sNN = 0.2 TeV.

of the SHM to the measured light-flavor hadron yields. The only remaining parameter of the model
is the cc̄ cross section defining the number of cc̄ pairs produced during the hard scatterings. It is
discussed in more details below.

The transport models TM1 and TM2 consider J/ψ formation already during the QGP phase. The
medium evolution is described by a hydrodynamic modeling. Continuous charmonium (re)generation
and dissociation are governed by the Boltzmann equation. Whereas incomplete charm quark ther-
malization is assumed in the framework of the TM1, the TM2 calculations assume thermalized charm
quark distribution.

In the CIM, J/ψ mesons are dissociated via interactions with a comoving hot partonic medium.
The dissociation and (re)generation terms are considered in a rate equation. The J/ψ dissociation
rate is proportional to the density of comoving medium and the dissociation cross section is obtained
from fits to low energy data. The (re)generation term is proportional to the squared charm quark
density. The (re)generation cross section is assumed to be identical with the dissociation cross
section.

An essential input to all of the discussed model calculations is the cc̄ cross section at midrapidity
in Pb–Pb collisions at

√
sNN = 5.02 TeV, which has not been measured up to now. In the models, this

parameter is obtained in the following way. The measurement of the cc̄ cross section in pp collisions
is reduced by a shadowing factor and scaled by the mean number of binary nucleon-nucleon collisions
〈Ncoll〉 in order to get the cc̄ cross section for different centrality classes. Shadowing in the SHM
is considered using rapidity-dependent measurements of the D-meson nuclear modification factor in
p–Pb collisions [178]. Interpolation of the measurements is done via model calculations [179, 180,
181]. The shadowing factors in TM1 and TM2 are based on the EPS09 NLO calculations [179]. In
the CIM, they are taken into account using the EPS09 LO calculations [182]. The cc̄ cross section in
pp collisions at midrapidity at

√
s = 5.02 TeV [183] was not available yet when model calculations

were provided. Thus, the model calculations use different estimates of the cc̄ cross section in pp
based on measurements at different energies and rapidity intervals.

The values of the cc̄ cross section per nucleon-nucleon collision after including the shadowing
effect considered in the model calculations are 0.53 ± 0.10 mb (uncertainty 18%) for the SHM,
0.92± 0.12 mb (uncertainty 13%) for the TM1, 0.78± 0.09 mb (uncertainty 11%) for the TM2 and
0.56±0.11 mb (uncertainty 20%) for the CIM. Sizable differences between these values affect as well
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differences between values of model predictions.
Considering large model uncertainties, the SHM and the TM1 are in agreement with the mea-

surement, although the data points are close to the upper band of TM1. The centrality dependence
shown by the data points with a dip around 〈Npart〉 = 90 is shown as well by the model predic-
tions. This is not apparent from the comparison of the previous measurement [152] using coarser
centrality binning and the model predictions. The TM2 undershoots the data points in peripheral
collisions and approaches them in more central events. The CIM is in good agreement with the
measurement in the peripheral and semi-central events and tends to underestimate it in the most
central events. Precise physics conclusions cannot be made due to the large model uncertainties,
discrepancies between the model input parameters and the measurement uncertainty.
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Figure 5.6: Inclusive J/ψ nuclear modification factor RAA in Pb–Pb collisions at
√
sNN = 5.02 TeV

compared to the model calculations of the comover interaction model (CIM) [108], the statistical
hadronization model (SHM) [101] and two transport models TM1 [105] and TM2 [106].

The cc̄ cross section in pp collisions at midrapidity at
√
s = 5.02 TeV [183] has been re-

cently published by ALICE. The published value of the cc̄ cross section per unit of rapidity is
dσpp

cc̄ /dy = 1.165+0.140
−0.110 mb when adding up all uncertainties. However, the results of the theoretical

calculations compared to the measurement presented in this work have not been updated yet at the
time writing of this thesis. The differences between model inputs complicate drawing conclusions
on the phenomenology of the J/ψ production from comparisons between models and measurements.
Therefore, it would be beneficial for the future to agree on a common model input value based
on available experimental results, including uncertainties. The mentioned ALICE measurement at
5.02 TeV in pp collisions represents an opportunity for the input unification at midrapidity. For
example, when considering the shadowing factor 0.65 ± 0.12 used in the SHM framework [184],
the resulting value dσcc̄/dy = 0.76+0.17

−0.16 mb could be used. This would lead to a reduction of the
(re)generation contribution in TM1 and its enhancement in the SHM and the CIM. Nevertheless,
when comparing model predictions based on this input value to the measurement presented in
this work, it would be most probably not yet sufficient to draw a conclusion on that whether the
(re)generation takes place already during the QGP phase or solely at the phase boundary.
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5.3 Inclusive J/ψ production yields and RAA as a function of
transverse momentum

The pT-differential nuclear modification factor RAA in the most central events (0–10%) and semi-
central events (30–50%) is presented in this section. Comparisons of model calculations to the J/ψ
RAA and production yields are discussed.

The inclusive J/ψ nuclear modification factor RAA in Pb–Pb collisions at
√
s = 5.02 TeV as

a function of pT is shown in Figure 5.7. The vertical bars indicate the statistical uncertainty,
whereas the boxes around the data points represent the systematic uncertainty. In both cases, the
uncertainty is calculated by adding in quadrature the uncertainty on the J/ψ production yield in
Pb–Pb collisions and the uncertainty on the inclusive pT-differential J/ψ cross section in pp collisions
at
√
s = 5.02 TeV. The boxes around unity represent the global uncertainty originating from the

integrated luminosity of the pp data sample and the mean nuclear overlap function 〈TAA〉.
The J/ψ RAA in the centrality class 0–10% is consistent within error bars with unity up to

pT = 3 GeV/c, whereas the RAA in the centrality class 30–50% shows suppression of the J/ψ
production in Pb–Pb collisions in the full examined pT region. The difference between the results
for the two centrality classes at low pT suggests a larger contribution of (re)generation to the J/ψ
production in the most central events compared to the semi-central events. For 3 < pT < 10 GeV/c,
the RAA shows a decreasing trend, which is steeper in the centrality class 0–10% compared to 30–
50%. The large suppression at high pT is caused by the color screening of the cc̄ potential and/or
energy loss of charm quarks in the deconfined medium.
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Figure 5.7: Inclusive J/ψ nuclear modification factor RAA in Pb–Pb collisions at
√
sNN = 5.02 TeV as

a function of pT in the centrality classes 0–10% and 30–50%. The vertical bars indicate the statistical
uncertainty, whereas the boxes around the data points indicate the systematic uncertainty. In both
cases, the uncertainties on the J/ψ production yield in Pb–Pb collisions and the pp reference are
added. The box around unity represents the global uncertainty originating from the integrated
luminosity of the pp data sample and the mean nuclear overlap function 〈TAA〉.

The previous results at
√
sNN = 5.02 TeV [152] are obtained in three centrality classes: 0–20%,

20–40% and 40–90%. The pT-differential J/ψ RAA is measured in the interval 0.15 < pT < 10 GeV/c,
which is divided into four bins. In this thesis, seven and five intervals are used in the same pT region
in the centrality classes 0–10% and 30–50%, respectively. Furthermore, the studied kinematic region
is extended newly up to 15 GeV/c. In the publication, the data points in the centrality classes
0–20%, 20–40% and 40–90% are consistent within error bars for pT < 3 GeV/c. The only exception
is the interval 1.5 < pT < 3 GeV/c in the centrality class 40–90%, where the measurement suggests
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decrease of the J/ψ RAA with respect to the other studied centrality classes. On the other hand,
the results in this work show ordering of the J/ψ RAA values for the examined centrality classes in
the interval 0.15 < pT < 3 GeV/c as discussed above.

5.3.1 Comparisons with other measurements

The inclusive J/ψ nuclear modification factor RAA as a function of pT at midrapidity in the centrality
class 0–10% is compared to the measurement at forward rapidity (2.5 < y < 4.0) in the centrality
class 0–20%. The J/ψ RAA in both rapidity intervals shows similar trend as a function of pT.
However, the pT-dependence at forward rapidity is shallower. Both measurements are compatible
within uncertainties above pT = 4 GeV/c. The comparison between the measurements for pT <
4 GeV/c, where the contribution of the (re)generation component is expected to dominate, suggests
larger J/ψ RAA at midrapidity compared to forward rapidity. This behavior is expected due to a
larger charm quark density at midrapidity [185].
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Figure 5.8: Inclusive J/ψ nuclear modification factor RAA in the most central Pb–Pb collisions at√
s = 5.02 TeV as a function of pT at midrapidity (|y| < 0.9) and forward rapidity (2.5 < y < 4.0)

[173].

The J/ψ RAA for centrality 0–20% [152] obtained using coarser pT intervals than in this work
shows increase at midrapidity with respect to forward rapidity up to pT = 5 GeV/c. The interval
3 < pT < 5 GeV/c used in the publication is split in this work to two pT intervals. This allows
to conclude that the results at different rapidities are consistent within uncertainties already from
pT = 4 GeV/c as discussed above.

5.3.2 Model comparisons

The inclusive J/ψ production yield and RAA as a function of pT in the centrality class 0–10% are
compared to the model calculations in Figure 5.9. Both models are in a very good agreement with
the measurements for pT < 4 GeV/c, where both model calculations predict sizable contribution to
the J/ψ production from (re)generation. At higher pT, the TM1 describes well the measurement,
whereas the SHM model underestimates it.

The same observables measured in the centrality interval 30–50% are compared to the model
calculations in Figure 5.10. The TM1 tends to underestimate the J/ψ RAA in the interval 3 <
pT < 7 GeV/c. The SHM is in good agreement with the measurement up to pT = 4.5 GeV/c and
undershoots it at higher pT.

87



0 5 10 15
)c (GeV/

T
p

5−10

4−10

3−10

2−10

1−10-1 )c
) 

(G
eV

/
T

pd
y

/(
d

N2 d Data
SHM
TM1

This work
 = 5.02 TeVNNsPb-Pb 

| < 0.9y, |ψInclusive J/
Centrality 0-10%

0 5 10 15
)c (GeV/

T
p

0

0.5

1

1.5

2

A
A

R

Data
SHM
TM1

This work
 = 5.02 TeVNNsPb-Pb 

|<0.9y, |ψInclusive J/
Centrality 0-10%

Figure 5.9: Inclusive J/ψ production yield (left) and RAA (right) as a function of pT in Pb–Pb
collisions in the centrality class 0–10%. The measurement is compared to the model calculations of
the SHM [101] and the TM1 [105].
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Figure 5.10: Inclusive J/ψ production yield (left) and RAA (right) as a function of pT in Pb–Pb
collisions in the centrality class 30–50% compared to the model calculations of the SHM [101] and
the TM1 [105].

5.3.3 Summary

The inclusive J/ψ production at midrapidity in Pb–Pb collisions at
√
sNN = 5.02 TeV is presented

as a function of centrality and pT. The pT-differential measurement is carried out in the central
(0–10%) and semi-central collisions (30–50%).

Smaller granularity of centrality intervals in comparison to [152] used for the measurement in
this thesis allows to better explore the centrality dependence of the J/ψ RAA. The measurement
presented in this thesis shows an increase towards the most central events from the centrality around
40%. This conclusion could be made only for the centrality above 20% in the case of [152].

The pT-differential J/ψ RAA for the centrality class 30–50% suggests a decrease in comparison
to the centrality class 0–10% at pT < 3 GeV/c. This points to a larger (re)generation contribution
to the J/ψ production at low pT in the most central collisions compared to semi-central collisions.
In the same pT region, the J/ψ RAA values for different examined centrality classes (0–20%, 20–40%
and 40–90%) do not show an ordering with respect to each other.

The J/ψ RAA values as a function of centrality are higher at midrapidity compared to forward
rapidity (3.5 < y < 4.0) for the centrality range 0–40%. The pT dependence of the J/ψ RAA

for the centrality class 0–10% is newly examined in seven pT intervals in 0.15 < pT < 10 GeV/c.
Four intervals are used in [152] for the same pT range. The measurement is newly extended up
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to pT = 15 GeV/c. In the most central collisions, the measurement in finer pT intervals allows to
conclude that the J/ψ RAA at midrapidity suggests an increase in comparison to forward rapidity
for pT < 4 GeV/c. The two measurements are consistent within uncertainties at higher pT. The
discussed comparisons of measurements at different rapidity ranges as a function of centrality and
pT support picture of stronger (re)generation due to a larger charm quark density at midrapidity
compared to forward rapidity.

The J/ψ RAA and production yields are compared to the model calculations. The transport
approach TM1 and the SHM are in agreement with the J/ψ RAA obtained as a function of centrality
over full centrality range considered. At low pT, both models predict a significant contribution of
(re)generation to the J/ψ production compensating fully or to a large extent the suppression due to
the color screening. This leads to the large J/ψ production yields and RAA at low pT, which is in
agreement with the presented measurements.
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Conclusion and outlook

The J/ψ meson in heavy-ion collisions serves as a probe of the state of deconfined strongly interacting
matter called the quark-gluon plasma. Free color charges in the deconfined medium can prevent the
formation of J/ψ mesons due to the color screening of the cc̄ potential. This leads to a suppression
of the J/ψ production yields in heavy-ion collisions with the QGP stage. At large collision energy
such as the LHC energy, the density of charm quarks and anti-quarks in the deconfined medium
leads to a significant contribution of (re)generation to the J/ψ production.

The inclusive J/ψ production yield and nuclear modification factor RAA at midrapidity are
measured in Pb–Pb collisions collected by ALICE at

√
sNN = 5.02 TeV. The results are presented

as a function of collision centrality and transverse momentum down to pT = 0.15 GeV/c. Low pT

J/ψ production at midrapidity studied uniquely at the LHC by ALICE is especially interesting,
since (re)generation is expected to have the most significant effect on the J/ψ production in this
kinematic region. The J/ψ invariant mass distribution is build from electron candidates selected
such that background contamination is reduced while preserving as much efficiency as possible. The
extracted J/ψ yields are corrected on the efficiency of electron candidate selections. The efficiency
of the particle identification selections is newly data driven, which allows to obtain it with a higher
precision compared to previous J/ψ production measurements in Pb–Pb collisions at midrapidity
performed by ALICE. The new method underwent various tests. Systematic uncertainty of the J/ψ
production yield is carefully studied using state-of-the-art techniques.

The measurement of the J/ψ production at
√
sNN = 5.02 TeV has been already published in

[152]. However, the results in the publication are obtained only using part of the nowadays available
data sample. The full data sample used in this work allows to study the J/ψ production yields as a
function of centrality and pT in finer intervals. Thus, the centrality and pT dependences are better
revealed compared to the measurement in the publication. The inclusive J/ψ production yield and
nuclear modification factor RAA presented in this theses are internally reviewed and approved for
publication by the ALICE Collaboration. The publication is in preparation.

The measured J/ψ RAA as a function of centrality shows a hint of an increasing trend from the
semi-central to the most central collisions. On the other hand, the J/ψ RAA at the lower RHIC
energy decreasing towards central collisions is in a clear contrast to this finding. Comparisons of the
pT-differential and centrality dependent RAA at midrapidity to the measurement at forward rapidity
suggests larger (re)generation at low pT at midrapidity compared to forward rapidity due to a larger
charm quark density. The J/ψ RAA at midrapidity in the most central collisions hints at increase of
(re)generation component compared to the semi-central collisions at low pT. A similar conclusion
could not be made in [152] when comparing pT-differential results in different centrality classes.
At large pT, J/ψ is suppressed due to color screening and/or energy loss of charm quarks in the
deconfined medium. The J/ψ RAA can be reasonably well described for all centrality classes and at
low pT by two approaches considering (re)generation–transport and statistical hadronization models.
Large uncertainties of the model calculations, sizable differences between important common model
inputs and the uncertainty of the measurement leave the question of the exact J/ψ production
phenomenology open. Steps forward on the theory side could be pursued already now by unifying
important model input values. In summary, the presented measurement strongly supports picture of
(re)generation as an important J/ψ production mechanism at low pT at the LHC energy especially
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significant at midrapidity. Charm quarks are created almost exclusively during hard scatterings at
the beginning of a heavy-ion collision due to their large masses. Subsequently, they interact with
the deconfined medium surrounding them and can be bound in J/ψ mesons already during the QGP
phase and/or at the phase boundary. Whether J/ψ mesons are formed already during the QGP
evolution or solely at the phase boundary is not clear yet.

A major upgrade of the ALICE detector opens an opportunity to improve the precision of
presented measurements and study probes of the QGP not accessible yet. The upgrade of the
TPC detector will allow continuous readout. Thus, the full future collision rate of 50 kHz will be
employed leading to the collection of a 50–100 larger data sample of Pb–Pb collisions in comparison
to Run 2. Tracking performance will be improved by the upgraded ITS detector due to an increased
granularity and a reduction of the material budged. Reconstruction of secondary vertices will be
newly possible also at forward rapidity due to the new Forward Muon Spectrometer placed in front
of the muon absorber. These improvements will allow to study the non-prompt and prompt J/ψ
production components with a better precision at midrapidity and newly also at forward rapidity.
The measurement of the non-prompt J/ψ production enables studies of beauty quark physics. The
measurements of higher charmonium states will be accessible. For example, the production of higher
charmonium state ψ(2S) will be measured at midrapidity and forward rapidity. It is expected that
the comparisons of the ratios of ψ(2S) and J/ψ production yields will lead to distinguishing between
models including (re)generation at the phase boundary and during the QGP phase [186, 187].

The data-driven PID efficiency helps to reduce systematic uncertainty on the measurement pre-
sented in this thesis and will be important as well for the J/ψ analysis using Run 3 data samples.
Increased abundance of collected data should be accompanied also by further improvements of the
analysis methods. Statistical and systematic uncertainties are currently similar for pT-differential
measurement and the granularity of pT intervals already reveals relatively well the shape of the J/ψ
production yield distribution. Thus, in order to fully profit from great abundance of the data in the
Run 3, it will be needed to reduce as well currently dominant source of systematic uncertainty—the
uncertainty on the ITS-TPC matching efficiency. The difference between MC simulation and the
data should be used to correct the data points itself instead of assigning systematic uncertainty.
This will require careful studies of systematic uncertainties on such correction.

In conclusion, an exciting data taking of abundant Pb–Pb collision data samples lies ahead of
the ALICE collaboration. New analysis methods help to improve precision of the J/ψ production
already now. Further developments should follow. The underlying mechanisms of the charmonium
(re)generation in Pb–Pb collisions at the LHC energy could be revealed soon.
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Publications and other contributions

The measurement presented in this work is part of the first publication listed below. The physics
analysis is internally reviewed in the ALICE Collaboration. The publication is currently in prepa-
ration. The preliminary results of the measurement have been presented as a posted at the Quark
Matter Conference 2019. The second publication listed below are conference proceedings from the
LHCP2020 conference. Besides of the two publications, a contribution has been made to the ALICE
TPC upgrade. I have participated in testing of the Gas Electron Multiplier foils after their arrival at
GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt, their framing, the assembling onto
the readout chamber bodies, and testing of the chambers.

1) ALICE collaboration, “Measurement of inclusive J/ψ production at mid- and forward rapidity in
Pb–Pb collisions at

√
sNN = 5.02 TeV”, publication in preparation.

2) Alena Gromada, “Recent results on hard and rare probes from ALICE”, In: PoS LHCP2020
(2021). Ed. by Bruno Mansoulie, et al., p. 032. DOI: 10.22323/1.382.0032, arXiv:2010.04692
[nucl-ex].
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[151] F. V. Böhmer et al. “Space-Charge Effects in an Ungated GEM-based TPC”. 2012. arXiv:
1209.0482 [physics.ins-det].

[152] S. Acharya et al. “Centrality and transverse momentum dependence of inclusive J/ψ produc-
tion at midrapidity in Pb–Pb collisions at

√
sNN = 5.02 TeV”. In: (2019). arXiv: 1910.14404

[nucl-ex].

[153] W.-T. Deng, X.-N. Wang, and R. Xu. “Hadron production in p+p,p+Pb, and Pb+Pb colli-
sions with the hijing 2.0 model at energies available at the CERN Large Hadron Collider”.
In: Physical Review C 83.1 (2011). issn: 1089-490X. doi: 10.1103/physrevc.83.014915.
url: http://dx.doi.org/10.1103/PhysRevC.83.014915.
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