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Kurzfassung

Diese Dissertation präsentiert eine Suche nach dem Leptonflavour verletzenden Zer-
fall τ+ → µ+µ−µ+ mit Hilfe einer Analyse von Daten, die vom LHCb-Experiment
bei Proton-Proton-Kollisionen mit einer Schwerpunktsenergie von 13 TeV aufgeze-
ichnet wurden. Der Datensatz entspricht einer integrierten Luminosität von 5.4 fb−1.
Bisher ist keine Leptonflavour-Verletzung im geladenen Sektor beobachtet worden.
Bei der Berücksichtigung von Neutrinooszillationen im Standardmodell (SM) wer-
den solche Prozesse mit nicht messbaren Zerfallsraten erwartet, weshalb die Beobach-
tung von τ+ → µ+µ−µ+ ein klares Zeichen für neue Physik wäre. Selbst falls
der Zerfall nicht beobachtet wird, würde eine Verbesserung der Obergrenze des
Verzweigungsverhältnisses von τ+ → µ+µ−µ+ uns erlauben, neue Theorien von
Physik jenseits des SM einzuschränken, welche ein Verzweigungsverhältnis mess-
bar mit der Sensitivität der heutigen experimentellen Einrichtungen vorhersagen.

Die primäre Herausforderung der Analyse ist die Identifikation und Unterdrück-
ung der Untergrundquellen. Diese stammen von zufälligen Kombinationen von
Spuren, die fälschlicherweise dem τ Zerfall zugeordnet wurden, und von der Fehli-
dentifikation von Hadronen (π±, K±), die aus D+ oder Ds Zerfällen stammen. Die
Analyse ist so gestaltet, dass zunächst die Signalregion entfernt wird, um Vorein-
genommenheit in der Optimierung der Signalauswahl zu vermeiden. Die Unter-
drückung des Untergrundes wird durch multivariate Klassifikationsmodelle erre-
icht, die darauf trainiert werden, zwischen Signal- und Untergrundereignissen zu
unterscheiden. Die Anzahl von τ Leptonen, die in der Akzeptanz von LHCb pro-
duziert werden, wird durch die Anzahl der D+

s → ϕ(µ+µ−)π+ Zerfälle normal-
isiert. Eine erwartete Obergrenze von

B(τ+ → µ+µ−µ+) < 1.8(2.1)× 10−8

bei einem Konfidenzniveau von 90%(95%) wird mit Hilfe der CLs-Methode bes-
timmt.
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Abstract

This thesis presents a search for the lepton flavour violating decay τ+ → µ+µ−µ+

using data collected by the LHCb experiment in proton-proton collisions at a centre-
of-mass energy of 13 TeV, corresponding to an integrated luminosity of 5.4 fb−1. As
of today, no lepton flavour violation has been observed in decays of charged leptons.
When accounting for neutrino oscillations in the Standard Model, such processes
are expected at undetectable decay rates, thus the observation of the τ+ → µ+µ−µ+

decay would be a clear sign of new physics. Even if the decay is not observed,
improving the upper limit on the branching fraction of τ+ → µ+µ−µ+ would allow
us to constrain theories of physics beyond the Standard Model that predict a decay
rate within the sensitivity of the current experimental facilities.

The main challenge of the analysis is the identification and rejection of the back-
ground sources, originating from accidental combinations of tracks wrongly associ-
ated with a τ decay and from the misidentification of hadrons (π±, K±) coming from
D+ or Ds decays. The analysis is designed by removing the signal region in data in
order to avoid biases in the optimisation of the signal selection. The background sup-
pression is achieved by means of multivariate classification models trained to distin-
guish between signal and background events. The number of τ leptons produced in
the LHCb acceptance is normalised to the yield observed in the D+

s → ϕ(µ+µ−)π+

channel. An expected upper limit of

B(τ+ → µ+µ−µ+) < 1.8(2.1)× 10−8

is found at 90%(95%) confidence level using the CLs method.
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1

Introduction

The Standard Model (SM) of particle physics represents our present best knowledge
of the basic building blocks of the universe and of their fundamental interactions.
Despite being incomplete -it does not include gravity-, the SM has successfully pre-
dicted the outcome of a plethora of experiments with remarkable accuracy. How-
ever, there is a series of phenomena that the SM leaves unexplained: the excess of
matter over antimatter in the universe, the presence of dark matter and dark energy
and the non-zero neutrino mass.

In the last decades, the theory community has developed alternative theories
and extensions of the SM that contemplate such phenomena, and with the advent
of high-energy experiments, a considerable effort has been dedicated to the search
for new physics signatures. The observation of neutrino oscillations in 1998 by the
Super-Kamiokande experiment [1] has shown that lepton flavour can be violated in
the neutral sector, opening the possibility for new physics scenarios. Unlike neu-
trinos, transitions among charged leptons with different lepton family numbers are
forbidden in the SM. Even in an extended version of the SM including neutrino os-
cillations, such processes are predicted at undetectable decay rates (< O(10−50)).
Theories of physics beyond the SM enhance the branching fraction of processes in-
volving charged lepton flavour violation to the sensitivity level of the present exper-
imental facilities. The search for such decays performed at particle colliders repre-
sents one way to test, and possibly constrain, these new physics models.

This thesis presents a search for the lepton flavour violating decay τ+ → µ+µ−µ+1,
carried out analysing data collected in 2016-2018 (Run 2) at the LHCb experiment.
The LHCb experiment is located at the Large Hadron Collider (CERN) and designed
for the study of beauty and charm decays. The aim of the analysis is the first obser-
vation of the decay or, in case of the observation of no events, the improvement of
the limit on its branching fraction. The current most stringent limit on the branch-
ing fraction of the decay, namely 2.1 × 10−8, was set by the Belle experiment at 90%
confidence level (CL) [2]. Despite the abundant production of τ leptons at LHCb,
the identification of τ+ → µ+µ−µ+ decays in hadronic collisions is actually more
challenging compared to electron-positron experiments because of the higher back-
ground contamination.

The LHCb collaboration already provided an upper limit for the branching frac-
tion of τ+ → µ+µ−µ+ of 4.6 × 10−8 at 90% CL after analysing data collected during
Run 12 [3]. The higher luminosity and production cross section of Run 2 leads to
an expected improvement on the Run 1 limit of ∼40%. With the analysis presented
in this thesis, an expected upper limit of 1.8 × 10−8 is determined at 90% CL. If the
observed limit will correspond to the expected, this analysis would set the world’s
most stringent limit on the branching fraction of the τ+ → µ+µ−µ+ decay.

1Charge conjugation is implied henceforth for all decay modes throughout this thesis.
2First LHCb data-taking period (2011-2012).



2 Introduction

The thesis is structured as follows. In Chapter 1, an introduction to lepton flavour
violation and to the τ+ → µ+µ−µ+ decay is presented. In Chapter 2 the experimen-
tal setup and the data acquisition system of the LHCb experiment are described with
a focus on the sub-detectors playing a crucial role in the reconstruction and selection
of τ+ → µ+µ−µ+ decays. The analysis strategy is defined in Chapter 3, while in
Chapter 4 the recorded and simulated data sets are described. One of the novelties
of this analysis is the inclusion of events where only two of the tracks in the final
state are identified as muons. In Chapter 5, the preliminary cuts applied to select
signal events are presented in detail. Chapter 6 is dedicated to the calibration of
the simulated sample performed exploiting the D+

s → ϕ(µ+µ−)π+ 1 channel. The
strategy followed to discriminate between signal and background events is depicted
in Chapter 7. A detailed study of the possible background sources and the esti-
mated size of their contribution is presented in Chapter 8. The efficiencies of the
applied selection are evaluated on simulated events and reported in Chapter 9. In
Chapter 10, an overview of the systematic uncertainties affecting the final measure-
ment is outlined. The expected limit on the branching fraction is finally presented
in Chapter 11. The analysis and the results are summarised in Chapter 12, while
supplementary material is given in the Appendixes A, B, C, D.

This thesis project has been carried out within the LHCb collaboration, an or-
ganisation composed of 1599 members from 96 institutes spread over 21 countries.
The analysed data have been collected and processed by means of software architec-
tures and analysis tools developed by current and former collaboration members. In
particular, the analysis here presented relies on the fruitful collaboration of LHCb
members affiliated with the University of Milano Bicocca, the University of Rome
Tor Vergata and the Heidelberg University. The author is responsible for the prepa-
ration of the simulated samples presented in Chapter 4, for the application of the
signal selection outlined in Chapter 5 and for the calibration of the τ+ → µ+µ−µ+

mass shape illustrated in Chapter 6. The study of the sample made of events where
only two of the final-state tracks are identified as muons has been entirely performed
by the author, including the strategy adopted to suppress the background contami-
nation, outlined in Chapter 7, and the estimate of its residual contribution, presented
in Chapter 8. The evaluation of the normalisation factor discussed in Chapter 9, the
effect of the systematic uncertainties in Chapter 10 and the final estimate of the ex-
pected upper limit presented in Chapter 11 have been carried out by the author.
The optimisation of the trigger selection in Chapter 5, the calibration of the kine-
matic features in the simulated sample in Chapter 6 and the training of the classi-
fiers in the sample with three tracks identified as muons discussed in Section 7.2, is
the result of the work of a former PhD student of the University of Milano Bicocca.
The calibration of the particle identification variables in Chapter 6 and the estimate
of the residual contamination of background originating from misidentified tracks
presented in Chapter 8.2 have been carried out by a post-doctoral researcher of the
University of Milano Bicocca. No part of this study would have been possible with-
out the fruitful discussion within the members of the analysis working group and
the constant support of Dr. Flavio Archilli.

Throughout the doctorate program, the author has contributed to the software
upgrade of the LHCb experiment for Run 33 by working on the development of the
trigger lines dedicated to the evaluation of the track reconstruction efficiency of the

3Third LHCb data-taking period started in 2022.
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detector. A detailed description of the method used to evaluate the track reconstruc-
tion efficiency at LHCb is given in Section 9.5.1. For two years the author served
as liaison for "Tracking and Alignment" for the Rare Decays Working Group of the
LHCb collaboration. In addition, the author has been involved in the commission-
ing of the Scintillating Fibre (SciFi) Tracker [4] for the LHCb upgrade and filled the
role of data manager during data-taking shifts.
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Chapter 1

Theoretical and experimental
background

1.1 The Standard Model

The Standard Model (SM) [5–7] of particle physics is a theoretical framework based
on symmetry principles representing our present best knowledge of the elementary
particles and their mutual interactions.

The matter particles included in the SM, also known as fermions because of their
spin 1/2, are classified into six leptons and six quarks depending on the force rul-
ing their interactions. Leptons include three charged particles, namely the electron
(e), muon (µ) and tau (τ), and three neutral particles labelled electron-neutrino (νe),
muon-neutrino (νµ) and tau-neutrino (ντ). Among the quarks, three have electric
charge of +2/3, namely the up (u), charm (c) and bottom (b) quarks, while the down
(d), strange (s) and top (t) quarks have electric charge of −1/3.

Each particle has its corresponding anti-particle and they all carry the charge
of the weak interaction, known as weak isospin, and can therefore all undergo the
weak interaction. Having no electric charge, neutrinos are the only fermions not sub-
ject to the electromagnetic interaction. The main property of quarks instead is that,
unlike leptons, they carry color charge and can therefore interact also via the strong
interaction.

As shown in Table 1.1, fermions are grouped into three generations, or families,
each containing two leptons (one charged and one neutrino) and two quarks. With
the exception of neutrinos, whose masses have not been determined yet, each mem-
ber of a higher generation have greater mass than the corresponding fermion of the
previous generation. All leptons carry the so-called lepton charge, or lepton num-
ber, defined in the SM as L = Nleptons − Nanti−leptons. The lepton number is one of
the two accidental symmetries of the SM and therefore expected to be conserved in

TABLE 1.1: The matter elementary particles of the SM divided into
leptons and quarks. The masses are taken from the Particle Data

Group (PDG) [8].

Leptons Q Mass [ MeV/c2] Quarks Q Mass [ GeV/c2]

First
generation

electron (e−) -1 0.51 ± 0.00 down (d) -1/3 0.0047+0.5
−0.2

neutrino (νe) 0 < 10−6 up (u) +2/3 0.0022+0.5
−0.3

Second
generation

muon (µ−) -1 105.67 ± 0.00 strange (s) -1/3 0.093+0.009
−0.003

neutrino (νµ) 0 < 10−6 charm (c) +2/3 1.27 ± 0.02
Third

generation
tau (τ−) -1 1776.86 ± 0.12 top (t) -1/3 172.69 ± 0.30

neutrino (ντ) 0 < 10−6 bottom (b) +2/3 4.18+0.03
−0.02



6 Chapter 1. Theoretical and experimental background

TABLE 1.2: Lepton number and lepton family numbers for leptons
and their corresponding anti-particles.

Leptons L Le Lµ Lτ

e− (e+) +1 (-1) +1 (-1) 0 0
νe (ν̄e) +1 (-1) +1 (-1) 0 0
µ− (µ+) +1 (-1) 0 +1 (-1) 0
νµ (ν̄µ) +1 (-1) 0 +1 (-1) 0
τ− (τ+) +1 (-1) 0 0 +1 (-1)
ντ (ν̄τ) +1 (-1) 0 0 +1 (-1)

interactions [9]. In addition, leptons belonging to the same family share the same
lepton family number, also conserved in interactions, named Le for the electron and
the electron-neutrino, Lµ for the muon and the muon-neutrino, and Lτ for the tau
and the tau-neutrino (see Table 1.2).

Mathematically speaking, the SM is a gauge invariant quantum field theory based
on the symmetry group SU(3)× SU(2)× U(1), with SU(3) being the colour group
for the strong interaction and SU(2) × U(1) for the electroweak interaction. The
strong interaction between quarks is predicted by the theory of quantum chromo-
dynamics (QCD) to be mediated via a four-vector gluon field characterised by the
propagation of eight gluons, each with a different colour charge. Because of the
nature of the QCD interactions, particles with colour-charge, such as quarks and
gluons, can never be observed as free particles, but are always confined to color-
neutral bound states called hadrons. Depending on their quark composition, hadrons
are divided into mesons, made of one quark and one anti-quark, and baryons, made
of three quarks. The second and last accidental symmetry of the SM is the so-called
baryon number, defined as 1

3 (Nquarks − Nanti−quarks) and therefore assuming value
+1(−1) for baryons (anti-baryons) and 0 for mesons.

Intended as a unified description of the electromagnetic and weak forces, the
electroweak interaction is mediated via the boson fields Wi (i = 1, 2, 3) and B.

The spontaneous symmetry breaking of the electroweak symmetry SU(2)×U(1)
to U(1)em via the Higgs mechanism generates the observed physical particles asso-
ciated to these fields, namely the W± and Z0 vector bosons, and the photon γ, medi-
ators of the weak and electromagnetic interaction, respectively. The neutral particles
Z0 and γ are related to the boson fields B and W3 via the rotation(

γ
Z0

)
=

(
cosθW sinθW
−sinθW cosθW

)(
B

W3

)
, (1.1)

where θ is the weak mixing angle, also known as Weinberg angle. The mass of the
Z0 particle can be written in terms of the mass of the W± particles as

mZ =
mW

cosθW
. (1.2)

The massive charged bosons W± are instead a combination of the W1 and W2 bosons:

W± =
1√
2
(W1 ∓ iW2) . (1.3)

The electric charge Q is defined as a linear combination of the third component of
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the weak isospin (I3) and the weak hypercharge (YW) of the fermions by the Gell-
Mann–Nishijima formula

Q = I3 +
YW

2
. (1.4)

The SM has been successfully tested by various experiments over the last decades;
nevertheless, there are many important questions which remain unexplained. First
of all, the SM does not include gravity which makes it an incomplete theory. The
charge conjugation and CP violation observed so far and predicted by the SM is in-
sufficient to explain the excess of matter over antimatter in our universe. None of
the particles included in the SM represent a good candidate for dark matter; even
dark energy does not find an explanation in the SM. In addition, the experimental
observation of neutrino oscillations by SNO and other experiments [1] have shown
that neutrinos have small but yet non-zero masses as otherwise stated by the SM.

The weak eigenstates νe, νµ and ντ are related to the three mass eigenstates ν1, ν2
and ν3 by the unitary PMNS (Pontecorvo-Maki-Nakagawa-Sakata) mixing matrix.νe

νµ

ντ

 =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

ν1
ν2
ν3

 (1.5)

Neutrino oscillations can only occur if the masses of the ν1, ν2 and ν3 eigenstates
are not the same and therefore if at least one neutrino has a non-zero mass. The
observation of this phenomenon also demonstrates that lepton flavour is not strictly
conserved, opening the possibility for an extended model of particle physics.

1.2 Lepton Flavour Violation in the charged sector

The mixing of neutrinos leads to lepton flavour violation in processes where no neu-
trino is involved in the initial and final state. This is referred to as lepton flavour
violation in the charged sector (cLFV) and it occurs in processes that conserve the
total lepton number L but violate the lepton number associated to the flavour of the
decay particles [10]. Depending on which lepton number is violated, cLFV processes
can be sorted into three groups:

• ∆(Le − Lµ) = 2, involving transitions from the second to the first family;

• ∆(Le − Lτ) = 2, involving transitions from the third to the first family;

• ∆(Lµ − Lτ) = 2, involving transitions from the third to the second family.

The abundance of muons from cosmic radiation and at dedicated detectors makes
some of the processes belonging to the first group the most searched ones. Among
them, it is worth to mention the µ+ → e+γ, µ−N → e−N and µ+ → e+e−e+ decays.
The present best upper limit on the branching fraction of µ+ → e+γ was set in 2016
by the MEG experiment (PSI) at 4.2× 10−13 @ 90% confidence level (CL) [11]. Back in
1988, the SINDRUM experiment (PSI) published what is still today the best limit on
the branching fraction of the µ+ → e+e−e+ decay, namely 1.0× 10−12 @ 90% CL [12].
The Mu3e experiment, to be realised at the PSI and designed for the search for the
µ+ → e+e−e+ decay, aims at reaching a 10−16 sensitivity within its three operational
phases [13].

The large mass of the tau lepton allows for many LFV processes in comparison
with muon decays. In this thesis I will focus on the search for the τ+ → µ+µ−µ+
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FIGURE 1.1: Feynman diagrams for the τ− → µ−µ+µ− decay in
the Standard Model extended with massive neutrinos allowing for
flavour changing neutral current at a very low rate; νj indicates a neu-

trino mass eigenstate. Taken from Ref. [14].

decay, however, in addition to purely leptonic processes, like τ+ → l+γ or τ+ →
l+l−l+ (l ∈ {e, µ}), there is a variety of decays involving hadrons that can be tested
in the search for cLFV, such as τ+ → l+π0, τ+ → l+π+π−.

Despite being theoretically more appealing, τ decays are actually more challeng-
ing from the experimental side. There is indeed no “direct” way to produce τ lep-
tons, if not as decay products at proton or electron colliders.

1.2.1 The τ+ → µ+µ−µ+ decay

In a massive neutrino scenario, cLFV can occur via one-loop diagrams with a couple
of Wlνl (l = e−, µ−, τ−) vertices with different flavour neutrinos each. Figure 1.1
shows two possible Feynman diagrams contributing to the τ+ → µ+µ−µ+ decay
in the SM with massive neutrinos allowing for flavour-changing neutral currents.
According to what is reported in Ref. [15], due to the unitarity of the mixing matrix,
the GIM mechanism [16] produces for these processes a suppression of the form

σ ∝

∣∣∣∣∣∑i
UτiU∗

µi log
m2

νi

M2
W

∣∣∣∣∣
2

, (1.6)

where mνi (with i = 1, 2, 3) and MW are the masses of the three neutrinos and of the
W boson, respectively, and Uli are the corresponding PMNS matrix elements. This
suppression leads to a branching fraction of the order of 10−14. A different prediction
is proposed in Ref. [17] where the suppression assumes the form of

σ ∝

∣∣∣∣∣∑i
UτiU∗

µi
m2

νi

M2
W

log
m2

νi

M2
W

∣∣∣∣∣
2

(1.7)

and leads to a branching fraction of the order of 10−54, well below the current and
foreseen experimental sensitivity. The assumptions made in Ref. [15] and [17] are
both disproved by a study presented in a recent paper [18], where a suppression of
the form of

σ ∝

∣∣∣∣∣∑i
UτiU∗

µi
m2

νi

M2
W

∣∣∣∣∣
2

(1.8)
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TABLE 1.3: Predictions for the branching fraction of τ+ → µ+µ−µ+

in different BSM models.

Model B(τ+ → µ+µ−µ+) Ref.

Standard Model + neutrino oscillations 10−55 [18]
SM with right-handed heavy Majorana neutrino ∼ 10−10 [19]
left-right SUSY 10−7 [20]
SUSY with neutral Higgs ≲ 4 × 10−10 [21]
SUSY with Higgs triplet 10−7 [22]
Non universal Z

′
(technicolor) 10−8 [23]

is instead proposed. The prediction for the branching fraction of the τ+ → µ+µ−µ+

decay in a massive neutrino scenario presented in Ref. [18] is 10−55, even smaller
than the one predicted in Ref. [17].

On the other hand, there are several theories of physics beyond the Standard
Model (BSM) in which the branching fraction of lepton flavour violating decays in
the charged sector is predicted to be of the order of 10−10 − 10−7, definitely more in
line with the sensitivity of existing experimental facilities. Among these theories it
is worth to mention supersymmetry (SUSY) in combination with different types of
symmetry breaking, models including heavy neutrinos or models including an extra
neutral gauge boson Z′. In Table 1.3, an overview of some of these BSM models is
reported, together with the predicted BF for the τ+ → µ+µ−µ+ decay.

Depending on whether charged-lepton flavour changing decays are forbidden
or allowed at the tree level, these extensions to the SM can be separated in two main
classes.

• If forbidden at the tree level, charged-lepton flavor violation can occur at the
loop level where, for instance, νj or γ, Z (see Figure 1.1) are replaced with
new particles, like right-handed heavy Dirac or Majorana neutrinos (see Ta-
ble 1.3). Another example is the (minimal) supersymmetric extension of the
SM including heavy right-handed neutrinos, responsible for the generation of
low energy neutrino masses via the see-saw mechanism, which predicts for the
τ+ → µ+µ−µ+ a branching fraction of the order of 10−10.

• In the second category, the charged lepton flavour violation can occur at the
tree level through the exchange of new heavy particles. An example are the
Higgs-mediated decays in supersymmetric seesaw models, whose representa-
tion in terms of Feynman diagrams is given in Figure 1.2.

1.3 State of the art

To date no LFV in the charged sector has been observed yet. Thus on the one hand,
the observation of the τ+ → µ+µ−µ+ decay would be a clear hint of new physics,
on the other hand, the improvement of the existing limit on its branching fraction
would allow to constrain different models of physics BSM.

The LHCb collaboration already provided a first measurement of the branch-
ing fraction of τ+ → µ+µ−µ+ after analysing data collected in 2011-2012 and cor-
responding to an integrated luminosity of 3 fb−1 [3]. An upper limit of B(τ+ →
µ+µ−µ+) < 4.6(5.6)× 10−8 at 90% (95%) confidence level (CL) was measured. The
BaBar collaboration also set a limit on the τ+ → µ+µ−µ+ branching fraction of
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FIGURE 1.2: Dominant Higgs penguin diagrams contributing to
τ+ → µ+µ−µ+ decays in supersymmetric seesaw models at large
tan β = v1/v2, where v1 and v2 are the vacuum expectation values of

the exchanged particle. Taken from Ref. [21].

5.3 × 10−8 at 90% CL using 376 fb−1 of data collected at the SLAC PEP-II B-factory
[24].

In 2016, the ATLAS experiment published its sensitivity to the τ+ → µ+µ−µ+

decay after analysing 20.3 fb−1 of p-p collision data at a centre-of-mass energy of
8 TeV. An upper limit on branching fraction was set at 3.76(3.94)× 10−7 at 90% (95%)
CL [25]. The CMS experiment also performed a search for the τ+ → µ+µ−µ+ decay
on 33.2 fb−1 of data collected at LHC in 2016, which lead to an upper limit on the
branching fraction of 8.0 × 10−8 at 90% CL [26].

At present, the world best experimental upper limit on this branching fraction
from a single experiment is the one provided by the Belle collaboration who mea-
sured an upper limit of 2.1 × 10−8 @ 90% CL using 782 fb−1 of data collected at the
KEKB asymmetric-energy e+e− collider [2]. The best limit from the average of the
BaBar, Belle and LHCb results is 1.1 × 10−8 at 90% CL [27].

1.4 Future prospects

The future of the search for the lepton flavour violation in the charged sector will
be strongly determined by the High-Luminosity of LHC (HL-LHC) [28]. The peak
instantaneous luminosity is expected to reach 7.5 × 1034 cm−2s−1 with p-p collisions
happening at a centre-of-mass energy of

√
s =14 TeV.

During the HL-LHC, the LHCb experiment will be able to bring the upper limit
on the τ+ → µ+µ−µ+ decay down to O(10−9) after collecting 300 fb−1 of data [29].
The CMS and ATLAS experiments also published their prediction on the expected
exclusion limit at 90% CL. In particular, the CMS projection is at 3.7 × 10−9 and at
4.3 × 10−9 in the absence of additional muon coverage [30]. The ATLAS projections
instead are 5.4 × 10−9 for τ produced in W+ → τ+ντ decays and 1.0 × 10−9 for τ
produced in c- or b-hadron decays, dominated by D+

s → τ+ντ [31].
The creation of the Future Circular Collider (FCC) would also play a crucial role

in the search for cLFV. A first simulation study has shown that FCC-ee, the first stage
of FCC, would be able to reach a sensitivity of O(10−10) on the branching fraction of
the τ+ → µ+µ−µ+ decay [32].

All these predictions exceed the limits set by existing BSM theories opening the
possibility for further studies.
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Chapter 2

The LHCb experiment

In this Chapter a description of the LHCb detector and of its data-acquisition system
is presented. Specific attention is given to the sub-detectors playing a crucial role in
the reconstruction and identification of the signal decay.

2.1 The Large Hadron Collider

The LHCb detector is placed at the Large Hadron Collider (LHC), the world’s largest
and highest-energy particle collider [33] designed for the exploration of the Standard
Model at TeV energy scale and for the search for potential new physics signatures.
As illustrated in Figure 2.1, LHC consists of a 27 km ring located at a depth from 50
to 175 m underground on the Franco-Swiss border near Geneva, Switzerland. The
facility has been realised in the tunnel originally built for the Large Electron-Positron
(LEP) collider.

Before being injected in the main ring, the beams (protons or ions) are accelerated
by a four-level accelerating system in two separate beam-pipes. The first stage is a
source and linear accelerator, LINAC2, followed by the Proton Synchroton Booster
(PSB) where beams are injected with an energy of 50 MeV and accelerated up to an
energy of 1.4 GeV. In the Proton Synchroton (PS) and in the Super Proton Synchroton
(SPS) the beams reach an energy of 450 GeV; the final stage takes place in the LHC
ring where the two beams are accelerated in parallel until they reach the required

Alps

Geneva

Jura

IP1

IP8

LHO

FIGURE 2.1: Illustration of the Large Hadron Collider. Taken from
Ref. [33].
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FIGURE 2.2: Schematic view of the LHC with its injector. Taken from
Ref. [33].

energy. A schematic overview of the accelerating system of the LHC is displayed in
Figure 2.2.

The hadron collisions take place at four experimental insertions: two general
purpose detectors, ATLAS [34] and CMS [35], using proton-proton collisions (L ≥
1034 cm−2 s−1); one forward spectrometer dedicated to beauty and charm physics,
LHCb [36], exploiting proton-proton collisions at medium luminosity (L ∼ 1032

cm−2 s−1); one experiment dedicated to heavy-ion physics, ALICE [37], operating at
lower luminosity (L ∼ 1029 cm−2 s−1).

In the first operational period of LHC (2010-2013), called Run 1, proton beams
reached an energy collision of 8 TeV. During a two-year break, called First Long Shut-
down (LS1), LHC has been adapted to enable proton collisions at 13 TeV. The second
operational period (2015-2018) or Run 2, was followed by a second Long Shutdown
(LS2), where both the accelerator and the experiments have been upgraded in view
of the higher collision energy and luminosity of the third operational run (Run 3).
Due to the pandemic, Run 3 only started in April 2022 and is expected to continue
until 2026 [38].

2.2 The LHCb detector

The LHCb detector is a single arm forward spectrometer covering the pseudorapity1

range of 1.8 < η < 4.9. The experiment is dedicated to the precision measurements
of CP violation and of rare decays involving mesons or baryons containing b or
c quarks. As illustrated in Figure 2.3, the coordinates system of the LHCb detec-
tor consists of a right-handed Cartesian triplet where the z-axis is aligned with the
beam direction, the y-axis is pointing vertically upwards and the x-axis is pointing
towards the outside of the LHC ring. Cylindrical polar coordinates (r, θ, z) are also
used when needed. The forward geometry of the detector is motivated by the fact
that, at high energies, bb̄ pairs are produced in the same backward or forward cone;
processes of interest are indeed symmetrical with respect to the x-y plane (see Fig-
ure 2.4).

1The pseudorapidity is defined as η ≡ − log
[
tan

(
θ
2

)]
, where θ is the angle between the particle

momentum and the positive direction of the beam axis [39].
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FIGURE 2.3: Illustration of the LHCb detector in the y-z plane. Taken
from Ref. [36].
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FIGURE 2.4: Production angle of the bb̄ pair at the centre-of-mass en-
ergy of 14 TeV. 27% of all produced b or b̄ quarks are in the LHCb
acceptance (red color). In a standard general-purpose detector, cov-
ering the range |η| < 2.4, 49% of b or b̄ quarks are produced in its

acceptance. Taken from Ref. [40].

As previously mentioned, LHCb runs at a two order of magnitude lower lumi-
nosity with respect to ATLAS and CMS (see Figure 2.5). This operational choice
has the advantage of having a single proton-proton interaction per bunch crossing,
which is easier to analyse than events with multiple interactions, a low detector
occupancy and limited radiation damage. At LHCb, the luminosity can be tuned
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FIGURE 2.5: Development of the instantaneous luminosity for AT-
LAS, CMS and LHCb during LHC fill 2651. Taken from Ref. [41].

through a system of magnetic lenses that slightly changes the beam focus2 at its in-
teraction point independently from the other experiments [41].

The physics purpose of LHCb would not be feasible without a good tracking
system and excellent particle identification performance. The different sub-detectors
are described separately in the following.

2.2.1 Tracking system

An excellent tracking system is essential for providing a good decay time resolution,
needed in the study of time dependent effects, such as time dependent CP violation
or mixing, and a good invariant mass resolution for the suppression of the combi-
natorial background. The tracking system of LHCb consists of the VErtex LOcator,
surrounding the interaction region, and four tracking stations, namely the Trigger
Tracker (TT), placed upstream of the dipole magnet, and T1-T3, placed downstream
of the magnet.

Vertex locator

The VErtex LOcator (VELO) [36, 42] is the closest sub-detector to the interaction re-
gion. Its task consists in the reconstruction of the primary vertex (PV), i.e. the p-p
collision vertex, and of the decay vertex of b hadrons. It is a silicon strip detector
composed by 42 semicircular tracking stations positioned along the beam direction.
Each station is able to measure both the radial and angular coordinates of a particle
traversing the sensor. Its resolution is about 10 µm and 42 µm along the directions
perpendicular and parallel to the beam, respectively. In addition, the impact pa-
rameter of particles emitted with high transverse momentum is reconstructed with
a resolution of 20 µm.

The VELO has been designed to minimise the amount of material traversed by
a charged particle and, consequently, of the uncertainties caused by multiple scat-
tering. In Figure 2.6, a schematic representation of the VELO and its two possible
configurations are shown. The first configuration (Fully Open) is adopted in case of
unstable beams in order to avoid the damage of the detectors. The second one (Fully
Closed) is realised once the stability is reached and LHCb is ready for data taking.

2The beam focus at the collision point is commonly refereed to as beta function, β∗.
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FIGURE 2.6: Cross section of the VELO in the x-z plane at y=0. The
front face of the first modules is also illustrated in both the closed and

open positions. Taken from Ref. [36].

Dipole magnet

A dipole magnet, placed between RICH1 and the tracking stations T1, T2 and T3,
is used to measure the momentum of charged particles. It consists of two conical
saddle-shaped coils placed symmetrically to each other and crossed by a nominal
current of 5.85 kA. The resulting magnetic field has a magnitude of 4 Tm for tracks of
10 m length and is oriented in such a way that particles are deflected in the x-z plane.
The design had to accommodate the requirement of having a less than 2 Tm field
inside the RICH detectors and a field as high as possible in the region between the
VELO and the tracking stations. The magnet acceptance is ±250 mrad vertically and
±300 mrad horizontally. A perspective view of the magnet is displayed in Figure 2.7,
while in Figure 2.8 the map of the magnetic field along the z-axis is shown.

In order to reduce the systematic uncertainties introduced by the potential asym-
metry of the detector, the direction of the magnetic field is periodically changed and
the two configurations are referred to as Up and Down, to indicate the magnet po-
larity.

Silicon Tracker

The Trigger Tracker (TT) and the Inner Tracker (IT) constitute the Silicon Track-
ers (ST) as they both make use of silicon microstrip sensors with a strip pitch of
∼ 200 µm [36, 41, 43]. The TT station, located upstream of the dipole magnet, covers
the whole LHCb acceptance while the IT, placed downstream, covers a cross shape
region 120 cm wide and 40 cm high. Each station of the ST consists of four detection
layers: in the first and in the last layer the strips are displaced vertically, while in
the second and in the third layer strips are rotated by a stereo angle of -5°and +5°,
respectively (see Figure 2.9).

Both the TT and IT have a single-hit resolution of ∼50 µm, which gets worse in
proximity of the beam pipe, and a hit efficiency above 99%. The four hits provided
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FIGURE 2.7: Perspective view of the LHCb dipole magnet. Taken
from Ref. [36].

FIGURE 2.8: Magnetic field along the z-axis. Taken from Ref. [36].

by the TT are combined with those produced in the VELO in order to obtain a more
accurate reconstruction of the tracks. Moreover, it is used to measure the momen-
tum of those particles that are deflected by the magnet outside the acceptance of the
detectors positioned further downstream.

Outer Tracker

The Outer Tracker (OT) [36, 41] represents the outer parts of the tracking stations
T1, T2 and T3. It is designed as an array of individual straw-tube modules each
containing two staggered layers of drift-tubes with inner diameters of 4.9 mm. A
mixture of Argon (70%) and CO2 (30%) is chosen to guarantee a drift time below
50 ns and a drift-coordinate resolution of 200 µm. Each module is made of three
stations, each consisting of fours layers arranged as the layers in the ST stations (see
Figure 2.10). The OT acceptance goes from 300 mrad in the magnet bending plane
(horizontal) to 250 mrad in the non-bending plane (vertical), and it is therefore used
to reconstruct trajectories with high angular aperture.
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FIGURE 2.9: Layout of the four layers of the TT station. Different
shadings indicate different readout sectors. Taken from Ref. [43].

FIGURE 2.10: Arrangement of OT straw-tube modules in layers and
stations. Taken from Ref. [36].
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2.2.2 Particle identification system

RICH detectors

The capability of the LHCb experiment to identify effectively kaons and pions is an
essential prerequisite in the reconstruction of B and D decays with hadronic final
states. The identification of such particles is performed by the Ring Imaging CHe-
renkov Detectors RICH1 and RICH2 [36, 44] whose functioning is based on the Che-
renkov effect. When a charged particle crosses a dielectric medium with a velocity
v greater than the velocity of light in the medium, it emits electromagnetic radiation
inside a cone whose aperture angle θ is related to the parameter β = v/c:

cos θ =
1

nβ
, (2.1)

where n is the refractive index of the medium. The spectrum of the emitted radia-
tion, mainly concentrated in the UV band, has a characteristic shape depending on
the medium. The two RICH detectors measure the aperture angle of the cone and so
the ratio β = p/E of the particle. Combining this result with the momentum mea-
sured by the tracking system, it is possible to estimate the mass of the particle and
therefore assign a Particle IDentity (PID).

As shown in Figure 2.3, RICH1 and RICH2 are positioned in front and at the
exit of the dipole magnet, respectively. The first one is able to identify particles
with low momentum (up to 60 GeV/c) and has an angular acceptance between 30
and 300 mrad. The second one is dedicated to the identification of particles with
high momentum (up to 100 GeV/c) and with a deflection angle between 15 and
120 mrad. Figure 2.11 shows the reconstructed Cherenkov angle as a function of the
particle momentum. A distinct band is visible also for muons, suggesting that RICH
detectors, despite being mainly used for hadron indentification, provide useful in-
formation also for muon identification.

FIGURE 2.11: Reconstructed Cherenkov angle as a function of track
momentum. Taken from Ref. [45].
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FIGURE 2.12: Side view of the muon identification system. Taken
from Ref. [36].

Calorimeters

The LHCb calorimeter system [36], used to identify and measure the energy of pho-
tons, electrons and hadrons, consists of three main parts: the Pre-Shower/Scintillator
Pad Detector (PS/SPD), the Electromagnetic Calorimeter (ECAL) and the Hadronic
Calorimeter (HCAL). The SPD detector is positioned in front of the two calorime-
ters and its task is to discriminate between neutral and charged particles. The PD,
located between the SPD and the ECAL, is instead able to detect photons and elec-
tromagnetic showers.

Both calorimeters are made of layers of scintillator material alternate with lay-
ers of absorbing material. When a particle passes through or stops in the absorbing
material, it deposits part of its energy in the form of charged particles and photons.
This energy is then converted into photons in the scintillating material. The electro-
magnetic radiation produced, which is proportional to the original particle’s energy,
is then detected by photomultipliers.

Muon stations

Muon identification is a fundamental requirement given the presence of muon in the
final state of many rare decays, especially flavour-changing neutral current decays,
whose observation would be a clear hint of new physics. The muon identification
system [36, 46, 47] consists of five tracking stations. The first station, called M1, is
placed in front of the calorimeters and provides the transverse momentum measure-
ment of muon tracks used in the first hardware level of LHCb. The remaining four
stations M2, M3, M4, M5 are placed downstream and are separated by iron filters
(see Figure 2.12).
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The muon stations have a projective geometry, meaning that their transverse size
scales with the distance from the interaction point. The technology adopted is the
MWPC (multi wire proportional chamber) which is used for all regions except for
the inner region of station M1 where triple-GEM detectors are used.

2.2.3 Trigger system

Events detected by LHCb are subject to an immediate pre-selection, called trigger
[36, 48], organised in two levels:

• Hardware Level-0 (L0) trigger: it combines the information coming from the
first muon detector (M1) and from the electromagnetic and hadronic calorime-
ters. It reduces the beam crossing rate from 40 MHz (nominal frequency of the
bunch crossing) to 1 MHz. In order to guarantee a fast selection - it operates
at a speed comparable with that of the collisions - the selections have to be
extremely easy and not very restrictive. It uses information such as the energy
released by particles in calorimeters and the momentum of muons potentially
produced.

• Software Level trigger or High Level Trigger (HLT): it can be divided into two
selection stages named HLT1 and HLT2. The first one (HLT1) is responsible for
the reconstruction of the primary vertex and of the trajectory of charged par-
ticles traversing the whole tracking system with a pT larger than 500 MeV/c.
Because of the clear signatures produced by muons in the detector, muon iden-
tification can be performed already in HLT1 exploiting information coming
from the VELO and from the muon stations. In HLT1 the rate is reduced to
40-80 kHz. In the second trigger stage (HLT2) the full event reconstruction
takes place. It consists in the track reconstruction of charged particles, in the
reconstruction of neutral particles and in the particle identification. Informa-
tion coming from the RICH detectors and from the calorimeters are added as
input to the muon identification algorithm. With HLT2 the rate is reduced to
few kHz.

In 2012, on the occasion of the increasing luminosity, another trigger system, called
Deferred trigger, has been introduced. It is able to record to disk 20% of data coming
from L0. These data are temporary saved and ready to be subsequently processed by
HLT1. This process allows to optimise the use of computing resources and to reduce
processing times. Data acquired are written to disk for further analyses. A layout of
the LHCb trigger strategy for Run 2 is show in Figure 2.13.

2.2.4 Simulation and data flow

Monte Carlo (MC) simulations are fundamental to understand the experimental con-
ditions and the detector performance. The LHCb simulation application [49–52],
called Gauss, consists of two independent stages.

• The Generator Phase: here the generation of the primary event takes place. It is
divided into two steps. The first one is the production of particles from the p-p
collision, simulated using PYTHIA [53]. The second one includes the decay
and time evolution of the produced particles and is performed using EvtGen
[54].

• The Simulation Phase: here the interaction of particles with the detector (track-
ing) is simulated via GEANT4 [55].
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FIGURE 2.13: LHCb trigger strategy for Run 2. Taken from Ref. [48].

A second application, called Boole, is used to simulate the detector response to
the passage of particles as well as the response of the hardware trigger L0. From
this point on, simulation follows the same data flow as recorded data. The applica-
tion responsible for the high-level-trigger (HLT) is Moore. Triggered events and raw
data are reconstructed by Brunel, an object oriented application which transforms
the detector hits in event objects, such as tracks and clusters, and stores them into
’DST’ files. Before being accessible to users, DST files are centrally filtered through a
set of selections, called stripping, controlled by the DaVinci application. The require-
ments of the stripping selection are specified in the so-called stripping lines, defined
by analysts for the decay of interest. The output from DaVinci is stored into DST (or
µDST) files accessible via ROOT [56] and containing the full event information. A
schematic illustration of the LHCb data flow is shown in Figure 2.14.

2.2.5 Track reconstruction

Depending on the sub-detectors in which the track has measurements, a different
nomenclature is adopted for the type of reconstructed tracks [57]. The different track
types are illustrated in Figure 2.15 and defined as follows:

• Long tracks: traverse the full tracking set-up, from the VELO to the last track-
ing stations. Due to the high number of hits produced, it is possible to measure
their momentum with high precision. Only tracks of this type are used in this
work.

• Downstream tracks: have hits only in TT, T1, T2 and T3 tracking stations. They
allow the reconstruction of decay products of long-lived particles (K0

s , Λ) de-
caying out of the VELO.
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FIGURE 2.14: LHCb data processing applications and data flow.
Taken from Ref. [49].

FIGURE 2.15: Schematic illustration of the LHCb track types recon-
structed by the different tracking algorithms. Taken from Ref. [57].

• Upstream Tracks: have hits in the VELO and in the TT tracking station. They
belong to particles with low momentum deflected by the magnet outside of
the angular acceptance of the remaining detectors.

• T tracks: have hits only in the T1, T2 and T3 tracking stations. They often
originate from very long-lived particles or material interactions.

• VELO tracks: have hits only in the VELO detector and are mainly used to
reconstruct the primary vertex.

2.2.6 Particle identification

The search for the τ+ → µ+µ−µ+ decay presented in this thesis, strongly relies on
the excellent particle identification (PID) capabilities of LHCb. Misidentification of
pions and kaons represents one of the major sources of background for rare decays
with muons in the final state. For this reason, it is important to maintain the prob-
ability of hadron misidentification as low as possible while ensuring a high muon
identification efficiency.

The information provided by the two RICH detectors, the calorimeters and the
muon stations are combined into high level variables that can be exploited in the
discrimination between signal and background events. For each sub-detector, the
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TABLE 2.1: Overview of the required stations with hits within the FoI
depending on the momentum of the track [59].

Momentum range Required stations

p < 3 GeV/c always false
p < 6 GeV/c M2 & M3

6 GeV/c < p < 10 GeV/c M2 & M3 & (M4 || M5)
p > 10 GeV/c M2 & M3 & M4 & M5

particle identification information for a given track is stored as difference between
the log-likelihood value for a given particle type hypothesis and a pion hypothe-
sis3 [36, 45]. The likelihood information produced by the various sub-detectors are
combined in two different ways to provide two types of variables used for the iden-
tification of charged particles [58]. The first one is a linear combination of the log-
likelihoods of the different sub-detectors, ∆ logLcomb(X − π) (or DLLXπ), where X
can be a kaon (K), a muon (µ), an electron (e) or a proton (p). The second variable or
ProbNNX, is the output of neural networks (NN) that combine particle identification
information with tracking information. Apart from these, muons can be identified
via another identification variable, called isMuon, expressed in terms of a boolean de-
cision and representing the compatibility of a track with the muon hypothesis [59].
Depending on its momentum, a track receives the attribute isMuon if it has hits in a
minimum number of muon stations within a certain field of interest (FOI) defined
around the track extrapolation. An overview of the required stations depending on
the momentum range can be found in Table 2.1.

Particle identification performance clearly depends on the momentum of the
considered track. In general, an excellent separation is achieved in a wide momen-
tum range. Muons are identified with an efficiency of ϵ(µ → µ) ∼ 97% above
10 GeV/c and a pion misidentification rate of ϵ(π → µ) ∼ 1 − 3% [59]. The effi-
ciency for kaon identification, averaged over the momentum range 2-100 GeV/c, is
ϵ(K → K) ∼ 95%, with a corresponding pion misidentification rate of ϵ(π → K) ∼
5% [45].

3Charged pions represent the most abundant particles at LHCb.
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Chapter 3

Analysis outline and tools

This thesis presents a search for the lepton flavour violating decay τ+ → µ+µ−µ+

carried out on data collected at LHCb in 2016-2018 in p-p collisions at a centre-of-
mass energy of 13 TeV. The aim of this Chapter is to present an overview of the anal-
ysis strategy (Section 3.1) and outline the ingredients needed in the measurement of
the branching fraction of the τ+ → µ+µ−µ+ decay (Section 3.2).

Rare decay searches, either resulting in a handful of signal candidates or in a
limit on their branching fraction, strongly rely on the thorough implementation of
a series of statistical tools. The second part of this Chapter is dedicated to the in-
troduction of some of the statistical methods adopted in the analysis, including the
TISTOS method (Section 3.3), exploited in the evaluation of the correction to the
trigger selection efficiency, the multivariate classification models (Section 3.4) used
to discriminate between signal and background events, and the CLs method (Sec-
tion 3.5), used to evaluate the limit on the branching fraction. Other statistical tools
are discussed when needed throughout the thesis.

3.1 Analysis overview

The branching fraction of the τ+ → µ+µ−µ+ decay is evaluated relative to the
known branching fraction of the D+

s → ϕ(µ+µ−)π+ decay, chosen as reference chan-
nel because of the similarity in topology and kinematic aspects, and because of the
presence of two muons in the final state.

Two exclusive sub-samples are considered in the analysis. The main one con-
sists of τ candidates made of three tracks identified as muons by the muon detector
(isMuon=1 for all final-state tracks). In the second one, instead, only two of the three
tracks are identified as muons (isMuon=0 for one track). The analysis proceeds in
parallel for the two sub-samples, referred to as 3µ sample and 2µ sample, respec-
tively. Finally, both sub-samples are used in the determination of the branching
fraction.

The selection of signal candidates, discussed in Chapter 5, begins with the strip-
ping selection, followed by some basic cuts and vetoes removing badly reconstructed
events and some peaking backgrounds, and by the trigger selection. Both in the 2µ
and 3µ sample, the separation between signal and background events is achieved by
means of two multivariate classifiers (see Chapter 7). The first one, based on track
isolation and on the 3-body kinematics of the event, is specifically trained against
the combinatorial background. The second one, based on muon identification vari-
ables, is instead trained to suppress background originating from wrongly identified
tracks.
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The three muons invariant mass is divided into three regions.

• Signal region: |mµµµ − mτ| < 20 MeV/c2 where mτ = 1776.86 MeV/c2 is the
PDG value of the τ mass [8]. This region is blinded in data, meaning that can-
didates with an invariant mass between mτ − 20 MeV/c2 and mτ + 20 MeV/c2

are removed from the data set until the analysis is complete. As outlined in
Ref. [60], this is done in order to avoid biases in the optimisation of the anal-
ysis. In this region the signal selection efficiency and the expected number of
background events are evaluated.

• Inner (or middle) sideband region: 20 MeV/c2 < |mµµµ − mτ| < 30 MeV/c2.
This region is used in the optimisation of the trigger selection, in the train-
ing phase of the multivariate classifiers and in the optimisation of the binning
scheme.

• Outer sideband region: |mµµµ − mτ| > 30 MeV/c2. This region is used, to-
gether with the inner sidebands, to fit the background and obtain an expecta-
tion of the background yield in the signal region.

Selection efficiencies are evaluated on simulated τ+ → µ+µ−µ+ events and cor-
rected for differences between data and simulation using the reference channel D+

s →
ϕ(µ+µ−)π+ (see Chapter 9). After some loose cuts on the output of the two classi-
fiers trained in the 3µ sample, events in the signal region are binned in three vari-
ables: the output of the two classifiers and the invariant mass of the three muon
candidates.

The limit on the branching fraction is evaluated using the CLs method in the
aforementioned bins. Due to the limited statistics available in the simulated sample,
not further binning is considered in the 2µ sample. Systematic uncertainties on the
efficiencies and background modelling are included in the limit evaluation. In case
of the observation of no events, the combination of the Run 2 limit with the one
obtained in the Run 1 analysis [3] is foreseen.

3.2 Branching fraction measurement

The branching fraction of a particular decay mode X → Y of an initial state particle
X, is given by the decay rate to the mode X → Y relative to the total decay rate:

B(X → Y) =
Γ(X → Y)

Γ(X → anything)
. (3.1)

At a collider experiment, such as the LHC, the branching fraction of a given decay-
mode X → Y can be measured by counting how many of the X particles produced
at the collision point decay via the process X → Y:

B(X → Y) =
N(X → Y)
N(pp → X)

. (3.2)

The number of particles N(pp → X) produced in the p-p collisions is given by

N(pp → X) = σ(pp → X)×Lint , (3.3)

where σ(pp → X) is the production cross section of X in the p-p collision, and Lint
the time-integrated luminosity quantifying the amount of p-p collisions. In practice,
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the number of decay processes N(X → Y) that happened in the experiment has
to be corrected by the detection and selection efficiency ϵ(X → Y), evaluated on
simulated data, to obtain the number of measured decay processes N(X → Y)meas.
The branching fraction of X → Y can therefore be expressed as

B(X → Y) =
N(X → Y)meas

σ(pp → X)×Lint × ϵ(X → Y)
. (3.4)

The cross section σ(pp → X) and integrated luminosity Lint are affected by large
uncertainties that can limit the precision of the measurement. To overcome this de-
pendency, the number of events measured in the signal mode X → Y, is normalised
to the number of events observed in another decay X′ → Y′, referred to as the nor-
malisation mode, whose branching fraction is well known.

As previously mentioned, the decay used as a normalisation channel is the D+
s →

ϕ(µ+µ−)π+ decay, also referred to as the reference channel. As characterised by a
similar decay topology, the D+

s → ϕ(µ+µ−)π+ decay is also used in the calibration
and correction of some of the features of the τ+ → µ+µ−µ+ channel exploited in the
discrimination between signal and background events.

According to Eq. 3.4, the branching fraction of the signal mode τ+ → µ+µ−µ+

can be written as

B(τ+ → µ+µ−µ+) =
N(τ+ → µ+µ−µ+)meas

σ(pp → τ+)×Lint × ϵτ
, (3.5)

where N(τ+ → µ+µ−µ+)meas is the number of events observed in the τ+ → µ+µ−µ+

channel, σ(pp → τ+) the production cross section of τ leptons at LHCb and ϵτ the
detection efficiency of the τ+ → µ+µ−µ+ decay evaluated on Monte Carlo (MC)
events. Similarly, the branching fraction of the D+

s → ϕ(µ+µ−)π+ decay can be
expressed as

B(D+
s → ϕ(µ+µ−)π+) =

N(D+
s → ϕ(µ+µ−)π+)meas

σ(pp → D+
s )×Lint × ϵDs

, (3.6)

where N(D+
s → ϕ(µ+µ−)π+)meas is the number of candidates measured in the ref-

erence channel. The only way a Ds meson can decay into a τ lepton is via the
D+

s → τ+ντ decay, thus, σ(pp → D+
s ) can be written in terms of σ(pp → τ+)

via the equation

σ(pp → D+
s ) =

σ(pp → τ+)

B(D+
s → τ+ντ)

× f τ
Ds

, (3.7)

where f τ
Ds

is the fraction of τ produced via Ds decays. Exploiting Eq. 3.6 and Eq. 3.7,
the branching fraction of τ+ → µ+µ−µ+ is given by

B(τ+ → µ+µ−µ+) = α × N(τ+ → µ+µ−µ+)meas , (3.8)

where the normalisation factor α, also know as the single event sensitivity, is expressed
as

α =
B(D+

s → ϕ(µ+µ−)π+)

B(D+
s → τ+ντ)

× f τ
Ds

× ϵDs

ϵτ
× 1

N(D+
s → ϕ(µ+µ−)π+)meas . (3.9)

The ratio ϵDs /ϵτ represents the ratio between the overall efficiency of the selection
performed in the reference channel and the one performed in the signal channel,
both evaluated on simulated events. The selection efficiency is factorised into several
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terms discussed in detail in Chapter 9. These include the detector acceptance, the
reconstruction and stripping selection efficiency, the offline selection efficiency, the
trigger selection efficiency and, in case of the signal channel, the efficiency of the
selection applied on the output of the multivariate classifiers trained to suppress the
different background sources. It should be noted that the choice of the sequence of
the selection stages is motivated by the need to make the efficiency determination
the most reliable and easy to determine.

3.3 The TISTOS method

As previously mentioned, the efficiency of the trigger selection applied both in the
signal and in the reference channel represents one of the terms contributing to the
overall selection efficiency needed in the evaluation of the normalisation fraction.

Ideally, the (conditional) trigger efficiency for a given decay channel would be
defined as the fraction of events within the detector acceptance selected by the trig-
ger:

ϵTrig|Acc ≡
NTrig|Acc

NAcc
. (3.10)

The number of events in the detector acceptance (NAcc) is however not available, as
the detector only records events generating a positive trigger response. The strategy
is therefore to evaluate the number of trigger-accepted events relative to the final
sample of selected events:

ϵTrig|Sel ≡
NTrig|Sel

NSel
. (3.11)

This definition allows us to evaluate the trigger efficiency exploiting quantities
available in the data sample by means of the so-called TISTOS method [61]. Depend-
ing on which part of the event has fired the trigger, the triggered events can be split
into three categories.

1. Triggered On Signal (TOS): events for which the presence of the signal is suffi-
cient to generate a positive trigger decision.

2. Triggered Independent of Signal (TIS): the “rest” of the event, defined through
an operational procedure consisting in removing the signal and all detector
hits belonging to it, is sufficient to generate a positive trigger decision.

3. Triggered On Both (TOB): events that are neither TIS nor TOS; neither the pres-
ence of the signal alone nor the rest of the event alone are sufficient to generate
a positive trigger decision, but rather both are necessary.

The three categories are illustrated in the diagram shown in Figure 3.1. It should
be noted that a single event can be simultaneously TIS and TOS (TISTOS) when-
ever both the presence of the signal alone as well as the rest of the event alone are
sufficient to generate a positive trigger response. The trigger efficiency defined in
Eq. 3.11, can be expressed in terms of the aforementioned categories as

ϵTrig =
NTrig

NSel
=

NTrig

NTIS
× NTIS

NSel
=

NTrig

NTIS
× ϵTIS, (3.12)

where the "|Sel" has been omitted assuming that all efficiencies are defined on a
sample of selected events. In Eq. 3.12, the quantity ϵTIS cannot be directly measured
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FIGURE 3.1: Diagram explaining the logic behind the categorisation
of events into the three trigger categories Trigger On Signal (TOS),
Trigger Independent of Signal (TIS) and Trigger On Both (TOB). Note
that an event can be TIS and TOS simultaneously. Adapted from

Ref. [61].

from data. Provided that the TIS trigger efficiency of any sub-sample of the trig-
gered events is the same as that of the whole sample of selected events, ϵTIS can be
measured on the TOS sub-sample:

ϵTIS ≡ ϵTIS|TOS =
NTISTOS

NTOS
. (3.13)

The trigger efficiency can therefore be written in terms of quantities all measurable
from data as

ϵTrig =
NTrig

NTIS
× NTISTOS

NTOS
. (3.14)

The condition that the TIS efficiency is independent of the chosen sub-sample rep-
resents the main assumption of the TISTOS method. The consequences of this as-
sumption are discussed in Section 9.5.3.

Note that the TIS efficiency has to be independent of the signal sample. In case
of no correlation between the signal candidate and the underlying event, also the
TISTOS efficiency would be independent of the chosen signal sample and Eq. 3.3
satisfied. The trigger selection is, however, mainly based on cuts on the transverse
momentum (pT) and on the impact parameter (IP). This introduces a correlation be-
tween the signal candidate and the underlying event. As a workaround, the TISTOS
efficiency can be evaluated in small volumes of the signal phase space where the
properties of the signal and of the underlying event can be assumed to be largely
uncorrelated. The trigger efficiency on selected events would be given by

ϵTrig =
NTrig|Sel

∑
i

Ni
Sel

=
NTrig|Sel

∑
i

Ni
TIS|Sel
ϵi

TIS

=
NTrig|Sel

∑
i

Ni
TIS|Sel N

i
TOS|Sel

Ni
TISTOS|Sel

, (3.15)
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where the index i runs over all the bins in the phase space of the signal candidate.
As later discussed in Section 9.5.3, the correlation between the signal candidate and
the rest of the event can be studied on D+

s → ϕ(µ+µ−)π+ simulated events, where
the trigger efficiency can be computed both with the definition in Eq. 3.11 and with
the TISTOS method.

3.4 Boosted Decision Tree classifiers

This analysis exploits multivariate classification models to discriminate between sig-
nal decays and the various background sources. These can include background orig-
inating from tracks wrongly associated with a τ decay, also called combinatorial
background, and D+ and Ds decays where one or more tracks are misidentified as
muons. The advantage of adopting methods based on multivariate analysis is that
the information of several variables, or features, can be combined in a single discrim-
inating variable exploited in the separation between signal and background events.
Among them, this analysis makes use of Boosted Decision Tree (BDT) classifiers, avail-
able in the TMVA toolkit [62]. BDT classifiers belong to the family of "supervised
learning" algorithms, as they are trained on events for which the outcome of the
classification is known. In this analysis, τ+ → µ+µ−µ+ simulated events are used
as a proxy for the signal, while events from the data inner sidebands are used as a
proxy for the background.

A decision tree consists in a binary tree-structured classifier, like the one displayed
in Figure 3.2. Starting from the root node, the tree consists of a consecutive set of nodes
splitting the data sample by means of rectangular cuts with binary outcome. In
each node the cut is applied on the variable giving, at that node, the best separation
between signal and background events. The optimal separation cut is determined
by a specific metric function. One of the most used metric is the so-called Gini-
index [63], which measures the separation as p · (1− p), with p being the purity of the
partitions determined as the fraction of signal events in the node. In the optimisation
of the decision tree, the maximisation of the separation power goes in parallel with
the minimisation of the loss function, which quantifies the inaccuracy of predictions
in a classification problem. Depending on the majority of training events ending
up in the final node, called leaf node, the phase space is split into different regions
eventually classified as signal or background.

Single decision trees are easy to interpret and relatively fast to train, though they
are unstable with respect to statistical fluctuations in the training sample. To im-
prove the stability and the classification power of the algorithm, the concept of a
single decision tree is extended from one to several trees to form a forest. This pro-
cess is called boosting of a decision tree. The trees making up the forest are all derived
from the same training sample by re-weighting the events and, eventually, a single
classifier is obtained as weighted average of the individual decision trees.

In the 2µ sample (Section 7.3), the GradientBoost algorithm is employed in the
training of the decision trees [64]. With this technique, the minimisation of the
loss function is performed by calculating the gradient of the loss function, and then
growing a regression tree whose leaf values are adjusted to match the mean value
of the gradient in each region defined by the tree structure. In the 3µ sample (Sec-
tion 7.2), the algorithm adopted in the training of the decision tree is the so-called
eXtreme Gradient Boosting (XGB) [65], a scalable machine learning system for tree
boosting.
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FIGURE 3.2: Schematic view of a decision tree adapted from Ref. [62].
Starting from the root node, a consecutive set of nodes splits the data
sample by means of rectangular cuts with binary outcome. In each
node the cut is applied on the discriminating variable xi giving, at
that node, the best separation between signal and background events.
The same variable can be used in several nodes or not used at all. The
final leaf nodes are labeled S (signal) or B (background) depending

on the majority of events ending up in the respective nodes.

3.5 The CLs method

In the search for decays strongly suppressed in the Standard Model (SM), such as the
τ+ → µ+µ−µ+ decay, there are two possible scenarios that analysts may encounter
[66]. The first one is the “discovery“ and it occurs when observation disagrees with
the SM prediction, which is commonly referred to as Null-Hypothesis (H0). In the
second scenario, or “exclusion“, the Alternative-Hypothesis (H1) is excluded by the
observed data. Both outcomes are to be interpreted as successful, as also the “exclu-
sion“ scenario provides important information that theorists or experimentalists can
exploit for future searches. This argument applies to the search presented in this the-
sis; improving the upper limit on the branching fraction (BF) of the τ+ → µ+µ−µ+

decay would allow to constrain, and therefore to exclude, theories of physics beyond
the SM.

The evaluation of the expected upper limit is performed by means of the CLs
method, a technique commonly used in high energy physics to set upper/lower lim-
its [14, 66–68]. In this specific analysis, H1 would correspond to the observation of an
excess in the signal region, and can therefore be referred to as the signal+background
(s + b) hypothesis. H0, instead, describes the observation of no signal or of a signal
that is too small to be seen, and is referred to as the background-only (b) hypothesis.
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The best way to test the two hypotheses is to evaluate their likelihood ratio

λ =
Ls+b(nobs)

Lb(nobs)
, (3.16)

where Ls+b(b)(nobs) represents the probability to observe nobs events under the hy-
pothesis s + b (b). Taking advantage of the central limit theorem1, instead of the
likelihood ratio λ, one can consider the test statistic Q defined as

Qobs = −2 ln λ = −2 ln
Ls+b(nobs)

Lb(nobs)
. (3.17)

Qobs has the advantage of being additive, meaning that in case of experiments with
multiple measurements of nobs, the combined test statistic would be the sum of the
individual test statistics. In a counting experiment, a natural choice for Ls+b and Lb
is a Poisson distribution. Therefore, for an experiment with N independent mea-
surements of a discriminating variable x, the observed test statistic can be written
as

Qobs = −2ln


N
∏
i=1

e−(si+bi)(si+bi)
ni

ni !

N
∏
i=1

e−(bi)(bi)
ni

ni !

×

ni

∏
j=1

siSi(xi,j)+bi Bi(xi,j)
si+bi

ni

∏
j=1

Bi(xi,j)

 , (3.18)

and simplified to

Qobs = −2ln

[
e−stot

N

∏
i=1

ni

∏
j=1

(
siSi(xi,j) + biBi(xi,j)

biBi(xi,j)

)]
(3.19)

= 2stot − 2
N

∑
i=1

ni

∑
j=1

ln
(

siSi(xi,j) + biBi(xi,j)

biBi(xi,j)

)
, (3.20)

where stot is the total signal rate for all measurements, ni is the number of candidates
observed in each measurement i, si (bi) is the number of signal (background) candi-
dates in channel i, xi,j is the value of x measured for each candidate j, and Si(xi,j)
(Bi(xi,j)) the signal (background) probability density function (pdf) of the discrimi-
nating variable in channel i.

Once the test statistic is defined, one should establish under which conditions
observations are compatible with a discovery or an exclusion. Practically speaking,
the confidence level (CL) for the exclusion has to be defined. The confidence level for
the signal+background hypothesis, CLs+b, is defined as the probability of observing
a test statistic greater than or equal to Qobs,

CLs+b = Ps+b(Q ≥ Qobs), (3.21)

with

Ps+b =

+∞∫
Qobs

f (Q|s + b)dQ (3.22)

and being f (Q|s + b) the pdf of the test statistic for the s+b hypothesis as indicated

1According to the central limit theorem the distribution of a certain variable approximates to a
Gaussian distribution in the high-statistic limit [69].
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FIGURE 3.3: Distribution of the test statistic under the s + b and b
hypotheses. Adapted from Ref. [68].

in Figure 3.3. It can happen that if the signal is small and the background fluctu-
ates downwards, the observed test statistic Qobs is barely compatible with the sig-
nal+background hypothesis but also with the background-only hypothesis. This
scenario occurs when the Q distributions for the s+ b and b hypotheses almost over-
lap with each other. In order to avoid a false rejection of the signal hypothesis, the
confidence level for the s + b hypothesis is normalised to the confidence level ob-
served for the b hypothesis, CLb, defined as

CLb = 1 − Pb(Q ≤ Qobs), (3.23)

where

Pb =

Qobs∫
−∞

f (Q|b)dQ (3.24)

and being f (Q|b) the pdf of the test statistic for the b hypothesis. In this modified
frequentist approach, the confidence (or better ratio of confidences) for the signal
hypothesis would be

CLs ≡
CLs+b

CLb
. (3.25)

The signal hypothesis is considered excluded at the confidence level CL when

1 − CLs ≤ CL. (3.26)

Common values for the confidence level are 90% and 95%. As discussed in the fol-
lowing, the confidence level for the signal hypothesis CLs is computed for BF values
within a certain range. The BF value for which the condition in Eq. 3.26 holds will be
quoted as the confidence limit. Note that upper limits computed with the CLs method
are always conservative, since CLb ≤ 1 implies that CLs ≥ CLs+b.
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3.5.1 The expected upper limit

As mentioned in Section 3.1, the analysis is designed hiding the signal region in
order to avoid possible biases in the optimisation of the analysis. Thus, before the
unblinding of the signal region, only the expected confidence limit for the exclusion
of the signal hypothesis can be evaluated. The CLs is evaluated for BF values within
a range that is compatible with the confidence limit. The extrapolation of the expected
upper limit from the Run 1 to the Run 2 data set (see Section 11.1), simply based on
the larger luminosity and higher production cross section, is exploited to decide on
the BF range for which the scan is performed.

For each BF value, the computation of CLs+b and Cb is performed by means of
pseudo-experiments ("toy Monte Carlo"). For each "toy", the test statistic for the s + b
hypothesis, Qs+b, and for the b hypothesis, Qb, are evaluated. The number of sig-
nal events in channel i (si) for a given BF value B(τ+ → µ+µ−µ+) is extracted as
B(τ+ → µ+µ−µ+)/αi, where αi is the value of the normalisation factor (or single
event sensitivity) computed in the same channel. The number of background events
in the single measurement (bi) is also unknown. An expected value for bi is es-
timated by fitting the invariant mass distribution in the inner and outer sidebands
and extrapolating the resulting background shape to the signal region to finally eval-
uate the corresponding yield (discussed in Chapter 8). The number of candidates ni
observed in the signal region for each measurement is generated as a Poissonian
random number with mean si + bi and bi for the computation of CLs+b and CLb,
respectively.

The pdf of Qs+b and Qb are normalised to the number of toys. Finally, CLs+b and
CLb are computed according to Eq. 3.22 and Eq. 3.24, respectively, taking, instead of
Qobs, the median of the pdf of the test statistic for the b hypothesis as upper limit of
the integrals. Note that CLb is by definition equal to 0.5.

The estimated number of background events bi in the signal region, as well as
the normalisation factor αi, are of course affected by an uncertainty. A distinction is
made between the statistical and systematic uncertainty as two different strategies
are adopted to take them into account in the limit evaluation.

The statistical uncertainty is simply a consequence of the size of the data sample
for bi and of the simulated sample for αi. Its effect on the expected number of back-
ground events bi is considered by generating a random number r from a Gaussian
distribution (with µ = 0 and σ = 1), and fluctuating bi by r × σbi where σbi is the
error from the fit. The same strategy is used to fluctuate the normalisation factor αi
around its central value.

The systematic uncertainty is instead introduced by the choice of the pdf used
to describe the background and the signal shape. As outlined in Section 3.1, the
expected limit is evaluated in bins of the invariant mass distribution. The fraction
of candidates falling in the single mass bin, evaluated on simulated events, clearly
depends on the function used to model the signal peak. This systematic uncertainty
is taken into account by generating n-times fluctuated pdfs and randomly extract-
ing one of them. The same procedure is followed to consider the systematic uncer-
tainty introduced by the choice of the pdf used to model the background shape. The
fluctuation of the signal and background pdfs is described in detail in Section 10.2
and 10.3.

For the sake of simplicity, the uncertainty introduced by the external inputs and
efficiency corrections that enter the evaluation of αi, is combined with the statistical
uncertainty and treated as a unique uncertainty in the evaluation of the expected
limit. The various sources of systematic uncertainties are discussed in Chapter 10.
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Finally, the distribution of the median of CLs computed for each BF value that is
being tested, is shown in a plot together with its ±1σ and ±2σ error bands, being σ
the standard deviation. The color choice that is usually adopted for the two bands
(green for ±1σ and yellow for ±2σ) is the reason why this plot is commonly known
as "Brazilian plot".
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Chapter 4

Description of data sets

This Chapter is dedicated to the description of the data sets used in the analysis, in-
cluding the simulated samples on which the selection efficiencies are evaluated. The
preparation of the simulated samples through the application of the truth-matching
is presented in Section 4.2.1, while Section 4.2.2 reports the evaluation of the τ and
Ds production rates.

4.1 Data sample

The search for the τ+ → µ+µ−µ+ decay is performed analysing data collected by
the LHCb experiment during Run 2 (2016-2018) at

√
s =13 TeV corresponding to an

integrated luminosity of 5.4 fb−1.
In case of the observation of no events, the upper limit on the branching fraction

of τ+ → µ+µ−µ+ is combined with the result obtained in the Run 1 analysis [3],
performed on data collected in 2011-2012 at

√
s =7-8 TeV. The integrated luminosity

for each data-taking year of Run 1 and Run 2 is reported in Table 4.1.

TABLE 4.1: Integrated luminosity of the LHCb experiment for the
different data-taking years [70].

2011 2012 2016 2017 2018

Lint [ fb−1 ] 1 2 1.6 1.7 2.1

4.2 Simulation samples

As stated in Section 3.2, the detection and selection efficiency for a specific decay
process is evaluated on simulated events. In addition to the MC sample produced
for the signal and reference mode, simulated data have been generated also for the
D+

s → η(µ+µ−γ)µ+νµ channel as the dominant background process with three
muons in the final state (see Section 8.1.1). Tables 4.2, 4.3 and 4.4 show the number of
simulated candidates that have been generated for the three decay modes, separately
for each data-taking year and polarity. In case of the signal and reference channel,
the simulated candidates are further split into the different modes contributing to
the τ and Ds production, respectively. As later discussed in Section 4.2.2, τ can be
produced via Ds-, D+- or B-meson decays, where Ds and D+ mesons can be either
produced prompt, at the collision point, or secondary, in b-hadron decays.

It is important to mention that data - be real or simulated data - are organised
“per candidate“ and not “per event“. This means that for a given event, namely a
specific p-p interaction, it can happen that more than one candidate, i.e. more than
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TABLE 4.2: Number of candidates simulated for each sub-channel,
data-taking year and polarity for the signal mode τ+ → µ+µ−µ+.

Sub-channel
2016 2017 2018

MD MU MD MU MD MU

D+
s → τ+ντ 129972 129942 111092 129776 114959 118229

b̄→ D+
s → τ+ντ 40789 41695 36367 36326 39175 41860

D+ → τ+ντ 15880 13526 15076 16583 12728 11448
b̄→ D+→ τ+ντ 4013 4034 3984 3864 3924 4000
b̄→ τ+ντ 51745 51192 51264 54110 60311 57946

Total 482788 458442 464580

TABLE 4.3: Number of candidates simulated for each sub-channel,
polarity and data-taking year for the D+

s → ϕ(µ+µ−)π+ mode.

Sub-channel
2016 2017 2018

MD MU MD MU MD MU

prompt D+
s 72664 79078 86831 83087 69240 63887

b̄→ D+
s 25954 26252 27671 27329 24477 26850

Total 203948 224918 184454

TABLE 4.4: Number of candidates simulated for each data-taking
year and polarity for the D+

s → η(µ+µ−γ)µ+νµ mode.

Channel
2016 2017 2018

MD MU MD MU MD MU

D+
s → η(µ+µ−γ)µ+νµ 16034 15437 14665 15170 14988 15597

Total 31471 29835 30595

one combination of particles, may be compatible with the designed selection. This
gives rise to a candidate multiplicity that, after the final selection, should be as close
to unity as possible, since at most one candidate per event corresponds to reality.

4.2.1 Truth-matching in the simulated samples

Simulated events are reconstructed by means of the same algorithms adopted in the
reconstruction of recorded data. This implies that even in the simulation sample
generated for a certain decay process, there can be cases where the signal candidate
is reconstructed from tracks belonging to the underlying event wrongly associated
with the given process. To make sure that the selection efficiency is evaluated on
a pure sample of signal candidates, true origin, identity and momenta of particles
making up the candidate can be exploited in order to remove the unwanted candi-
dates.

Both in the signal and in the reference channel, signal candidates are selected
by means of the Background Category tool [71, 72]. This tool studies the true in-
formation of the particles in the decay chain and returns a value (BKGCAT) for each
candidate. In the signal and reference channel, only events with BKGCAT equal 50, 10
or 0 are selected.
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The meaning of these background categories is explained below.

• BKGCAT=50: all of the final state tracks are associated to simulated particles with
the correct particle ID (no misidentification), but the parent decay has not been
fully reconstructed. Also, the true common parent must have a mass at most
100 MeV/c2 above the mass of what is intended to be reconstructed.

• BKGCAT=10: the decay is correctly and fully reconstructed but an intermediate
resonance or particle is misidentified.

• BKGCAT=0: none of the previous condition is satisfied (pure signal).

In the D+
s → η(µ+µ−γ)µ+νµ simulated sample, pure signal candidates are se-

lected by means of the true identity of the final-state particles, of their mother and
grandmother particles. In addition, BKGCAT=40 is required in order to select events
where the parent decay has not been fully reconstructed and the low mass condition
(BKGCAT=50) is not satisfied. More on the truth-matching in the D+

s → η(µ+µ−γ)µ+νµ

decay can be found in Section 8.1.1.

4.2.2 Production rates of τ leptons and Ds mesons

At LHCb τ leptons are almost entirely produced via c- and b-hadron decays, e.g. Ds-,
D+- and B-meson decays. The Z → τ+τ− and W+ → τ+ντ production cross section
are three orders of magnitude smaller and can therefore be neglected [73, 74].

Since the MC sample is produced separately for each source with an arbitrary
luminosity, when events from different sources are combined, the number of events
produced for each sub-channel needs to be weighted in order to agree with the LHCb
measurements of the charm and beauty cross section at 13 TeV and the known values
of the involved branching fractions.

The strategy used to evaluate the weights that will be assigned to the MC sample
produced for each sub-channel, referred to as MC mixing method, is summarised in
Table 4.5 and Table 4.6 for the signal and reference channel, respectively.



40
C

hapter
4.

D
escription

ofdata
sets

TABLE 4.5: Fractional contribution of the different sub-channels to the τ production in 4π solid angle at 13 TeV.

Channel σmeas [µb] σ4π [µb] BD [%] Bτ [%] σ4π ×Btot [µb] Calc4π 13 TeV [%]

D+
s → τ+ 353 ± 76 1732 ± 373 - 5.32 ± 0.11 92.1 ± 19.9 68.66 ± 3.71

b̄ → D−
s → τ−

2 × (495 ± 52)
14.7 ± 2.1

5.32 ± 0.11 13.1 ± 2.4 9.73 ± 0.53b̄ → D+
s → τ+ 10.1 ± 3.1

D− → τ− 834 ± 78 4054 ± 379 - 0.12 ± 0.027 4.9 ± 1.2 3.62 ± 0.20
b̄ → D− → τ−

2 × (495 ± 52)
22.7 ± 1.6

0.12 ± 0.027 0.3 ± 0.1 0.21 ± 0.01b̄ → D+ → τ+ 0.5 ± 0.5
b̄ → τ+ 2 × (495 ± 52) - 2.41 ± 0.23 23.9 ± 3.4 17.78 ± 0.96

Total 134.2 ± 20.4 100

TABLE 4.6: Fractional contribution of the different sub-channels to the Ds production in 4π solid angle at 13 TeV.

Channel σmeas [µb] σ4π [µb] BD [%] σ4π ×BD [µb] Calc4π 13 TeV [%]

prompt D+
s 353 ± 76 1732 ± 373 - 1732 ± 373 87.58 ± 2.70

b̄→ D−
s 2 × (495 ± 52)

14.7 ± 2.1
246 ± 45 12.42 ± 0.38b̄→ D+

s 10.1 ± 3.1

Total 1977 ± 376 100
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TABLE 4.7: Overview of the evaluation of the conversion factor f 4π .
Efficiencies are evaluated on 100K generated events.

Decay ϵGEN [%] ϵGEN|CUT [%] f 4π

D+
s → K−K+π+ 18.50 ± 0.05 3.77 ± 0.02 4.91 ± 0.03

D+ → K−K+π+ 99.983 ± 0.004 20.57 ± 0.08 4.86 ± 0.02

D+
s → K−K+π+ (PHSP) 99.984 ± 0.004 20.32 ± 0.08 4.92 ± 0.02

D+ → K−K+π+ (PHSP) 99.988 ± 0.003 20.46 ± 0.08 4.89 ± 0.02

The first column in Table 4.5 shows the five sub-channels that contribute to the
τ production, while the second column contains the LHCb measurements of the
prompt charm production cross section in the kinematic ranges 1 GeV/c < p <
8 GeV/c and 2 < y < 4.5 [75]. The corresponding cross section in 4π (σ4π) is ob-
tained by multiplying the measured cross section (σmeas) by a conversion factor ( f 4π)
evaluated with PYTHIA [53] as ratio between the generation-only efficiency and
the efficiency of the cuts applied at the generator level of the inclusive production of
prompt Ds and D+ mesons.

More specifically, 100K simulated events have been generated for the inclusive
Ds production, with D+

s → K−K+π+, removing the requirement on the decay prod-
ucts to be in the acceptance of LHCb to evaluate the generation-only efficiency ϵGEN,
and keeping the requirement to get the efficiency of the generator level cuts ϵGEN|CUT.
The same is done for the inclusive production of D+, generating 100K simulated
events for the D+ → K+K−π+ decay. In Table 4.7 the values of the efficiencies and
of the corresponding conversion factors are shown for the Ds and D+ production.

As a cross check, the same procedure was repeated generating 100K events for
the D+

s → K−K+π+ and D+ → K−K+π+ decays, but with a phase-space (PHSP) de-
cay model. The resulting conversion factors, also reported in Table 4.7, are in agree-
ment with the results obtained for the inclusive production. The prompt beauty
production cross section in 4π is instead taken from Ref. [76].

The cross section in 4π is multiplied by the total branching fraction of the corre-
sponding decay process to evaluate the fractional contribution of each sub-channel
to the τ production. The branching fractions needed at this stage (BD and Bτ in
Tables 4.5 and 4.6) are listed here and can be found in the PDG [8], with some excep-
tions:

• B(b̄ → D−
s ) = (14.7 ± 2.1)%

• B(b̄ → D+
s ) = (10.1 ± 3.1)%

• B(b̄ → D−) = (22.7 ± 1.6)%

• B(b̄ → D+) = (0.5 ± 0.5)%1

• B(D+
s → τ+ντ) = (5.32 ± 0.11)% 2

• B(D+ → τ+ντ) = (1.20 ± 0.27)× 10−3

• B(b̄ → τ+) = (2.41 ± 0.23)%

1The branching fraction for b̄ → D+ is unobserved, still it can be extrapolated multiplying the
branching fraction for b̄ → D+

s by (|Vcd|2/|Vcs|2).
2The only way a D(s) meson can decay into a τ lepton is via the process D+

(s)→ τ+ντ .
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The fractional contributions of the different production channels are normalised
to unity to finally obtain the percentage contribution shown in the last column of the
same Table. As can be seen, most of the τ produced at LHCb come from prompt Ds
production.

The same procedure is followed in case of the D+
s → ϕ(µ+µ−)π+ channel, to

determine the fractional contributions of Ds production at LHCb in 4π solid angle
at 13 TeV. Similarly to the signal channel, Table 4.6 shows the processes contributing
to the Ds production, the cross sections and branching fractions involved, as well as
the final fractional contributions. The prompt Ds production is again the dominant
production channel.

The fractional contribution of each sub-channel is now translated into a weight
that can be directly applied to the simulated events produced for each sub-channel3.
More specifically, the percentage contributions evaluated so far are weighted for the
efficiency of the cuts applied at the generator level for each sub-channel, which in-
deed depends on the kinematics of the corresponding process. This cut efficiency, or
ϵCUT, is obtained as ratio between ϵGEN|CUT and ϵGEN, being the former the fraction
of generated τ produced in a specific channel of interest, that pass the cuts at the
generator level and decay within the LHCb acceptance, and being the latter the effi-
ciency for a τ to be produced in a specific sub-channel. As already described, ϵGEN
can be obtained by preparing a generator-level-only sample for each sub-channel
with no cuts applied. All these efficiencies are listed in Table 4.8 and Table 4.9 for the
signal and for the reference channel, respectively.

The weighted percentage contribution, or wGauss, is obtained for each sub-channel
as

wGauss,i =
ϵCUT,i × Calc4π

i

∑j ϵCUT,j × Calc4π
j

. (4.1)

The final per-sub-channel weight depends on the number of events Nprod which have
been generated for the corresponding sub-channel and can therefore be computed
as

wfraction,i =
N∗

prod

w∗
Gauss

× wGauss,i

Nprod,i
, (4.2)

where N∗
prod is the number of events generated for the sub-channel with the min-

imum value of Nprod/wGauss and w∗
Gauss its corresponding value of wGauss. As an

example, the last column of Tables 4.8 and 4.9 shows the weights computed for the
2018 MagDown simulated sample, though the same procedure is repeated for each
data-taking year and polarity.

From now on each candidate in the simulated samples is weighted with the cor-
responding wfraction so that all generated events are considered in the analysis with-
out losing statistics.

3Simulated events belonging to the same sub-channel share the same weight.
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TABLE 4.8: MC mixing method for τ+ → µ+µ−µ+ at 13 TeV. (*) indicates the sub-channel with the minimum value of Nprod/wGauss.

Decay Chain Calc4π 13 TeV [%] ϵGEN|CUT [%] ϵGEN [%] ϵCUT [%] wGauss [%] Nprod wfraction

D+
s → τ+ 68.66 ± 3.71 10.1 ± 0.3 90.5 ± 0.9 11.1 ± 0.3 71.43 ± 1.17 647132∗ 1.00

b̄→ D+
s → τ+ 9.73 ± 0.53 1.04 ± 0.03 10.9 ± 0.3 9.5 ± 0.4 8.67 ± 0.14 102205 0.77

D+→ τ+ 3.62 ± 0.20 10.2 ± 0.3 91.0 ± 0.9 11.2 ± 0.3 3.79 ± 0.06 50220 0.68
b̄→ D+ → τ+ 0.21 ± 0.01 0.91 ± 0.03 9.2 ± 0.3 9.8 ± 0.4 0.189 ± 0.003 9999 0.17

b̄→ τ+ 17.78 ± 0.96 3.1 ± 0.1 32.4 ± 0.8 9.6 ± 0.4 15.92 ± 0.26 170468 0.85

TABLE 4.9: MC mixing method for D+
s → ϕ(µ+µ−)π+ at 13 TeV. (*) indicates the sub-channel with the minimum value of Nprod/wGauss.

Decay Chain Calc4π 13 TeV [%] ϵGEN|CUT [%] ϵGEN [%] ϵCUT [%] wGauss [%] Nprod wfraction

prompt D+
s 87.58 ± 2.70 10.8 ± 0.3 88.6 ± 0.9 12.2 ± 0.4 88.5 ± 0.6 1043995 0.93

b̄→ D+
s 12.42 ± 0.38 1.23 ± 0.03 11.1 ± 0.3 11.2 ± 0.5 11.49 ± 0.08 125433∗ 1.00
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Chapter 5

Selection

The data samples used in this analysis are selected online by the L0, HLT1 and HLT2
trigger system, and offline by a dedicated stripping selection and by a set of prelim-
inary cuts tailored for this analysis. The details of the offline selection applied to the
τ+ → µ+µ−µ+ and D+

s → ϕ(µ+µ−)π+ modes are presented in the following. In
addition, events are required to satisfy a specific trigger condition as discussed in
Section 5.3.

The application of the offline selection has been carried out by the author, while
the search for the most efficient trigger selection has been performed by a former
PhD student of the analysis group.

5.1 Stripping and offline selection

The stripping lines used to select signal events in the signal and reference chan-
nel are the StrippingTau23MuTau23MuLine and StrippingTau23MuDs2PhiPiLine, re-
spectively, both developed within the analysis working group. The aim of the strip-
ping selection is to select well reconstructed tracks for the relevant decay by cutting
on the vertex and track quality of the mother and daughter particles. The details of the
stripping selection are reported in Table 5.1 for the two channels. In addition, well
identified tracks are selected by cutting on particle identification variables (see Sec-
tion 2.2.6). As pointed out later, the stripping selection applied in the signal channel
only requires to at least two of the three final-state tracks to be identified as muons.

After the stripping selection, additional cuts are applied to specifically select the
decay of interest both in the signal and in the reference channel. These cuts are
summarised in Table 5.2. In the signal channel, a veto is applied to the ϕ mass to
reject events from the D+

s → ϕ(µ+µ−)π+ decay, as it represents a background source
for the signal mode. The opposite requirement is instead applied to the reference
channel to select the ϕ resonance. Events from the D+

s → η(µ+µ−γ)µ+νµ decay are
rejected by requiring the invariant mass of the opposite-sign dimuon system mµ+µ−

to be greater than 450 MeV/c2; more details on the D+
s → η(µ+µ−γ)µ+νµ decay

can be found in Section 8.1.1. The invariant mass of the same-sign dimuon system
mµ+µ+ , instead, is required to be greater than 250 MeV/c2 to reject cloned tracks. The
known values of τ, Ds and ϕ(1020) mass are used as central values for all mass
window cuts [8]. A set of cuts is also applied to remove badly reconstructed tracks;
the angle α indicates here the orientation of the momentum of the τ (Ds) candidate
with respect to the line connecting the primary and its decay vertex.
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TABLE 5.1: Details of the stripping selection applied to the signal and
reference channel. The invariant mass mµµµ is meant as mµµπ in the

reference channel.

Stage Variable τ+ → µ+µ−µ+ D+
s → ϕ(µ+µ−)π+

µ pairs mµ+µ−
> 240 MeV/c2,
< 2000 MeV/c2

> 970 MeV/c2,
< 1070 MeV/c2

µ±, π+

pT > 300 MeV/c
Track χ2/ndf < 3

IP χ2/ndf >9
track ghost probability <0.45

τ+, D+
s

|mµµµ − mPDG| <250 MeV/c2

Vertex χ2 <15
cτ >100 µm

Vertex IP χ2 <225

TABLE 5.2: Offline cuts applied to the signal and reference channel.
The invariant mass mµµµ is meant as mµµπ in the reference channel.

Stage Variable τ+ → µ+µ−µ+ D+
s → ϕ(µ+µ−)π+

µ pairs
|mµ+µ− − mϕ| > 20 MeV/c2 < 20 MeV/c2

mµ+µ− > 450 MeV/c2 -
mµ+µ+ > 250 MeV/c2 -

τ+, D+
s

|mµµµ − mPDG| - < 50 MeV/c2

cosα > 0.99
decay time >-0.01 ns, <0.025 ns

5.2 Selection of the three and two muon samples

In the analysis performed by LHCb on Run 1 data [3], the stripping line required
all muon candidates to satisfy the isMuon condition (see Section 2.2.6). The strip-
ping line StrippingTau23MuTau23MuLine used in this analysis, instead, requires that
at least two of the three tracks in the final state satisfy the isMuon condition, mean-
ing that also candidates where one track does not satisfy the isMuon condition can
pass the stripping selection. Instead of rejecting a priori these candidates, they are
included in the data sample in order to increase the available statistics.

The signal sample is therefore split into two sub-samples depending on the num-
ber of tracks with isMuon=true 1. These are in the following referred to as the 2µ and
the 3µ samples. According to the simulation, 30% of the signal candidates selected
by the stripping and offline selection outlined in Section 5.1 belongs to the 2µ sam-
ple.

As discussed in the following, the 2µ sample is characterised by a peculiar kine-
matics. Figure 5.1 shows on the left-hand side a comparison between the momentum
distributions obtained for the muons satisfying and not satisfying the isMuon condi-
tion. The same comparison is shown on the right-hand side of the same Figure for
the transverse momentum of the two tracks. As can be seen, tracks not detected by

1In the following, isMuon=true is replaced with the shorter isMuon. The opposite condition is indi-
cated with !isMuon.
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FIGURE 5.1: On the left, comparison between the momentum of the
muon with isMuon and of the muon with !isMuon. On the right, same
comparison for the transverse momentum. Both distributions are ob-

tained for simulated events (2018), weighted with wfraction.

the muon stations have in general very low momenta, compared to the tracks satis-
fying the isMuon requirement. A significant portion of these tracks have momentum
lower than 3 GeV/c, the minimum momentum required to turn on the isMuon flag
(see Table 2.1). By looking at the comparison in the pT variable, it can be noticed that
in the distribution obtained for the muons with !isMuon there are two contributions,
one at very low pT and one with pT comparable to the pT of muons satisfying the
isMuon condition.

The presence of two contributions in the pT distribution becomes more visible
in Figure 5.2, where, on the right-hand side, the pT distribution of the muons with
!isMuon is shown as a function of the momentum p. It can happen that tracks pro-
duced at momentum higher than 3 GeV/c, and therefore eligible for the isMuon flag,
also have a pT such that they end up outside the muon detector acceptance before
being able to trigger enough stations. On the other hand, there can be muons that,
despite being produced at a sufficiently high momentum, have anyway too low pT;
these tracks are more easily affected by multiple scattering and end up in the beam
pipe without generating enough hits in the muon stations. The comparison with the
pT vs. p distribution obtained for the muon satisfying the isMuon condition is shown
on the left-hand side of Figure 5.2.

This feature of the 2µ sample will prove to be very useful in the signal over
background discrimination, since, as shown in Figure 5.3, the two contributions are
not visible in the pT vs. p distribution obtained for the data outer sidebands.

Despite no information from the muon stations is available for these bad muons,
the response of the RICH detectors can still be used to select signal events in the 2µ
sample. As anticipated in Section 2.2.6, data acquired by the particle identification
system are processed using a global likelihood approach. In the case of the RICH
detectors, the pattern of hit pixels observed in the photodetectors is matched to that
expected from the track reconstruction under a certain set of particle hypotheses.
The PID information per track is then stored in the form of differences between the
log-likelihood value for a given particle type hypothesis and a pion hypothesis for
that track [77]. These differences are named RichDLLX, where X stands for kaon
(K), muon (µ) or proton (p). From now on, the 2µ and 3µ samples will be treated
separately and finally combined in the evaluation of the expected limit.
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FIGURE 5.2: Transverse momentum versus momentum distribution
for one of the muons with isMuon (left) and for the muon with
!isMuon (right). (a) indicates the category of muons with !isMuon
that, due to their large pT , fall outside the muon detector acceptance.
(b) indicates the category of muons with !isMuon that, due to their
low pT , are affected by muon scattering and end up in the beam pipe.
Both distributions are obtained for 2018 simulated events, weighted

with wfraction.
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FIGURE 5.3: Transverse momentum versus momentum distribution
for one of the muons with isMuon (left) and for the muon with
!isMuon (right). Both distributions are obtained for events from the

2018 data outer sidebands.

5.3 Trigger selection

For both the signal and the reference channel, the choice of the trigger lines is per-
formed on truth-matched events that passed the stripping and offline selection de-
scribed in Section 5.1. The optimisation is performed separately for the 2µ and 3µ
sample. The aim is to find the combination of trigger lines that maximises the effi-
ciency of the selection.

At each stage of the trigger selection (L0, HLT1 and HLT2) the efficiency of the
single line i (ϵsingle

i ) and the efficiency of the OR between the line i and the line with
highest efficiency (ϵtwo

i ) are evaluated. The OR condition is requested between at
most two lines in order to minimise the complexity of the selection. No significant
improvement is observed in the total efficiency when adding a third line.

The single-line efficiency ϵ
single
i and the two-lines efficiency ϵtwo

i are computed
as the ratio between the number of events that fire that specific trigger condition
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TABLE 5.3: Trigger configuration for the signal and for the reference
channel. For each trigger stage the specified lines are selected in OR.
(∗Not available in 2016, it is replaced with Hlt2TopoMuMu3Body_TOS)

Stage 3µ sample 2µ sample D+
s → ϕ(µ+µ−)π+

L0
L0Muon_TOS

L0DiMuon_TOS

HLT1
Hlt1TrackMuon_TOS

Hlt1DiMuonLowMass_TOS

HLT2 Hlt2TriMuonTau23Mu_TOS
Hlt2TopoMuMu2Body_TOS
Hlt2DiMuonDetached_TOS∗

TABLE 5.4: L0 trigger requirements [78]. SPD indicates the number
of hits in the scintillating-pad detectors constituting the calorimeter

system.

L0 trigger pT SPD
2016 2017 2018

Muon > 1.8 GeV/c > 1.35 GeV/c > 1.75 GeV/c < 450
DiMuon > 2.25 (GeV/c)2 > 1.69 (GeV/c)2 > 3.24 (GeV/c)2 < 900

and the number of events that passed the immediately prior selection. This means
that the HLT1 lines efficiency is evaluated on events that fired the optimal L0-level
configuration, just like the HLT2 lines efficiency is evaluated on events passing the
most efficient HLT1 configuration. The optimal configuration is reported for each
trigger level in Table 5.3.

The requirements of the chosen trigger lines are reported in Table 5.4 for L0, in
Table 5.5 for HLT1 and in Table 5.6 for HLT2. The two signal sub-samples and the
reference channel share the same L0 and HLT1 trigger selection.

The L0-muon trigger searches for straight-line tracks in the muon stations [78].
The track direction is used to estimate the pT of the muon candidate. The pT require-
ment is either applied to the muon candidate with the largest pT (L0Muon), or to the
product of the largest and second largest pT values (L0DiMuon). The requirement on
the SPD (scintillating-pad detectors) hits in the calorimeter system is applied in or-
der to reduce the complexity of the event and speed up the reconstruction. In Run 2,
the HLT1 muon lines are mainly organised as single muon and dimuon lines, both
based on the same muon identification algorithm, i.e. isMuon [79]. Other cuts are
applied on the kinematics and track quality variables.

A dedicated HLT2 trigger line was introduced in Run 2 to select 3µ candidates
and can therefore be used in the corresponding sample. For the 2µ sample and
for the reference channel, the OR between two HLT2 lines selecting two good muon
candidates is instead required. The Hlt2DiMuonDetached_TOS line is not available for
2016 and it is therefore replaced with the Hlt2TopoMuMu3Body_TOS line. Note that all
HLT2 trigger lines listed in Table 5.6 require the muon identification to either two or
three final-state tracks. The muon identification is based on the isMuon requirement
and on cuts on the ProbNNmu variable (see Section 2.2.6).
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TABLE 5.5: HLT1 trigger requirements [80, 81].

HLT1 trigger DiMuonLowMass TrackMuon

p(µ) > 3 GeV/c > 6 GeV/c
pT(µ) > 0 GeV/c > 1.1 GeV/c

Track χ2/ndf < 4 < 3
ProbNNghost < 0.2 < 0.2

IP χ2 > 4 > 35
isMuon true true

Other
opposite charge

or
mµ+µ+ > 220 MeV/c2

VELO track compatible
with hits in

muon stations

TABLE 5.6: HLT2 trigger requirements [80]. Both "topological" trig-
ger lines, TopoMuMu2Body and TopoMuMu3Body, rely on a multivariate

classifier.

HLT2 trigger Cuts

TriMuonTau23Mu

|mµµµ − mτ,PDG| < 225 MeV/c2

mµµ > 2 × mµ,PDG + 14 MeV/c2

Vertex χ2 < 25
cτ > 45 µm

TopoMuMu2Body BDT classifier > 0.99

DiMuonDetached

pT > 600 MeV/c
pT(at least one µ) > 300 MeV/c

Vertex χ2 < 9
IP χ2 > 9

Decay length χ2 > 7

TopoMuMu3Body BDT classifier > 0.99

The selected trigger lines are all TOS lines (Triggered On Signal). The inclusion
of TIS (Triggered Independently of Signal) lines is found to bring no significant im-
provement to the trigger efficiency. More details on the definition of TOS and TIS
lines can be found in Section 3.3.
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Chapter 6

Calibration of the simulated
sample

This analysis makes use of multivariate classification models to discriminate be-
tween signal and background events. In the training of the multivariate classifiers,
simulated events are used as a proxy for the signal, while events from the data outer
sidebands are used as a proxy for the background. The simulation, however, is not
perfect and data and simulation often show non-negligible discrepancies. Therefore,
it is important to align the simulation to the data in order to avoid any bias in the
training of the classifiers.

The D+
s → ϕ(µ+µ−)π+ decay is used to check for data/MC differences and

derive necessary correction factors that are applied to τ+ → µ+µ−µ+ simulated
events in the training of the classifiers. In addition, the D+

s → ϕ(µ+µ−)π+ decay is
exploited in the calibration of the τ+ → µ+µ−µ+ mass shape.

The evaluation of the corrections for the data/MC differences in the kinematic
and track quality variables (Section 6.2) and the calibration of the particle identifica-
tion variables (Section 6.3) have been performed by other members of the analysis
group. The calibration of the signal mass shape (Section 6.4) has been carried out by
the author.

6.1 Background subtraction

Despite being efficient in the identification of real D+
s → ϕ(µ+µ−)π+ events, the

selection applied in the reference channel can still accept events whose candidates
are built from an accidental combination of tracks wrongly associated with the decay
products of a Ds particle. This background contribution is commonly known as
combinatorial background.

Since the D+
s → ϕ(µ+µ−)π+ is used to evaluate corrections for possible dif-

ferences between simulation and data, it is important to disentangle true D+
s →

ϕ(µ+µ−)π+ events from this background component. This is done by means of the
sPlot technique [82], a statistical method that is able to unfold the distributions of
several contributions coexisting in a single data sample, exploiting one or more dis-
criminating variables for which the distribution of all the sources of events are known.
This technique returns a set of per-event weights, called sWeights, that quantify how
likely it is for a given event to belong to a certain contribution.

In this case, the coexisting contributions are the signal and the combinatorial
background components. The D+

s → ϕ(µ+µ−)π+ invariant mass distribution is
used as a discriminating variable, where the aforementioned components can be
easily identified as shown in the following.
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The signal peak in the reference channel D+
s → ϕ(µ+µ−)π+ is described by a

Johnson’s SU
1 function [83].

J(x, µ, λ, γ, δ) =
δ

λ
√

2π

1√
1 +

(
x−µ

λ

)2
exp

[
−1

2

(
γ + δsinh−1

(
x − µ

λ

))2
]

(6.1)

An extended maximum likelihood fit [84] is performed to the D+
s → ϕ(µ+µ−)π+

invariant mass obtained for simulated events (combining both polarities) to fix the
shape parameters γ and δ. The fit is then performed on the mass distribution ob-
tained for recorded data adding an exponential function to model the combinatorial
background.

pdftot(x) = Nsig · J(x, µ, λ, γ, δ) + Ncomb.bkg · F(x, α) (6.2)

with
F(x, α) = exp(α · x) . (6.3)

The number of signal and background events are extracted from the fit to the data
distributions and the sWeights are computed separately for each data-taking year.
The results of the fit to the invariant mass distribution in simulation and data are
shown in Figure 6.1 for the three years.

1SU stands for "unbounded system".
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FIGURE 6.1: Fit to the D+
s → ϕ(µ+µ−)π+ invariant mass distribution

obtained for simulated events (left) and recorded data (right). Simu-
lated events are weighted with wfraction. The mass shape is modelled
using a Johnson’s SU function to describe the signal peak and an ex-
ponential distribution to described the combinatorial background in
data. The fit parameters γ and δ describing the signal peak in data
are fixed from the fit to simulated events. The plots are shown for the

three data-taking years.
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TABLE 6.1: Input variables of the GBReweighter model trained to
reduce data/MC differences.

Variable Definition

ln(Ds_P) Logarithm of the Ds momentum
ln(Ds_PT) Logarithm of the Ds transverse momen-

tum
nTracks Number of tracks in the event

Ds_ENDVERTEX_CHI2 χ2 fit of the decay vertex
ln(Ds_IPCHI2_OWNPV) Logarithm of the χ2 of the impact param-

eter with respect to the primary vertex of
the Ds track

arccos(Ds_DIRA_OWNPV) Angle between the Ds momentum and the
vector from the primary to the decaying
vertex

6.2 Corrections for data/MC differences

As previously stated, some variables are not well reproduced by the simulation. The
reference channel D+

s → ϕ(µ+µ−)π+ can be exploited to check for differences be-
tween data and simulation and evaluate the necessary corrections. A reweighting
technique [85] is used to generate a set of per-event weights that minimise the dis-
crepancies between data and simulation. These weights are evaluated by comparing
and adapting the data and MC distributions of one or more variables.

Available in the hep_ml package [86], a GBReweighter model based on Boosted
Decision Trees (see Section 3.4) is trained on the reference channel D+

s → ϕ(µ+µ−)π+.
To avoid unbiased predictions the k-fold technique is used [87]. Both the MC and
data samples are split into k folds and then, iteratively, the model trained on k − 1
folds is applied to the remaining one to estimate its performance. The variables used
as input features to the GBReweighter are listed in Table 6.1.

Once the k-folded models are trained and tested on the reference channel, their
average is taken and applied to simulated events in the 3µ and 2µ samples to de-
rive the corrections. The resulting per-events weights, referred to as wData/MC, are
applied to simulated events in order to minimise the discrepancies between data
and simulation in the training phase of the classifiers used to discriminate between
signal and background events. Figure 6.2 shows the comparison between the D+

s →
ϕ(µ+µ−)π+ data and MC distributions of the variables used as input features to the
GBReweighter, before and after applying the wData/MC corrections. To appreciate the
validity of the method, the same comparison is also shown for the reduced χ2 of the
final state tracks fit (right column).

Henceforth simulated events are weighted with wfraction and wData/MC; wfraction is
itself weighted with a correction, referred to as wfracCorr, applied in order to minimise
differences between data and simulation in the fractional contribution of the differ-
ent τ and Ds production channels. The reason for this correction and its evaluation
is discussed in Appendix A.
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FIGURE 6.2: Distributions of the kinematic and track quality variables
used as input features to the GBReweighter in data and simulation,
before (black) and after (red) applying the wData/MC corrections. The

plots are generated for 2017 data.

6.3 Calibration of particle identification variables

Both in the 2µ and 3µ sample, a multivariate classifier based on particle identifica-
tion (PID) information is trained on simulated candidates to reject background aris-
ing from misidentified (mis-ID) tracks. Like kinematic and track quality variables,
also PID variables are not accurate enough in simulation and need to be corrected
to account for differences between data and simulation. Due to its similar decay
topology, the D+

s → ϕ(µ+µ−)π+ channel can be again exploited to evaluated the
PID corrections applied to τ+ → µ+µ−µ+ simulated events in the training phase of
the PID classifier.

The calibration of the PID variables consists in creating a 4-dimensional (4D)
binned map and extracting a global per-event weight as the ratio between the maps
filled with D+

s → ϕ(µ+µ−)π+ data and simulated events. The set of variables in
which the maps are built differs depending on the PID variable that is being cali-
brated. The weights are then assigned to simulated events, both in the signal and in
the reference channel. The details of the strategy adopted for the calibration of the
ProbNNmu variable, in the 2µ and 3µ sample, and of the RichDLLmu variable, in
the 2µ sample only, are discussed in the following.

6.3.1 Calibration of ProbNNmu

For the calibration of the ProbNNmu variable the 4D maps are built in bins of the
following variables:

• min(ProbNNmu): minimum ProbNNmu value among the muons in the decay;

• pµ: momentum of the muon with minimum ProbNNmu;

• ηµ: pseudorapidity of the muon with minimum ProbNNmu;

• nTracks: track multiplicity in the event.
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FIGURE 6.3: Distribution of the weights correcting for data/MC dif-
ferences in the ProbNNmu variable in the reference channel, 3µ-
signal and 2µ-signal MC samples. The weights are extracted from
the data/MC ratio of the 4D maps determined on the reference chan-

nel for the three data-taking periods.

The binning scheme in the min(ProbNNmu) variable is chosen to have a similar
number of events in each bin. The binning scheme in the remaining three variables
differs for each min(ProbNNmu) bin in order to take into account the correlation
with the min(ProbNNmu) variable, and is as well chosen such that all bins have
similar statistics. The final binning scheme is made of 10 bins in min(ProbNNmu) in
its whole range [0.,1.0], 10 bins in pµ in the range [0., 500.0] MeV/c, 5 bins in ηµ in
the range [1.5, 5.0], and 2 bins in nTracks in the range [0, 1000].

The 4D map is filled first with D+
s → ϕ(µ+µ−)π+ data and then with D+

s →
ϕ(µ+µ−)π+ simulated events, and for each τ+ → µ+µ−µ+ simulated candidate
the final weight is extracted as the ratio between the two maps, using the bin value
determined according to the four variables information of that candidate. In order to
take into account the correlation between the Ds invariant mass and the PID variable,
the sWeights (see Section 6.1) are again computed in each min(ProbNNmu) bin to
correctly suppress the combinatorial background affecting the data sample.

The procedure followed to extract the correction to the ProbNNmu variable is
the same for the 3µ and 2µ samples. The distribution of the ProbNNmu corrections
are shown for the two sub-samples and for the reference channel in Figure 6.3; the
plots are reported for the three data-taking years.

The choice of building the map in the ProbNNmu variable of only one of the
three muons in the decay chain allows to evaluate a single per-event weight instead of
three (two in the 2µ sample) per-track weights. Moreover, the reweighting obtained
with this strategy does not aim at correcting directly the ProbNNmu variable, rather
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at adapting the efficiency of the simulated sample in bins of min(ProbNNmu) to
what is observed in data. As shown in Figure 6.4, it turns out that also other PID
variables, such as ProbNNk, are well described after this reweighting.

6.3.2 Calibration of RichDLLmu

In the 2µ sample, only two of the final-state tracks are detected in the muon sta-
tions, meaning that for one track no ProbNNmu variable is available. As discussed
in Section 5.2, this PID information can be replaced with the one provided by the
RichDLLmu variable, based on the response of the RICH detectors.

The reference channel is used to extract the correction to the RichDLLmu vari-
able with a procedure similar to the one used for the calibration of the ProbNNmu
variable. The stripping line used to select signal events in the reference channel,
however, requires both muons in the final state to activate the isMuon flag. The
RichDLLmu variable of the muon not satisfying the isMuon requirement in the 2µ
sample is calibrated considering for each event the RichDLLmu of the muon with
the lowest value of ProbNNmu. In fact, as shown in Figure 6.5, the distribution of
the RichDLLmu variable for the track with !isMuon is similar to the RichDLLmu dis-
tribution obtained for the track with the lowest value of ProbNNmu. The 4D maps
are therefore generated in bins of:

• RichDLLmu of the muon track with minimum ProbNNmu;

• pµ: momentum of the muon with minimum ProbNNmu;

• ηµ: pseudorapidity of the muon with minimum ProbNNmu;

• nTracks: track multiplicity in the event.

The binning scheme in the RichDLLmu variable consists of 10 bins with same
statistics in the range [-150.0, 200.0]. In each of the 10 bins, the binning in the re-
maining three variables is analogous to the one chosen for the calibration of the
ProbNNmu variable.

The effect of the RichDLLmu correction on simulated events is shown in Fig-
ure 6.4 for one of the final-state muons. The distributions of the RichDLLmu correc-
tions extracted for the reference channel and for the 2µ simulated samples are shown
in Figure 6.6 for the three years.
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(middle) and RichDLLmu (bottom) distributions obtained for 2018
D+

s → ϕ(µ+µ−)π+ sWeighted data and simulated events with and
without applying the PID corrections.
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FIGURE 6.6: Distribution of the weights correcting for data/MC dif-
ferences in the RichDLLmu variable in the reference and 2µ-signal
MC samples. The weights are extracted from the data/MC ratio of
the 4D maps determined on the reference channel for the three data-

taking periods.
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FIGURE 6.7: Comparison between the invariant mass distribution ob-
tained for simulated candidates in the reference channel, in the 2µ
and in the 3µ sample after the trigger selection. All distributions are
subtracted from the τ and Ds PDG mass value in the signal and refer-
ence channel, respectively, to facilitate the comparison of the invari-

ant mass resolution in the two channels.

6.4 Calibration of signal mass shape

The reference channel D+
s → ϕ(µ+µ−)π+ is also used to extract the shape of the

invariant mass distribution in the signal channel. As shown in Figure 6.7, the in-
variant mass distributions obtained for simulated events in the reference channel,
in the 3µ and in the 2µ samples all have similar resolutions. To facilitate the com-
parison, the difference between the reconstructed mass of the τ (Ds) candidate and
the τ (Ds) nominal mass is shown. The plots shown in Figure 6.7 are obtained for
events passing the offline and trigger selection and weighted with wfraction, wfracCorr
and wData/MC.

As mentioned in Section 6.1, the invariant mass spectrum of the reference chan-
nel is modelled using a Johnson’s SU function (see Eq. 6.1). A fit is performed on
the invariant mass distribution of the reference channel MC sample after the trigger
selection and the result is shown for each data-taking year on the left-hand side of
Figure 6.8. The Johnson’s SU function is combined with an exponential distribution
to describe the combinatorial background (see Eq. 6.2) and the result of the fit to the
distribution in data is shown on the right-hand side of Figure 6.8.

The parameters of the fit performed on D+
s → ϕ(µ+µ−)π+ data and simulated

events are summarised in Table 6.2 for the three years.
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FIGURE 6.8: Fit to the D+
s → ϕ(µ+µ−)π+ invariant mass distribution

obtained for simulated events (left) and recorded data (right). Simu-
lated events are weighted with wfraction, wfracCorr and wData/MC. The
mass shape is modelled using a Johnson’s SU function to describe the
signal peak and an exponential distribution to describe the combina-
torial background in data. The fit parameters γ and δ describing the
signal peak in data are fixed from the fit to simulated events. The

plots are shown for the three data-taking years.
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TABLE 6.2: Results of the fit to the invariant mass distribution of the reference channel in simulation and data. The parameters γ and δ
are fixed from the fit to the invariant mass distribution in simulation.

2016 2017 2018

MC Data MC Data MC Data

µ [MeV/c2] 1970.42 ± 0.29 1970.21 ± 0.08 1971.05 ± 0.12 1970.41 ± 0.05 1970.93 ± 0.16 1970.72 ± 0.05
λ [MeV/c2] 14.34 ± 0.36 16.82 ± 0.16 13.09 ± 0.08 14.2 ± 0.1 14.23 ± 0.10 15.5 ± 0.1

γ 0.16 ± 0.03 0.21 ± 0.01 0.20 ± 0.02
δ 1.71 ± 0.04 1.60 ± 0.01 1.75 ± 0.01
α - −0.0005 ± 0.0001 - −0.0013 ± 0.0001 - −0.0016 ± 0.0001

χ2/ndof 5.43 1.53 4.44 1.24 2.13 1.27
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TABLE 6.3: Correction factors of the fit parameters µ and λ of the
function used to model the τ+ → µ+µ−µ+ invariant mass in simula-

tion.

2016 2017 2018

cµ 0.99989 ± 0.00015 0.99968 ± 0.00007 0.99989 ± 0.00008
cλ 1.173 ± 0.032 1.087 ± 0.010 1.087 ± 0.012

From the result of the fit to the invariant mass distribution of the reference chan-
nel, it can be observed that the MC and data distributions show different resolutions.
To extrapolate the signal pdf used later in the limit evaluation, the central values ob-
tained from the fit to the MC mass shape of τ+ → µ+µ−µ+ need to be corrected for
the factors cµ = µdata/µMC and cλ = λdata/λMC evaluated on the D+

s → ϕ(µ+µ−)π+

channel. The values of the correction factors cµ and cλ are reported in Table 6.3 sep-
arately for the three years.
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Chapter 7

Signal and background
discrimination

Both in the 3µ and in the 2µ sample, the background rejection is performed by means
of two multivariate classifiers. The first one, trained on kinematic variables and
topological information, is used to suppress the combinatorial background. The sec-
ond one is instead trained on particle identification (PID) information to suppress
background originating from tracks misidentified as muons.

The multivariate classifiers employed in the 3µ sample to discriminate between
signal and background events (Section 7.2) are the result of the work of a former
PhD student of the analysis group. The binning in the invariant mass distribution
in the 3µ sample (Section 7.2.4) and the separation between signal and background
events in the 2µ sample (Section 7.3) have been carried out by the author.

7.1 Isolation variables

Among the kinematic and topological information that can be exploited in the dis-
crimination of signal and background events, there is a category of isolation vari-
ables, originally developed for the B0

(s) → µ+µ− analysis [88], that turn out to be
very powerful in the suppression of the combinatorial background. The isolation
of the muon tracks is indeed very relevant as the combinatorial background mainly
arises from semileptonic b- or c-hadron decays, where other charged particles pro-
duced in the same event are reconstructed close to the signal muon candidate and
therefore wrongly associated with the τ decay. In other words, the more isolated the
three muon tracks are from the other tracks of the event, the more likely it is that
these muons originated from a τ decay.

The isolation variables quantify how close other tracks are to the muon candidate
(excluding the other two muon candidates). Depending on whether the muon isola-
tion is evaluated against a long or a VELO track, the corresponding variable is called
LONG or VELO isolation variable, respectively. The proximity of each muon candi-
date to another track, whether long or VELO track, is measured using a dedicated
Boosted Decision Tree (BDT) classifier1 with slightly different input features for the
two categories. Both BDTs return an isolation score value for each track-muon pair
in the event; the "closer" is the track to the muon candidate, the higher the output
value of the classifiers. For each muon candidate, the maximum value of a given
classifier over all the track-muon pairs in the event is taken (I(µ+)). The isolation
variable is built, for both categories, as the sum of the maximum score between two
of the three muon candidates (I(µ+) + I(µ±)). Given that in the signal channel there

1The BDT is developed using the Adaboost boosting algorithm available in the TMVA toolkit [62].
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are three muons in the final state, for each of the two categories three BDT isolation
variables are computed.

The isolation variables are calibrated for tracks identified as muons. Therefore, in
the 2µ sample, only the LONG and VELO isolation variables evaluated for the tracks
with isMuon can be used in the suppression of the combinatorial background 2. For
both categories (LONG and VELO), three types of isolation variables are saved.

7.2 Signal and background separation in the 3µ sample

In the 3µ sample, the discrimination of signal over background events is performed
by means of two multivariate classifiers, one trained on kinematic and topological
information to suppress the combinatorial background, and one trained on PID in-
formation against background originating from misidentified tracks. As mentioned
in Section 3.4, both classifiers are based on a binary eXtreme Gradient Boosting (XGB)
model [65], a scalable machine-learning technique for tree boosting.

To distinguish the two classifiers, the one based on PID information is named
SuperPNN (or SuperProbNN), while the other one is simply referred to as XGBoost
(or XGB). The features and performances of the two classifiers are described in the
following.

7.2.1 XGBoost classifier

The XGBoost model trained against the combinatorial background uses τ+ → µ+µ−µ+

simulated events as a signal proxy and data events from the middle sidebands around
the blinded region as a proxy for the background. The 26 variables used as input fea-
tures to the classifier are listed in Table 7.1, while in Figure 7.1, the distributions of
these variables are shown for 2018 data (middle sidebands) and simulated events.
The final LONG and VELO isolation variables used in the training of the classifier
are computed as average among the BDT isolation variables of the three pairs of
muons in the final state.

Three hyperparameters of the XGBoost model, namely the learning_rate, the max-
imum depth of a tree (max_depth) and the number of estimators (n_estimators), are
tuned using a cross-validated grid search method3. In order to exploit all the events
available in the data set the k-fold technique introduced in Section 6.2 is used. The
search for the optimal set of hyperparameters is performed on a training set corre-
sponding to 80% of the total data set. The set of hyperparameters corresponding
to the configuration providing the greatest balanced accuracy (efficiency to identify
each class averaged among the classes) are selected as the “best parameters”. Once
trained, the model is applied to the test set (20% of the total data set) to evaluate its
performance.

The simulated events used in the training of the classifier are weighted with
wfraction (see Section 4.2.2), wfracCorr (see Appendix A) and wData/MC (see Section 6.2),
and with an additional weight, referred to as wbalance. Its role is to balance the model
training by correcting for the different size of the MC and data samples. Identical
for all simulated events, wbalance is simply derived as the ratio between the number
of background events and the weighted sum of simulated events.

2The BDT isolation variables are filled with 0 for the track not satisfying the isMuon condition.
3In a grid search, the search for the optimal set of hyperparameters is performed through a manually

specified subset of the hyperparameter space of the targeted algorithm [89].
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TABLE 7.1: Input features to the XGBoost model.

Variable Definition

tau_DIRA_OWNPV Cosine of the angle between the τ momen-
tum and the vector from the primary to
the decaying vertex

tau_ENDVERTEX_CHI2 χ2 fit of the decay vertex
tau_TAU Particle decay time

µ_TRACK_CHI2NDOF χ2 of the track fit divided by the degrees
of freedom, for each of the daughter par-
ticles

IPCHI2_OWNPV Difference in the vertex-χ2 of the PV re-
constructed with and without the particle,
for τ and daughters particles

PT Transverse momentum of τ and daugh-
ters particles.

tau_ConeMultMuon Number of tracks within a cone built
around a muon track

tau_ConePtAsymMuon Asymmetry between the transverse mo-
mentum of a muon and the sum of the
transverse momenta of all the particles
within a cone built around that muon

LONGMAX1(2,3) Average of LONG isolation variables
computed for each pair of daughter par-
ticles

VELOMAX1(2,3) Average of VELO isolation variables com-
puted for each pair of daughter particles

TABLE 7.2: XGB classifier average performance obtained with the
chosen set of hyperparameters quantified by different metrics. The
last two scores are the signal efficiency obtained requiring a back-
ground rejection of 95% and the background rejection obtained re-
quiring a signal efficiency of 85%. The results are averaged over the

predictions made on the 5 folds (train:test ratio is 80%:20%).

Scores [%] 2018 2017 2016

Accuracy 91.26 ±0.14 90.90 ±0.15 91.83 ±0.20
Signal efficiency (ϵS) 90.69 ±0.18 90.37 ±0.29 89.76 ±0.41

Background rejection (1 − ϵB) 91.83 ±0.16 91.44 ±0.11 92.91 ±0.10
AUC 97.28 ±0.07 97.05 ±0.04 97.39 ±0.12

ϵS @ 1 − ϵB = 95% 95.45 ±0.12 94.95 ±0.15 95.54 ±0.17
1 − ϵB @ ϵS = 85% 85.99 ±0.34 84.88 ±0.32 86.35 ±0.40

The performance of the classifier is expressed in terms of different metrics, such
as the signal efficiency ϵS, the background rejection defined as 1 − ϵB, and the AUC,
namely the area under the receiver operating characteristic (ROC) curve. A summary
of the classifier performance is reported in Table 7.2. For each year, the final perfor-
mance is evaluated as the average across the 5 folds.
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FIGURE 7.1: Distributions of the input features of the XGBoost classi-
fier, for signal (simulation) and background (data middle sidebands).

The histograms are normalised to unit area.
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Calibration of the XGBoost output

Once trained and tested, the XGBoost model is again applied to signal simulated
events and to the data outer sidebands. In order to check for possible differences
between data and simulation, the same model is applied to the reference channel
D+

s → ϕ(µ+µ−)π+. As already mentioned, the simulated events used as a sig-
nal proxy in the training of the classifier are weighted with wData/MC to minimise
differences between data and simulation. Nevertheless, the distribution of some
of the input features of the classifier produced for D+

s → ϕ(µ+µ−)π+ simulated
events, still show some discrepancies with respect to the distributions obtained in
data (see Figure 7.2). Because of the presence of two single final-state muons, the
D+

s → ϕ(µ+µ−)π+ isolation variables are computed, for each category (LONG and
VELO), as average between the isolation variables available for the two muon can-
didates.

The corrections for the residual discrepancies between data and simulation in the
output of the XGBoost classifier are evaluated as the ratio between the data and MC
distributions obtained for the reference channel, both normalised to unity. The ratio,
shown in Figure 7.3 for all the three data-taking years, is evaluated in 30 bins whose
edges are computed in such a way that all bins have the same amount of simulated
events. Each signal and reference channel simulated event will be weighted with the
bin content corresponding to its XGB value.

The output of the XGB classifier is shown for the signal channel in simulation
and data, separately for the inner and outer sidebands, in Figure 7.4. In the same
plots, the distributions obtained for D+

s → ϕ(µ+µ−)π+ sWeighted data and simu-
lated events, are also shown. Note that simulated events are here weighted also
with the PID corrections discussed in Section 6.3.1 (wPID) and with the correction for
data/MC differences in the XGBoost classifier output (wXGBcorr).
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FIGURE 7.2: Distributions of the input features of the XGBoost classi-
fier for D+

s → ϕ(µ+µ−)π+ sWeighted data and simulated events. The
features of the particles D+

s , π+, µ−, µ+ are matched with the ones of
τ+, µ+

1 , µ−, µ+
2 . The distributions obtained for the pion are labeled as

µ+
1 in the x-axis. The histograms are normalised to unit area.
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FIGURE 7.3: On the left, bin-by-bin ratio between the data and MC
distribution of the classifier output used to reweight the signal and
reference channel simulated events. On the right, zoom in of the re-
gion at high values of the XGBoost output. The bins edges are com-

puted to have uniform content in the simulated sample.



72 Chapter 7. Signal and background discrimination

0.0 0.2 0.4 0.6 0.8 1.0
Classifier Output

10−1

100

101

W
ei

gh
te

d
di

st
ri

bu
ti

on
s

no
rm

al
iz

ed

2016

Signal

Ref MC

Background (innerSB)

Background (outerSB)

Ref Datasweighted

0.0 0.2 0.4 0.6 0.8 1.0
Classifier Output

100

101

W
ei

gh
te

d
di

st
ri

bu
ti

on
s

no
rm

al
iz

ed

2017

Signal

Ref MC

Background (innerSB)

Background (outerSB)

Ref Datasweighted

0.0 0.2 0.4 0.6 0.8 1.0
Classifier Output

100

101

W
ei

gh
te

d
di

st
ri

bu
ti

on
s

no
rm

al
iz

ed

2018

Signal

Ref MC

Background (innerSB)

Background (outerSB)

Ref Datasweighted

FIGURE 7.4: XGBoost output distributions obtained for the signal
channel simulation and data (inner and outer sidebands), and for the
reference channel simulation and sWeighted data. Simulated events
are weighted with wfraction, wfracCorr, wData/MC, wXGBcorr, and with
the PID corrections introduced in Section 6.3.1. Distributions are nor-

malised to unity.
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TABLE 7.3: Input features to the SuperPNN model.

Variable Definition

ProbNNmu Probability of the tracks to be identified as
a muon

ProbNNk Probability of the tracks to be identified as
a kaon

η Track’s pseudorapidity
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FIGURE 7.5: Distribution of the input features of the SuperPNN clas-
sifier, for the signal (simulation) and background (right inner side-

band) sample. The histograms are normalised to unit area.

7.2.2 SuperPNN classifier

With a strategy similar to the one implemented for the suppression of the combina-
torial background, a second XGB classifier is trained on PID information to suppress
background originating from misidentified tracks. The variables given as input to
the classifier are listed in Table 7.3.

The classifier, called SuperPNN (or SuperProbNN), is trained using τ+ → µ+µ−µ+

simulated events as a signal proxy, and data events from the right middle sideband
as a proxy for the background. The left middle sideband is excluded in order to
minimise the contribution from the mis-ID background D+ → K−π+π+. As later
shown in Section 8.2, the D+ → K−π+π+ mode is expected to peak in the left in-
ner sideband. Simulated events are weighted with wfraction, wfracCorr, wData/MC and
wPID. The distributions of the input features for simulated events and for the data
sidebands are reported in Figure 7.5 for the 2018 sample.

The optimal set of hyperparameters (learning_rate, max_depth, min_sample_leaf,
n_estimators) are selected as the ones providing the highest balanced accuracy. To
make use of whole data sample, the training and testing of the classifier is performed
by means of the k-fold technique. The 5 folds result into five independent models.
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TABLE 7.4: SuperPNN classifier average performance obtained with
the chosen set of hyperparameters quantified by different metrics.
The last two scores are the signal efficiency obtained requiring a back-
ground rejection of 95% and the background rejection obtained re-
quiring a signal efficiency of 85%. The results are averaged over the

predictions made on the 5 folds (train:test ratio is 80%:20%).

Scores [%] 2018 2017 2016

Accuracy 88.86 ±0.38 89.17 ±0.38 86.75 ±1.25
Signal efficiency (ϵS) 82.53 ±0.69 84.67 ±0.62 77.65 ±2.00

Background rejection (1 − ϵB) 96.77 ±0.12 96.35 ±0.13 97.35 ±0.03
AUC 97.97 ±0.08 97.92 ±0.04 97.81 ±0.20

ϵS @ 1 − ϵB = 95% 89.04 ±0.39 89.31 ±0.18 88.59 ±0.57
1 − ϵB @ ϵS = 85% 96.21 ±0.14 96.22 ±0.14 95.94 ±0.32

0.0 0.2 0.4 0.6 0.8 1.0
superProbNN

10−1

100

101

N
or

m
al

iz
ed

an
d

w
ei

gh
te

d
ca

nd
id

at
es

2016

Signal MC

Data right innerSB

Data outerSB

0.0 0.2 0.4 0.6 0.8 1.0
superProbNN

10−1

100

101

N
or

m
al

iz
ed

an
d

w
ei

gh
te

d
ca

nd
id

at
es

2017

Signal MC

Data right innerSB

Data outerSB

0.0 0.2 0.4 0.6 0.8 1.0
superProbNN

10−1

100

101

N
or

m
al

iz
ed

an
d

w
ei

gh
te

d
ca

nd
id

at
es

2018

Signal MC

Data right innerSB

Data outerSB

FIGURE 7.6: SuperPNN output distributions obtained for the signal
channel simulation and data (separately for the right inner sideband
and outer sidebands). Simulated events are weighted with wfraction,
wfracCorr, wData/MC and wPID. Distributions are normalised to unity.

The performance of the SuperPNN classifier is again expressed in terms of the same
metrics used for the XGB classifier, and the resulting values are reported in Table 7.4.

Data events from the outer sidebands are assigned the average of the five Su-
perPNN values predicted for the five different models. The output of the SuperPNN
classifier is shown for signal simulated events and for the data sidebands (separately
for the right inner sideband and for the outer sidebands) in Figure 7.6 for the three
data-taking years.

Calibration of the SuperPNN output

Once trained and tested, the SuperPNN model is applied to the reference channel to
evaluate the correction for a potential disagreement between data and simulation.
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FIGURE 7.7: On the left, MC distributions of the ProbNNmu and
ProbNNk variables for the two muons and the reconstructed ones
for the pion. On the right, same distributions obtained for sWeighted

data. The plots are produced for the 2018 data sample.

The SuperPNN model is trained to discriminate events with three real muon tracks
from events where one or more of the final-state tracks have been wrongly identi-
fied as muons. In order to be able to apply the SuperPNN model to the reference
channel, it is clear that the PID information of the pion cannot be used as it is. The
followed strategy consists in replacing the ProbNNmu and ProbNNk variables of
the pion with fake ProbNNmu and ProbNNk, made up from the PID information of
the two opposite-sign muons. Separately for data and simulated events, the pion
momentum distribution is divided into 10 bins with same statistics. In each of these
bins, the histograms with the ProbNNmu and ProbNNk of the muon with charge
opposite to the one of the mother particle are produced. The fake ProbNNmu and
ProbNNk assigned to the pion is randomly extracted from the histogram produced
in the same momentum range. The distributions of the ProbNNmu and ProbNNk
variables for the muons and of the reconstructed ones for the pion are reported in
Figure 7.7 for simulated and data events.

The ProbNNmu and ProbNNk variables reconstructed for the pion are then used
as input features, together with the PID information of the two muons, in the ap-
plication of the SuperPNN model to the reference channel. The ratio between the
SuperPNN distribution obtained for sWeighted data and the one obtained for simu-
lated events is then used to extract the corrections to the SuperPNN output assigned
to τ+ → µ+µ−µ+ and D+

s → ϕ(µ+µ−)π+ simulated events to minimise data/MC
discrepancies. The ratio is evaluated in 20 bins with almost uniform content in the
simulated sample and its distribution is shown in Figure 7.8 for the three data-taking
years.
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FIGURE 7.8: On the left, bin-by-bin ratio between the data and MC
distribution of the classifier output used to reweight the signal and
reference channel simulated events. On the right, zoom in of the re-
gion at high values of the SuperPNN output. The bins edges are com-

puted to have uniform content in the simulated sample.
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FIGURE 7.9: Correlation between the output of the XGBoost and of
the SuperPNN classifiers for signal simulation (left) and for the right
inner sideband in data (right). Plots are shown for the 2018 samples.

7.2.3 Binning scheme in XGBoost and SuperPNN

In Figure 7.9, the output of the XGB classifier is shown as a function of the output
of the SuperPNN classifier, both for 2018 simulated events and for data events from
the right inner sideband (similar distributions can be obtained for 2016 and 2017).
No correlation is observed between the two classifiers, meaning that the selection
in XGBoost would be independent of the selection in SuperPNN, and vice versa.
Applying a tight cut on XGB and SuperPNN would certainly allow to get rid of
most of the background contribution, but would have the disadvantage of cutting
away potential signal candidates. In order to increase the sensitivity to the signal
decay in the 3µ sample, the data set is split in bins of the XGBoost and SuperPNN
classifiers output.

A technique developed for the B0
s → µ+µ− analysis and presented in Ref. [90],

is used to find the optimal binning scheme in the two discriminating variables. The
optimisation criteria is based on

∆LQ = 2 ln QSB − 2 ln QB, (7.1)

where QSB and QB represent the test statistics computed for the Signal+Background
(SB) and for the Background-only (B) hypothesis, respectively. The two test statistics
are defined as

QSB =
n

∏
i=1

P(si + bi, si + bi)

P(si + bi, bi)
, QB =

n

∏
i=1

P(bi, si + bi)

P(bi, bi)
, (7.2)

with P(x, λ) being a Poissonian distribution of mean λ calculated in x, and si + bi
(bi) the expected number of candidates in the Signal+Background (Background) hy-
pothesis in bin i. In Ref. [90] the authors demonstrate, through pseudo-experiments,
that the separation power ∆LQ can be also expressed in terms of the median of the
test statistics as

∆LQ ≃ 2 ln Qmed
SB − 2 ln Qmed

B . (7.3)

A practical way to obtain this quantity without generating any pseudo-experiment is

to calculate the two approximators Q̃med
SB and Q̃med

B from the definition of test statistic
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TABLE 7.5: Binning scheme that optimises the signal event sensitivity
to τ+ → µ+µ−µ+ decays where all the three final-state tracks are

identified as muons.

XGB SuperPNN

[0.800, 0.951] [0.880, 0.972, 0.988, 0.994, 1.000]
[0.951, 0.983] [0.880, 0.975, 0.989, 0.995, 1.000]
[0.983, 0.993] [0.880, 0.979, 0.991, 0.995, 1.000]
[0.993, 1.000] [0.880, 0.980, 0.990, 0.995, 1.000]

FIGURE 7.10: Individual bin score (left) and signal sensitivity (right)
for the optimised binning scheme. The XGB and SuperPNN bins are

displayed in the x and y axis, respectively, as defined in Table 7.5.

given in Eq. 7.2.

Q̃med
SB =

n

∏
i=1

P(si + bi, si + bi)

P(si + bi, bi)
, Q̃med

B =
n

∏
i=1

P(bi, si + bi)

P(bi, bi)
. (7.4)

The optimal binning is determined by maximising the ∆LQ quantity for the ex-
pected number of candidates in each bin for the two hypotheses. As no signal events
are expected, the signal sample is normalised to 1 for the sake of the score calcula-
tion. The search for the optimal binning is performed following an adaptive ap-
proach, spanning from 4 (2x2) to 49 (7x7) bins with equal amount of expected sig-
nal candidates. To ensure the rejection of the most background-like candidates, the
search for the optimal binning is performed on candidates with SuperPNN>0.88
and XGB>0.8. The final binning is reported in Table 7.5, while in Figure 7.10 the
corresponding individual bin score and signal sensitivity are shown.

7.2.4 Binning in the invariant mass distribution

The shape of the invariant mass distribution in the signal channel is taken from a fit
to the reference channel D+

s → ϕ(µ+µ−)π+, whose distribution is modelled with a
Johnson’s SU function (see Eq. 6.1) as described in detail in Section 6.4. The signal pdf
is extrapolated by fitting the MC invariant mass distribution and scaling the central
values obtained from the fit by the correction factors cµ and cλ evaluated from the
fit to the reference channel and reported in Table 6.3. The results of the fit to the
MC invariant mass in the 3µ sample are shown on the left-hand side of Figure 7.11
for the three data-taking years; the fit parameters are reported in the legend. The fit
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TABLE 7.6: Fraction of events falling in each mass bin evaluated on
the extrapolated signal pdf for the three data-taking years. The frac-

tion of events in the signal region is also reported (Total).

Mass bin 2016 2017 2018

1 0.0422 ± 0.0003 0.0387 ± 0.0003 0.0368 ± 0.0003
2 0.0781 ± 0.0007 0.0760 ± 0.0005 0.0721 ± 0.0006
3 0.1334 ± 0.0009 0.1380 ± 0.0007 0.1323 ± 0.0008
4 0.1903 ± 0.0006 0.2058 ± 0.0006 0.2022 ± 0.0007
5 0.2015 ± 0.0013 0.2165 ± 0.0010 0.2195 ± 0.0011
6 0.1503 ± 0.0005 0.1511 ± 0.0006 0.1567 ± 0.0007
7 0.0848 ± 0.0007 0.0774 ± 0.0006 0.0811 ± 0.0007
8 0.0411 ± 0.0004 0.0341 ± 0.0003 0.0360 ± 0.0004

Total 0.9217 ± 0.0012 0.9375 ± 0.0009 0.9366 ± 0.0010

is performed on simulated events selected by the minimum cut on XGB (>0.8) and
SuperPNN (>0.88) and by the veto on ProbNNk (later discussed in Section 8.2.1).
The extrapolated mass shapes are instead shown on the right-hand side of Figure
7.11 for the three years.

In addition to the sampling in the XGB and SuperPNN output, a further binning
is considered in the signal region of the invariant mass distribution to increase the
sensitivity to the signal decay. In this case, 8 bins with a width of 5 MeV/c2 each are
considered in the ±20 MeV/c2 invariant mass window around the PDG τ mass. The
fraction of events falling in each mass bin is reported in Table 7.6 for the three years.
Note that the fraction of events falling in each mass bin sum up to the fraction of
events falling in the signal region (last row of Table 7.6).

As shown in Figures 7.12 and 7.13, no correlation is observed between the in-
variant mass distribution and the output of the XGB and SuperPNN classifiers. The
fraction of events falling in each mass bin can therefore be evaluated before binning
in the two variables.
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FIGURE 7.11: On the left, fit to the τ+ → µ+µ−µ+ invariant mass
distribution obtained for simulated events in the 3µ sample after ap-
plying the minimum cut on XGB and SuperPNN and the veto on
ProbNNk. The mass shape is modelled with a Johnson’s SU function;
the fit parameters are reported in the legend. On the right, extrap-
olated τ+ → µ+µ−µ+ mass shape obtained from the fit to the MC
invariant mass where the central values (µ and λ) are corrected from
the fit to the reference channel. The plots are reported for the three

data-taking years.
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FIGURE 7.12: Correlation between the output of the XGBoost clas-
sifier and the invariant mass distribution for τ+ → µ+µ−µ+ simu-
lated events (left) and for the outer sidebands in data (right). Plots

are shown for the 2018 samples.

FIGURE 7.13: Correlation between the output of the SuperPNN clas-
sifier and the invariant mass distribution for τ+ → µ+µ−µ+ simu-
lated events (left) and for the outer sidebands in data (right). Plots

are shown for the 2018 samples.

7.3 Signal and background separation in the 2µ sample

A strategy similar to the one used in the 3µ sample is followed in the 2µ sample
to discriminate between signal and background events. A multivariate classifier
based on kinematic and topological information is trained against the combinatorial
background, while a second one, based on PID information, is trained to reduce
the background originating from misidentified tracks. As mentioned in Section 3.4,
the chosen algorithm is, for both classifiers, a Gradient Boosted Decision Tree (BDTG)
available in the TMVA toolkit [62].

The BDTG classifier based on kinematic and topological information is refereed
to as BDTGKT, while BDTGPID is the name assigned to the classifier based on PID
information. The features and performances of both classifiers are discussed in the
following.

7.3.1 BDTGKT classifier

The BDTG classifier trained to suppress the combinatorial background takes as in-
put features the variables listed in Table 7.7. Regarding the variables of the daugh-
ter particles, a distinction between the tracks identified as muons and the one not
satisfying the isMuon condition is always made. As already mentioned, in the 2µ
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TABLE 7.7: Input features to the BDTGKT model. Note that when the
variable is associated to the daughter particles, a distinction between
tracks satisfying and not satisfying the isMuon condition is always

made.

Variable Definition

tau_IPCHI2_OWNPV Difference in the vertex-χ2 of the PV re-
constructed with and without the particle,
for τ and daughter particles

tau_PT τ tranverse momentum
tau_TAU τ decay time

tau_ENDVERTEX_CHI2 χ2 fit of the decay vertex
LONGMAX1(2,3) tau_TRKISOBDTLONG computed for the

pair of muons isMuon
VELOMAX1(2,3) tau_TRKISOBDTVELO computed for the

pair of muons with isMuon
mu_PT Transverse momentum of each daughter

particle
mu_TRACK_CHI2NDOF χ2 of the track fit divided by the degrees

of freedom for the track with !isMuon
mu_THETA θ angle of the track with !isMuon

mu_PHI Absolute value of the ϕ angle of each
daughter particle

sample only two of three LONG and VELO isolation variables can be exploited in
the training of the BDTG model. The average between these two is computed and
used as input to the classifier. Simulated events are used as a proxy for the signal,
while events from the inner sidebands are used as a proxy for the background. The
distributions of the input features are shown for the two samples in Figure 7.14 for
2018; same distributions for 2016 and 2017 can be found in Appendix B. Simulated
events are weighted with wfraction, wfracCorr, wData/MC and wPID. The latter includes
both the correction of the ProbNNmu variables for the tracks with isMuon and of the
RichDLLmmu variable for the track with !isMuon (see Section 6.3).

Variables related to the geometry of the decay, especially the ϕ and θ angle of the
track not detected within the muon detector acceptance, turn out to be very pow-
erful in discriminating between signal and background events. The two separate
contributions visible in the MC distribution of the θ angle of the track with !isMuon,
find their explanation in the low momentum of the muon track. As introduced in
Section 5.2, muons with !isMuon are either produced at low pT, and therefore end
up in the beam pipe, or at higher pT, and therefore deflected by the magnet outside
the muon detector acceptance.

To make use of the whole MC sample for the training and testing of the classifier,
and to avoid biased results, the k-folding is applied. The signal and background sam-
ples are both split into 5 folds with same statistics and the BDTG model is iteratively
trained on 4 sub-sets and tested on the remaining one to evaluate its performance.
Each of the 5 folds leads to an independent BDTG model.
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FIGURE 7.14: Distribution of the input features of the BDTGKT clas-
sifier for 2018 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.
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FIGURE 7.15: ROC curves of the five BDTG models trained for the
three data-taking years. The corresponding AUCs are also displayed.

The search for the optimal setting of the BDTG model is performed by varying
the following hyperparameters:

• Ntrees: number of trees in the forest;

• MaxDepth: maximum depth of the decision tree allowed;

• MinNodeSize: minimum percentage of training events required in a leaf node;

• nCuts: number of grid points in the variable range used in finding the optimal
cut in the node splitting.

The configuration providing the highest AUC (area under the receiver operating char-
acteristic, or ROC, curve) is selected as the optimal set of hyperparameters. The per-
formances of the five BDTG models, expressed in terms of the AUC, are shown in
Figure 7.15 together with the corresponding ROC curves for the three data-taking
years. The BDTG models trained for 2016 show worse performances than the ones
trained on the 2017 and 2018 data samples. This is most likely due to the lower statis-
tics available in the 2016 MC sample, consequence of the different, and less efficient,
trigger selection (see Section 5.3). Once trained and tested, the folded models are ap-
plied to the MC sample, making sure that each model is applied to the sub-set used
to test its performance. Whenever the classifier is applied to events used neither for
the training or for testing the classifier, one model is randomly extracted from the
five trained models and applied to the single event. This is the case for events in the
data outer sidebands and in the D+

s → ϕ(µ+µ−)π+ data and simulation samples.
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Calibration of the BDTGKT output

In order to check for residual discrepancies between data and simulation in the out-
put of the BDTGKT classifier, the folded models are applied to the reference channel
data and simulated events. Figure 7.16 shows how the features used as input to the
BDTGKT classifier are distributed in the reference channel for 2018 data and simu-
lation; same distributions for 2016 and 2017 can be found in Appendix B.

The distributions in Figure 7.16 are obtained by requiring the final-state pion to
fall outside the muon detector acceptance. This is done in order to select pions with
a kinematics similar to the one of muons with !isMuon. This requirement reduces
the D+

s → ϕ(µ+µ−)π+ data and MC sample to 5%, though the performance of
the BDTGKT classifier are expected to be similar to the one obtained for the signal
channel.

With a strategy similar to the one used to correct for the residual data/MC dif-
ferences observed in XGB and SuperPNN, the corrections to the output of the BDT-
GKT classifier are extracted from the ratio between the distribution of BDTGKT in
the reference channel in data and simulation. The ratio is evaluated in 30 bins whose
edges are chosen such that all bins have have roughly the same amount of simulated
events. The corresponding distributions are shown in Figure 7.17 for the three years,
together with a zoom in the region at high BDTGKT values.

The BDTGKT output distributions for the sWeighted data and for the MC sample,
before and after applying the BDTGKT corrections, are reported in Figure 7.18 for
the three years.

The corrections for data/MC differences in the BDTGKT output are then applied
to the signal MC sample. A comparison between the BDTGKT output in the sig-
nal channel before and after applying the corrections to simulated events is shown
in Figure 7.19 for the three years, together with the BDTGKT output distributions
obtained for the data outer sidebands.
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FIGURE 7.16: Distributions of the input features of the BDTGKT clas-
sifier for 2018 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted
data. The histograms are normalised to unit area.
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FIGURE 7.17: On the left, bin-by-bin ratio between the data and MC
distributions of the classifier output used to reweight the signal and
reference channel simulated events. On the right, zoom in of the re-
gion at high values of the BDTGKT output. The bins edges are com-

puted to have uniform content in the simulated sample.
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FIGURE 7.18: BDTGKT output distribution for reference channel (RC)
sWeighted data and simulated events, before and after applying the

BDTGKT corrections for the three data-taking years.
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FIGURE 7.19: BDTGKT output distribution for the outer sidebands
in data and for the signal channel simulated events, before and after

applying the BDTGKT corrections for the three data-taking years.



90 Chapter 7. Signal and background discrimination

7.3.2 BDTGPID classifier

The features used as input to the classifier trained against mis-ID tracks are listed
in Table 7.8. Since no information from the muon detector is available for the muon
not satisfying the isMuon condition, for this track the ProbNNmu information is re-
placed with the RichDLLmu variable. A distinction between tracks satisfying and
not satisfying the isMuon condition is also made for the ProbNNk and ProbNNpi
variables.

The training of the BDTG model is performed using simulated events, weighted
with wfraction, wfracCorr, wData/MC and wPID, as a proxy for the signal and data events
from the middle sidebands as a proxy for the background. A comparison between
the signal and background distributions of the input features is shown in Figure 7.20
for 2018; same distributions for 2016 and 2017 can be found in Appendix B. All dis-
tributions are displayed in log-scale to better appreciate their discrimination power.
The ProbNNk and ProbNNpi distributions obtained for the muon with !isMuon dif-
fer from the ones obtained for the muons with isMuon. Especially the ProbNNpi
distribution peaking at large values suggests that, due to its peculiar kinematics, the
track that is not detected by the muon detector it is more likely identified as a pion
than as a muon.

Since the simulation sample used for the training and testing of the classifier
coincides with the sample on which the model is applied, the usage of k-folding is
required. The optimisation of the models is again performed on the four hyper-
parameters Ntrees, MaxDepth, MinNodeSize and nCuts, and the configuration max-
imising the AUC is chosen as the optimal one. Each fold leads to an independent
BDTG model with its own optimal set of hyperparameters and performance. The
ROC curves obtained for the five models are shown in Figure 7.21 for the three data-
taking years; the corresponding AUCs are also provided.

The BDTG models trained on 2016 data turn out to be less capable in discrim-
inating between signal and background events than the models trained on 2017
and 2018 data, which instead show similar performance. This is again a conse-
quence of the different HLT2 trigger selection applied in 2016. As discussed in Sec-
tion 5.3, the Hlt2DiMuonDetached_TOS trigger line that is required to be fired in the
2µ sample, is not available for 2016 and it is therefore replaced with the trigger line
Hlt2TopoMuMu3Body_TOS. The Hlt2TopoMuMu3Body_TOS trigger line is, however, less

TABLE 7.8: Input features to the BDTGPID model. In case of
ProbNNk and ProbNNpi a distinction between tracks satisfying and

not satisfying the isMuon condition is always made.

Variable Definition

ProbNNmu Probability of the track with isMuon to be
identified as a muon

RichDLLmu Logarithm of the ratio between the like-
lihood for the muon and the likelihood
of the pion hypothesis for the track with
!isMuon

ProbNNk Probability of the three tracks to be identi-
fied as a kaon

ProbNNpi Probability of the three tracks to be identi-
fied as a pion
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FIGURE 7.20: Distribution of the input features of the BDTGPID clas-
sifier for 2018 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.

efficient than the line Hlt2DiMuonDetached_TOS and based on a cut on ProbNNmu.
In particular, it requires the ProbNNmu of the tracks in the final state to be greater
than 0.2, affecting the ProbNNk and ProbNNpi variables as well. Since no ProbN-
Nmu is available for the track with !isMuon, its PID information is not affected by
the different trigger selection.

The ProbNNX distributions obtained for 2016 are shown in Figure 7.22 for one
of two muons satisfying the isMuon condition. By comparing these plots with the
ones shown in Figure 7.20, it can be seen how the cut at ProbNNmu>0.2 also affects
the ProbNNk and ProbNNpi making their data distributions similar to the ones ob-
tained for simulated events.
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FIGURE 7.21: ROC curves of the 5 BDTG models trained for the three
data-taking years. The corresponding AUCs are also displayed.
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FIGURE 7.22: ProbNNX distributions for one of the two final-state
muons satisfying the isMuon condition. Distributions are obtained

for 2016 data.

Calibration of the BDTGPID output

Despite the PID corrections, some discrepancies between data and simulation could
still arise in the output of the BDTGPID classifier. The reference channel is again
exploited to check for this disagreement and extract the necessary corrections, with
some constraints. In Figure 7.23 the distributions of the input features of the BDTG-
PID classifier are shown for the reference channel in 2018 simulation and data; same
distributions for 2016 and 2017 can be found in Appendix B.

The information of the track not satisfying the isMuon condition is here replaced
with the PID features of the track identified as a pion. However, the distributions of
the PID variables of this track only resemble the ones obtained for the tracks with
!isMuon if the pion is required to fall outside the muon detector acceptance. As
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FIGURE 7.23: Distributions of the input features of the BDTGPID clas-
sifier for 2018 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted
data. The histograms are normalised to unit area.

pointed out in Section 7.3.1, the statistics available for the reference channel is con-
siderably reduced, with the advantage for the reference channel BDTGPID output to
be more similar to the one obtained for the signal channel. The BDTGPID classifier
is applied to the reference channel data and simulated events by randomly selecting,
event-by-event, one of the five trained models.

The calibration of the BDTPID classifier is performed by filling a histogram with
the ratio between the BDTGPID output obtained for data and the one obtained for
simulated events. The histogram is made up of 30 bins whose edges are such to
have same amount of simulated events in each bin. The data/MC ratios are shown
in Figure 7.24 for the three years, while Figure 7.25 shows the BDTGPID output dis-
tributions for the reference channel data and simulation, before and after applying
the BDTGPID corrections.
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FIGURE 7.24: On the left, bin-by-bin ratio between the data and MC
distributions of the classifier output in the reference channel used to
reweight the signal simulated events. On the right, zoom in of the
region at high values of the BDTGPID output. The bins edges are

computed to have uniform content in the simulated sample.

Despite the requirement on the pion, the performance of the BDTGPID model
on the reference channel are such that the classifier output does not cover the whole
range [−1, 1]. In other words, the BDTGPID model trained on the signal channel
never assigns to D+

s → ϕ(µ+µ−)π+ events BDTGPID greater than a certain threshold
of roughly 0.9. This is particularly visible from the zoom in shown on the right-hand
side of Figure 7.24, where the contribution at high values of BDTGPID is missing.

The chosen strategy is to assign unit weight to signal simulated events whose
BDTGPID output exceeds the given threshold, being the latter 0.907 for 2016, 0.962
for 2017 and 0.958 for 2018. The distributions of the BDTGPID output for the signal
channel simulation are shown in Figure 7.26 for the three years before and after
applying the BDTGPID corrections; the BDTGPID output distributions for the data
outer sidebands are also shown.
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FIGURE 7.25: BDTGPID output distribution for reference channel
(RC) sWeighted data and simulated events, before and after applying

the BDTGPID corrections.
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FIGURE 7.26: BDTGPID output distribution for the outer sidebands
in data and for the signal channel simulated events, before and after

applying the BDTGPID corrections for the three data taking years.
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7.3.3 Selection in BDTGKT and BDTGPID

A first significant reduction of the background contamination in the 2µ sample is
achieved by cutting on the output of the BDTGKT and BDTGPID classifiers. In Fig-
ure 7.27, the output of the BDTGPID classifier is shown as a function of the BDTGKT
classifier for simulated events on the left-hand side, and for the data outer sidebands
on the right-hand side. The distributions are shown in the range [0, 1] as the search
for the optimal cut is anyway performed at large BDTGPID and BDTGKT values.

As can be seen, no correlation is visible between the two classifiers, meaning
that the selection applied on BDTGPID is independent of the selection applied on
BDTGKT and vice versa. The threshold of the cut applied in both classifiers is chosen
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FIGURE 7.27: Correlation between the output of the BDTGKT and
BDTGPID classifiers for signal simulated events (left) and for the data
outer sidebands (right). The distributions are shown for the three

data-taking years.
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as the one that maximises the Punzi Figure of Merit (FoM) [91] defined as

Punzi FoM =
ϵS(t)

3/2 +
√

B(t)
, (7.5)

where ϵS(t) is the efficiency of the cut applied at the threshold t evaluated on simu-
lated events and B(t) the corresponding number of background events expected in
the signal region. The latter is determined by fitting the data outer sidebands with an
exponential distribution and extrapolating the number of events in the signal region.

For 2017 and 2018 the search for the optimal cut is performed with a step of
0.01 in the range [0.85, 0.99] for the BDTGPID and with the same step in the range
[0.75, 0.95] for the BDTGKT. For 2016 the scanned ranges are [0.7, 0.9] for BDTGPID
and [0.75, 0.95] for BDTGKT, both with a step of 0.01. In Figure 7.28, the FoM dis-
tributions obtained for BDTGPID (left) and BDTGKT (right) are shown for the three
data-taking years. The optimal BDTGPID and BDTGKT cuts are listed in Table 7.9.

TABLE 7.9: Optimal set of cuts on the output of the BDTGPID and
BDTGKT classifiers for the three data-taking years.

Classifier output 2016 2017 2018

BDTGPID > 0.79 > 0.93 > 0.96
BDTGKT > 0.93 > 0.90 > 0.81
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FIGURE 7.28: Distribution of the Punzi FoM evaluated at different
thresholds of BDTGPID (left) and BDTGKT (right) for the three data-

taking years.
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Chapter 8

Background estimate

In this Chapter, the various sources of physical background are discussed, namely
the ones originating from physical processes wrongly selected as τ+ → µ+µ−µ+

decays. Among them, a distinction is made between decays with three muons in
the final state and decays where one or more tracks are misidentified as muons. To
the former category belongs the D+

s → η(µ+µ−γ)µ+νµ decay, discussed in detail in
Section 8.1.1. Among the background sources originating from misidentified tracks,
the D+ → K−π+π+, D+ → π−π+π+ and D+

s → π−π+π+ decays represent the
dominant contributions. The final estimate of the contribution expected in the signal
region from the various background sources is presented in the following.

The study of the background contamination from decays with three muons in
the final state, especially the D+

s → η(µ+µ−γ)µ+νµ decay, has been carried out by
the author. The study of background originating from misidentified tracks and the
final fit to the data sidebands (see Section 8.2), is the result of the collaboration of the
author with a postdoctoral researcher of the analysis group.

8.1 Background processes with three muons in the final state

The processes with three real muons of total charge ±1 in the final state include all
the semileptonic decays of Ds, D+ and B mesons into a muon and a muon-neutrino,
in combination with a light unflavoured meson decaying into µ+µ− or µ+µ−γ. Be-
cause of the smaller production rate of B mesons compared to Ds and D+, and be-
cause of the three order or magnitude smaller decay rate of B mesons than Ds and
D+ into light unflavoured mesons (e.g. B(B+ → ηl+νl) = (3.9 ± 0.5) × 10−5 and
B(D+

s → ηµ+νµ) = (2.4 ± 0.5)% [8]), only the Ds and D+ decays are considered in
the background evaluation.

A list of the semileptonic decays of Ds and D+ into 3µ + X was presented in
Ref. [3] and it is here shown in Table 8.1. The given values for the branching frac-
tions are taken from the PDG [8]. The expected production cross section σ(3µ + X)
is computed by multiplying the total branching fraction B1 × B2 by the prompt Ds
and D+ production cross section in 4π (see Table 4.8) and by the corresponding
detector acceptance efficiency evaluated on simulated events. The values for the de-
tector acceptance efficiency are taken from Ref. [3] as the aim of this study is mainly
to identify which of the Ds or D+ decays into three real muons could represent a
background source for the signal mode. The channels with the higher expected pro-
duction cross section are the D+

s → ϕ(µ+µ−)µ+νµ and D+
s → η(µ+µ−γ)µ+νµ; while

the former decay is easily rejected by the veto applied to the ϕ mass in the offline se-
lection (see Section 5.1), for the latter, a dedicated study is presented in the following.
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TABLE 8.1: List of the branching fractions of the semileptonic decays of D+ and Ds into 3µ+X as in Ref. [3]. All branching fractions have
been updated to their latest measurement according to the PDG [8]. The expected production cross section is computed by multiplying
the total branching fraction by the prompt 4π production cross section of Ds (1732 µb) or D+ (4054 µb) and by the corresponding
detector acceptance efficiency taken from Ref. [3] (ϵη = 0.183 for decays into η or η′, ϵϕ = 0.19 for decays with ϕ as intermediate state,

ϵω = 0.20 for decays into ω, ϵρ0 = 0.19 for decays into ρ0).

D+
(s) decay B1 Secondary decay B2 B1 ×B2 σ(3µ + X) [nb]

D+
s → ηµ+νµ 2.4 × 10−2

η → µ+µ− 5.8 × 10−6 1.4 × 10−7 0.04
η → µ+µ−γ 3.1 × 10−4 7.5 × 10−6 2.36
η → π0µ+µ−γ < 3 × 10−6 < 7.2 × 10−8 0.02

D+
s → η′µ+νµ 1.1 × 10−2 η′ → µ+µ−γ 1.13 × 10−4 1.2 × 10−6 0.39

D+
s → ϕµ+νµ 1.9 × 10−2

ϕ → µ+µ− 2.85 × 10−4 5.4 × 10−6 1.78
ϕ → µ+µ−γ 1.4 × 10−5 2.7 × 10−7 0.09
ϕ → µ+µ−π0 1.3 × 10−5 (∗) 2.5 × 10−7 0.08

D+ → ηµ+νµ 1.04 × 10−3
η → µ+µ− 5.8 × 10−6 6.0 × 10−9 0.004
η → µ+µ−γ 3.1 × 10−4 3.2 × 10−7 0.24
η → π0µ+µ−γ < 3 × 10−6 < 3.1 × 10−9 0.002

D+ → η′µ+νµ 2.0 × 10−4 (∗) η′ → µ+µ−γ 1.13 × 10−4 2.3 × 10−8 0.02

D+ → ωµ+νµ 1.77 × 10−3 ω → µ+µ− 7.4 × 10−5 1.3 × 10−7 0.11
ω → µ+µ−π0 1.3 × 10−4 2.4 × 10−7 0.10

D+ → ρ0µ+νµ 2.4 × 10−3 ρ → µ+µ− 4.55 × 10−5 1.1 × 10−7 0.08

D+ → ϕµ+νµ < 1.3 × 10−5 (∗) ϕ → µ+µ− 2.85 × 10−4 < 3.7 × 10−9 0.003
(∗) given branching fractions are from the electron mode.



8.1. Background processes with three muons in the final state 103

TABLE 8.2: Branching fractions of different channels.

Channel B
D+

s → ηµ+νµ (2.4 ± 0.5)× 10−2

η → µ+µ−γ (3.1 ± 0.4)× 10−4

D+
s → η(µ+µ−γ)µ+νµ (7.5 ± 1.8)× 10−6

8.1.1 The D+
s → η(µ+µ−γ)µ+νµ channel

The branching fraction (BF) of the D+
s → η(µ+µ−γ)µ+νµ decay is obtained by mul-

tiplying the BF of the D+
s → ηµ+νµ and of the η → µ+µ−γ decay, whose values

are taken from the PDG [8] and listed again in Table 8.2 with their uncertainty. The
resulting B(D+

s → η(µ+µ−γ)µ+νµ) is also reported.
Because of its large BF - two orders of magnitude greater than the extrapolated

limit for the BF of τ+ → µ+µ−µ+ (see Section 11.1) - the D+
s → η(µ+µ−γ)µ+νµ

decay can be considered as the dominant background channel with three muons in
the final state.

As already mentioned in Section 5.1, a cut on the invariant mass of the opposite-
sign muons is applied to reject events originating from the D+

s → η(µ+µ−γ)µ+νµ

decay (mµ+µ− > 450 MeV/c2). Nevertheless, some D+
s → η(µ+µ−γ)µ+νµ events

can survive this cut and contaminate the signal region. In the following, the strategy
used to estimate the remaining number of D+

s → η(µ+µ−γ)µ+νµ events in the signal
region is presented.

About 3M simulated events are generated for the three data-taking years and
9 × 104 candidates are selected by the stripping line applied to the signal chan-
nel τ+ → µ+µ−µ+ (StrippingTau23MuTau23MuLine). A pure sample of D+

s →
η(µ+µ−γ)µ+νµ events is obtained requiring the Ds background category to be equal
to 40; this allows to select events where the mother particle is not fully reconstructed
and whose mass value is more than 100 MeV/c2 lower than the expected mass value.
More details on the background category can be found in Section 4.2.1. In addition,
a truth matching based on the TRUE parental ID of the particles in the final state
is applied: in particular, when the mother ID of the opposite-sign muons matches
the η ID (±2211), their grandmother ID is required to be equal to the Ds ID (±4311),
while the remaining track in the final state is required to originate from a Ds. For the
sake of completeness the truth matching of the Ds itself is required. The number of
signal candidates selected by the truth-matching is 11029.

Figure 8.1 shows, on the left-hand side, the invariant mass distribution of one of
the two possible opposite-sign muon pairs in the decay. The peak at low mass values
corresponds to the η resonance, whose central value is shifted from the nominal one
(547.86 ± 0.02 MeV/c2 [8]) because of the missing γ. The structure at higher mass
values is originated from the combination of one of the η’s muons with the non
resonant one. On the right-hand side of Figure 8.1, the corresponding Dalitz plot is
displayed.

The offline, isMuon and trigger selections applied to the signal channel and de-
scribed in Section 5 are applied to this background channel as well. The simulated
sample is therefore split in its 3µ component, where all the three charged tracks in
the final state are identified as muons, and the 2µ component, where only two of
the three charged tracks are identified as muons. The efficiencies of each step of the
selection are reported in Table 8.3 for each year.

1Monte Carlo particle numbering scheme [92].
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FIGURE 8.1: On the left, invariant mass distribution of one of the
two possible opposite-sign muon pairs in the D+

s → η(µ+µ−γ)µ+νµ

channel after the truth-matching. On the right, Dalitz plot of the
two possible combination of opposite-sign muons after the truth-
matching. The distributions are obtained for 2018 simulated events.

TABLE 8.3: Efficiency of the different stages of the selection applied
to D+

s → η(µ+µ−γ)µ+νµ simulated events for the three data-taking
years. The uncertainties are purely statistical.

Stage
Eff. 2016 [%] Eff. 2017 [%] Eff. 2018 [%]
3µ 2µ 3µ 2µ 3µ 2µ

Acceptance 12.460 ± 0.005 12.64 ± 0.04 12.55 ± 0.08
Filtering 49.85 ± 0.05 49.86 ± 0.05 49.765 ± 0.005

Stripping and Reco. 2.72 ± 0.02 2.74 ± 0.02 2.75 ± 0.02
Offline Selection 6.9 ± 0.4 8.1 ± 0.5 7.6 ± 0.4
Veto on mµ+µ− 7.3 ± 0.4 8.5 ± 0.5 7.9 ± 0.5
isMuon Selection 79 ± 3 21 ± 3 76 ± 3 24 ± 3 76 ± 3 24 ± 3
Trigger Selection 72 ± 3 9 ± 4 78 ± 3 31 ± 6 72 ± 3 25 ± 5

Classifier Selection 77 ± 3 20 ± 18 76 ± 3 9 ± 6 80 ± 3 35 ± 12

The geometrical acceptance and the efficiency of the filtering applied at the gen-
erator level, are averaged over the two polarities. The offline selection efficiency
already includes the efficiency of the veto applied to the invariant mass of the two
oppositely-charged muons, shown in the row right below. The effect of the veto
can be visualised in Figure 8.2 where the invariant mass distribution of the three
final-state muons is shown before and after applying the veto.

The D+
s → η(µ+µ−γ)µ+νµ mode is not expected to peak in proximity of the

signal because of the missing γ and νµ, though its right tail can still contaminate the
left sideband and the signal region, represented by the red area in Figure 8.2. The
two multivariate classifiers trained on the 3µ sample against the combinatorial and
mis-ID background are applied to the D+

s → η(µ+µ−γ)µ+νµ sub-sample with three
charged tracks identified as muons and the efficiency of the minimum requirement
on XGB (> 0.8) and SuperPNN (> 0.88) is evaluated separately for the three years.

The same approach is followed for events where only two tracks are identified as
muons; the BDTGKT and BDTGPID classifiers trained on the 2µ signal sample are
applied to the corresponding D+

s → η(µ+µ−γ)µ+νµ sub-sample and the efficiency
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FIGURE 8.2: Invariant mass distribution of D+
s → η(µ+µ−γ)µ+νµ

before and after applying the veto on the opposite-sign dimuon mass.
The red area represents the signal region.

of the selection in the output of the two classifiers is evaluated. The computed effi-
ciencies are reported in the last row of Table 8.3 separately for the three years and for
the two sub-samples. The large uncertainties associated to the efficiency evaluated
on the 2µ sub-sample are due to the limited statistics. For each year, less than 10
events survive the aforementioned selection in the 2µ sample.

The expected number of D+
s → η(µ+µ−γ)µ+νµ in the τ+ → µ+µ−µ+ invariant

mass spectrum is evaluated using the D+
s → ϕ(µ+µ−)π+ as a normalisation channel

via the formula

NDs,Bkg = NDs,Re f ×
B(D+

s → η(µ+µ−γ)µ+νµ)

B(D+
s → ϕ(µ+µ−)π+)

× ϵDs,Re f

ϵDs,Bkg
, (8.1)

where NDs,Re f represents the number of events observed in the reference channel
D+

s → ϕ(µ+µ−)π+ (see Section 9.3) and ϵDs,Re f /ϵDs,Bkg the ratio between the over-
all efficiency evaluated in the reference channel and the one evaluated on D+

s →
η(µ+µ−γ)µ+νµ simulated events. The values used in the evaluation of NDs,Bkg are
listed in Table 8.4.
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TABLE 8.4: Evaluation of the number of D+
s → η(µ+µ−γ)µ+νµ events expected in the invariant mass spectrum of τ+ → µ+µ−µ+,

separately for the 3µ and 2µ samples and for the three years. For the 3µ sample, the number of events expected in the signal region (last
row) is also reported.

2016 2017 2018
3µ sample 2µ sample 3µ sample 2µ sample 3µ sample 2µ sample

B(D+
s → ϕ(µ+µ−)π+) (1.29 ± 0.09)× 10−5

B(D+
s → η(µ+µ−γ)µ+νµ) (7.5 ± 1.8)× 10−6

ϵDs ,Re f (13.1 ± 0.4)× 10−4 (28.3 ± 0.8)× 10−4 (24.6 ± 0.7)× 10−4

NDs ,Re f 43072 ± 397 88474 ± 594 103790 ± 643
ϵDs ,Bkg (5.1 ± 0.5)× 10−5 (4.4 ± 4.4)× 10−7 (6.2 ± 0.5)× 10−5 (9.6 ± 6.8)× 10−7 (5.6 ± 0.5)× 10−5 (2.7 ± 1.1)× 10−6

NDs ,Bkg 980 ± 267 11 ± 11 1129 ± 305 22 ± 17 1384 ± 375 84 ± 41

NSig.Reg.
Ds ,Bkg 43 ± 22 − 61 ± 28 − 56 ± 29 −
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FIGURE 8.3: On the left, map containing the fraction of D+
s →

η(µ+µ−γ)µ+νµ events falling in each XGB and SuperPNN bin. The
fractions are evaluated on simulated events. On the right, corre-
sponding number of D+

s → η(µ+µ−γ)µ+νµ events expected in the
invariant mass spectrum of the 3µ signal sample. The maps are

shown for the three data-taking years.

As described in Section 7.2.3, the limit evaluation in the 3µ sample is performed
in bins of XGB and SuperPNN to increase the signal sensitivity. The fraction of
D+

s → η(µ+µ−γ)µ+νµ events falling in each XGB and SuperPNN bin is evaluated
on the simulated sample and reported in the maps shown on the left-hand side
of Figure 8.3 for the three data-taking years. The D+

s → ϕ(µ+µ−)π+ channel is
once more used as a normalisation channel to evaluate the corresponding number
of D+

s → η(µ+µ−γ)µ+νµ events expected in each bin, shown in the maps reported
on the right-hand side of Figure 8.3. These values are compared with the total num-
ber of background events expected in the mass spectrum, to evaluate whether the
contamination of the D+

s → η(µ+µ−γ)µ+νµ channel can be considered negligible or
has to be modelled in the final fit.

In the last row of Table 8.4, the number of events surviving the minimum require-
ment on XGB and SuperPNN expected to fall in the signal region are reported for the
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TABLE 8.5: List of the decays contributing to the misidentified back-
ground with their relative branching fraction. The number of events
produced in 5.4 fb−1 in the LHCb acceptance shown in the last
column is estimated using the LHCb measured inclusive 4π cross
section (summed over charm and beauty contributions), the PDG

branching fraction and a 20% acceptance efficiency.

Decay B [10−2] σ4π(pp → cc̄ + bb̄ → ...)[µb] N [109]

D+ → K−π+π+ 9.38 ±0.16 5044 ±131 511
D+ → K−K+π+ 0.968 ±0.018 5044 ±131 53
D+ → π+π+π− 0.327 ±0.018 5044 ±131 18
D+ → K−π+π+π0 6.25 ±0.18 5044 ±131 340
D+ → π+π+π−π0 1.16 ±0.08 5044 ±131 63
D+ → K−π+µ+ν 3.65 ±0.34 5044 ±131 199
D+ → K−K+π+π0 0.662 ±0.032 5044 ±131 36
D+

s → K−K+π+ 5.39 ±0.15 2722 ±387 158
D+

s → K+π+π− 0.65 ±0.04 2722 ±387 19
D+

s → π−π+π+ 1.08 ±0.04 2722 ±387 32
D+

s → K−K+π+π0 6.2 ±0.6 2722 ±387 183
D∗+ → D0(K−π+π0)π+ 9.75 ±0.35 5044 ±131 531
τ+ → π+π−π+ντ 9.31 ±0.05 137.4 ±21.3 14

3µ sample and for the three data-taking years. Due to the limited statistics available
in the D+

s → η(µ+µ−γ)µ+νµ simulated sample with two final-state tracks identified
as muons, no estimate of the number of events expected in the signal region can be
provided for this sub-sample. Nevertheless, the number of D+

s → η(µ+µ−γ)µ+νµ

events expected in the invariant mass spectrum of the 2µ signal sample is negligible
compared to the number of events expected from the combinatorial background, as
later shown in Section 8.2.5.

8.2 Background from misidentified tracks

The probability for hadrons to be misidentified as muons is not negligible and leads
to a large set of physical background processes that have to be taken into account in
the estimate of the background contribution.

A list of the charm decays contributing to the mis-ID background is reported in
Table 8.5 with the corresponding branching fractions taken from the PDG [8]. The
third column shows the charm production cross section in 4π obtained by summing
the prompt and secondary contributions listed in Table 4.5. A rough estimate of
the events expected from each of the listed channels can be obtained using Eq. 3.4,
assuming an integrated luminosity of 5.4 fb−1 and an acceptance efficiency of 20%.

The dominant contributions come from the D+ → K−π+π+ and D∗+ → D0(→
K−π+π0)π+ decays. However, since the D0 can only be partially reconstructed be-
cause of the missing π0, the contribution from the D∗+ → D0(→ K−π+π0)π+ decay
can be excluded a priori as it is expected to fall far from the signal mass range. A first
qualitative estimate of the presence of mis-ID background in the data sample can
be obtained by plotting the invariant mass distribution of the signal candidates un-
der different mass hypotheses, such as K−π+π+, K−K+π+ and π−π+π+. The mass
distributions are plotted for events surviving the preselection outlined in Chapter 5
and where all the three tracks satisfy the isMuon condition. In order to suppress the
contribution from the combinatorial background a further requirement is applied on
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FIGURE 8.4: Distribution of the three muons invariant mass in the
2018 data sample under the K−π+π+ (left), K−K+π+ (middle) and
π−π+π+ (right) mass hypotheses. The distributions in the first row
are obtained by applying the preselection cuts reported in Chapter 5
while in the second row an additional requirement on XGB (> 0.5)
is applied in order to reduce the contamination of the combinatorial

background.

the output of the XGB classifier removing all the events with XGB>0.5. The resulting
invariant mass distributions for the three mass hypotheses are reported in Figure 8.4
for 2018 data with and without the requirement on XGB.

As expected from the large branching fraction of the D+ → K−π+π+ channel
(see Table 8.5), a clear peak is visible only in the K−π+π+ mass hypothesis. In the
π+π−π+ mass hypothesis two small peaks around 1870 MeV/c2 and 1970 MeV/c2

become visible after the requirement on XGB.

8.2.1 Strategy for suppressing the D+ → K−π+π+ contribution in the
3µ sample

In the 3µ sample, the suppression of D+ → K−π+π+ events is achieved by means
of a cut applied on the ProbNNk variable of the track with a charge opposite to the
mother particle’s, referred to as the negative track. The distribution of the kaon’s
ProbNNk for D+ → K−π+π+ simulated events is shown in Figure 8.5 together with
the distribution of the same variable obtained for the negative track in the τ+ →
µ+µ−µ+ simulated sample.

Requiring ProbNNk<0.05 to the negative track in the D+ invariant mass range
[1800, 1900] MeV/c2 reduces the D+ → K−π+π+ contamination to a negligible con-
tribution with an efficiency greater than 99% (see Table 9.9) on the signal channel
and smaller than (0.0001 ± 0.0007)%2 on the D+ → K−π+π+ mode. The perfor-
mance of this requirement has been tested in combination with the selection applied
on XGB and SuperPNN. The effect of this veto on ProbNNk is shown in Figure 8.6
for different invariant mass distributions. As can be seen from the plot on the top-
left, no events are left in the D+ → K−π+π+ simulated sample when the veto on
ProbNNk is applied. On the top-right, the invariant mass distribution in data is
shown, under the K−π+π+ mass hypothesis, after each step of the selection. The
requirement XGB>0.8 is able to suppress most of the combinatorial background
contribution (plots are shown in log scale for a better understanding) and accen-
tuate the D+ → K−π+π+ peak. After the cut on SuperPNN (>0.88) and the veto

2Efficiency estimated as average over the three data-taking years.
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FIGURE 8.5: Distribution of the ProbNNk variable for the track with
a charge opposite to the charge of the mother particle in the D+ →

K−π+π+ (left) and τ+ → µ+µ−µ+ (right) simulated samples.
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FIGURE 8.6: Invariant mass distribution under the K−π+π+ mass
hypothesis for the simulated D+ → K−π+π+ (left), data (right) and
simulated signal (bottom) sample. Three different requirements are
applied: XGB>0.8, SuperPNN>0.88 and the veto on ProbNNk. In
the D+ → K−π+π+ simulated sample, no XGB requirement is ap-
plied since the requirement on SuperPNN already cut out all simu-

lated events.

on ProbNNk, though, only a small peak of D+ → K−π+π+ candidates is visible.
No significant effect is observed in the τ+ → µ+µ−µ+ simulated sample, as shown
in the bottom plot. The strategy used to estimate the residual contribution of the
D+ → K−π+π+ mode in the signal region is presented in the following.
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8.2.2 Estimate of mis-ID background contamination in the signal region
of the 3µ sample

As previously mentioned, in addition to the selection described in Chapter 5, events
in the data sample are required to satisfy the minimum requirement on XGB (>0.8)
in order to reduce the contribution of the combinatorial background. When the re-
quirement on XGB is applied, three structures become visible in the data sidebands
as later shown in Figure 8.10, the D+ → K−π+π+ peak in the left sideband and
the D+ → π−π+π+ and D+

s → π−π+π+ peaks in the right sideband. Therefore,
the residual contamination of the three charmed modes in the signal region should
be evaluated. This is done by fitting the 3µ invariant mass distribution in the data
sidebands and extrapolating the corresponding yields to the signal region.

The minimum requirement on SuperPNN (>0.88) significantly reduces the con-
tribution of the charmed modes. Therefore, in order to obtain a reliable estimate
of their mass shape, the fit to the data sidebands is performed first without any re-
quirement on SuperPNN and then requiring SuperPNN<0.88. The final yield in the
signal region is computed, for each mis-ID background, as difference between the
yields evaluated with the two fit results.

The D+ → K−π+π+ mass shape is described with a double-sided Crystal Ball
function defined as

C(m, µ, σ, αL,R, nL,R) =


e−

α2
L
2

(
nL
αL

)nL
( nL

αL
− αL − x−µ

σ )−nL x−µ
σ < −αL

exp
[
− 1

2

(
x−µ

σ

)2
]

σ
x−µ

σ < αR

e−
α2

R
2

(
nR
αR

)nR
( nR

αR
− αR + x−µ

σ )−nR x−µ
σ > αR

(8.2)

where µ is the mean, σ is the resolution, and αL(R) and nL(R) the left (right) tail pa-
rameters. The D+ → π−π+π+ and D+

s → π−π+π+ peaks are both described with
a Johnson’s SU function (see Eq. 6.1), while an exponential distribution is used to
model the combinatorial background (see Eq. 6.3).

The tail parameters of the Crystal Ball and of the two Johnson’s SU functions are
extrapolated from a fit to simulated events where all the three final-state tracks are
required to satisfy the isMuon condition. No requirement on SuperPNN is applied on
simulated events. Because of the limited statistics available in the D+ → π−π+π+

simulated sample, its tail parameters are taken from the fit to the D+
s → π−π+π+

mode. The results of the fit to the invariant mass distribution of the D+ → K−π+π+

and D+
s → π−π+π+ modes under the 3µ mass hypothesis are reported in Tables 8.6

and 8.7 and displayed in Figure 8.7.
It should be noted that, because of the requirement on isMuon, the statistics of the

simulated sample available for the single data-taking year would not be sufficient to
provide a reliable fit result. For this reason, the samples generated for the three years
are combined and a unique fit is performed on the whole simulated sample for the
two charmed modes. Since no differences are observed in the fit parameters when
fitting the three years separately, no systematics is assigned for using a unique signal
description.

The validation of the mass shape parameters is performed by fitting the τ+ →
µ+µ−µ+ data sidebands under different requirements on ProbNNk to separate the
single charmed components. First, the fit is performed requiring the ProbNNk of the
negative track to be greater than 0.05 in order to reject D+ → π−π+π+ and D+

s →
π−π+π+ candidates. In this way, the D+ → K−π+π+ mass shape extrapolated
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TABLE 8.6: List of the fit parameters used to described the D+ →
K−π+π+ pdf. The results of the fit performed on the full Run 2 sim-
ulation sample without any requirement on SuperPNN are reported.

Parameter D+ → K−π+π+

Yield 1401 ± 91
µ [ MeV/c2 ] 1741.6 ± 1.0
σ [ MeV/c2 ] 10.86 ± 0.94
αL 0.15 ± 0.02
nL 2.78 ± 0.65
αR 1.52 ± 0.28
nR 1.27 ± 0.71

TABLE 8.7: List of the fit parameters used to described the D+
s →

π−π+π+ pdf. The results of the fit performed on the full Run 2 sim-
ulation sample without any requirement on SuperPNN are reported.

Parameter D+
s → π−π+π+

Yield 484 ± 22
µ [ MeV/c2 ] 1953.92 ± 3.24
λ [ MeV/c2 ] 12.08 ± 1.93
γ 1.27 ± 0.30
δ 1.14 ± 0.17
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FIGURE 8.7: Invariant mass distribution of the D+ → K−π+π+ (left)
and D+

s → π−π+π+ (right) modes under the 3µ mass hypothesis for
simulated events. The results of the fit are superimposed.

from the fit to the simulated sample can be compared with the one extrapolated from
the fit to the data sample. When the reverse cut on ProbNNk is applied, the D+ →
K−π+π+ is suppressed and the D+ → π−π+π+ and D+

s → π−π+π+ modes can
be isolated to validate their mass shapes. The results of the fit to the data sidebands
obtained requiring ProbNNk>0.05 and ProbNNk<0.05 in the invariant mass range
[1800, 1900] MeV/c2 to the negative track are reported in Table 8.8 and Table 8.9,
respectively.

Following Eq. 3.4, the yield of the D+ → π−π+π+ mode is fixed by scaling the
yield determined for the D+

s → π−π+π+ mode by a factor of 0.56, computed as

rD+ =
B(D+ → π−π+π+)× σ4π(b → D+)

B(D+
s → π−π+π+)× σ4π(b → D+

s )
. (8.3)
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TABLE 8.8: List of the fit parameters used to describe the mass pdf
in the data sidebands. The results of the fit performed applying the
minimum requirement on XGB (>0.8), ProbNNk>0.05 to the negative
track and without any requirement on SuperPNN, are reported for

the three data-taking years.

Parameter 2016 2017 2018

nD+→K−π+π+ 30485 ± 131 28343 ± 131 32694 ± 125
µ [ MeV/c2 ] 1732.0 ± 1.0 1730.4 ± 1.1 1733.6 ± 0.4
σ [ MeV/c2 ] 14.69 ± 0.97 15.92 ± 1.07 16.86 ± 0.89
αL 0.18 ± 0.07 0.10 ± 0.03 0.14 ± 0.04
nL 0.14 ± 0.04 0.12 ± 0.02 0.11 ± 0.03
αR 4.58 ± 3.56 1.56 ± 0.10 1.66 ± 0.09
nR 0.80 ± 1.53 1.02 ± 1.26 0.26 ± 1.81

ncomb.bkg 10565 ± 275 7834 ± 247 10834 ± 250
α 0.0001 ± 0.0003 0.0004 ± 0.0004 0.0003 ± 0.0003

The values of the two branching fractions are reported in Table 8.5, while the cross
section for the inclusive production of D+ and Ds in 4π are obtained by summing
the prompt and secondary contributions listed in Table 4.5. The projections of the fits
on the invariant mass distribution are displayed in Figure 8.8 and Figure 8.9 for the
three data-taking years. In both cases, a good agreement is observed with the results
obtained from the fit to the simulated sample, with the exception of nL, whose value
is fixed from the fit to the data sample. For the remaining parameters the value from
the fit to the simulation is used in the final fit.

TABLE 8.9: List of the fit parameters used to describe the mass pdf
in the data sidebands. The results of the fit performed applying the
minimum requirement on XGB (>0.8), ProbNNk<0.05 to the negative
track and without any requirement on SuperPNN, are reported for
the three data-taking years. The parameters λD, γD and δD are shared

between the D+ → π−π+π+ and D+
s → π−π+π+ modes.

Parameter 2016 2017 2018

nD+
s →π−π+π+ 2017 ± 15 1942 ± 12 2052 ± 16

µDs [ MeV/c2 ] 1957.16 ± 1.17 1956.88 ± 1.76 1955.66 ± 1.08
λD [ MeV/c2 ] 10.68 ± 1.18 10.41 ± 1.53 9.75 ± 1.17
γD 0.64 ± 0.51 1.10 ± 0.87 0.95 ± 0.43
δD 1.42 ± 0.64 1.77 ± 0.98 1.59 ± 0.85

rD+ 0.56
µD+ [ MeV/c2 ] 1856.33 ± 1.54 1853.62 ± 1.99 1856.87 ± 1.54

ncomb.bkg 54322 ± 377 44822 ± 281 54285 ± 412
α 0.0003 ± 0.0001 −0.0001 ± 0.0001 0.0001 ± 0.0001
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FIGURE 8.8: Data sidebands invariant mass distribution in the
3µ sample after requiring ProbNNk>0.05 to the negative track and
without any requirement on SuperPNN. The results of the fits are su-
perimposed and shown separately for the three data-taking periods:

2016 (top-left), 2017 (top-right), 2018 (bottom).
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FIGURE 8.9: Data sidebands invariant mass distribution in the
3µ sample after requiring ProbNNk<0.05 to the negative track and
without any requirement on SuperPNN. The results of the fits are su-
perimposed and shown separately for the three data-taking periods:

2016 (top-left), 2017 (top-right), 2018 (bottom).
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Once the mass shape of the charmed modes is validated, the final fit to the data
sidebands is performed first, applying only the requirement on XGB, and second,
adding the reverse cut on SuperPNN. The result of the two fits are displayed in Fig-
ure 8.10 for the three data-taking years. The final yield expected in the signal region,
reported in Table 8.10, is evaluated as difference between the yields extrapolated
from the two fits. For each background source, the uncertainty on the expected yield
in the signal region is determined as:

σsig =

√
(σ

sig
XGB)

2 + (σ
sig
XGB&PID)

2 − 2ρσ
sig
XGBσ

sig
XGB&PID , (8.4)

where σ
sig
XGB is the statistical uncertainty resulting from the fit performed with the

XGB requirement only, σ
sig
XGB&PID is the statistical uncertainty resulting from the fit

performed with the additional requirement on SuperPNN and ProbNNk, and ρ is
the correlation between the two fits assumed to be equal to ρ = ntot

XGB&PID/ntot
XGB. The

yields obtained for the three charmed modes are all compatible with 0 within two
standard deviations, meaning that their residual contribution in the signal region is
negligible compared to the contribution of the combinatorial background.

TABLE 8.10: Number of candidates for the D+ → K−π+π+, D+ →
π−π+π+ and D+

s → π−π+π+ modes and for the combinatorial
background surviving the minimum requirements on XGB and Su-
perPNN and the veto on ProbNNk. These values are determined as
differences between the yields expected in the signal region evaluated
without any requirement on SuperPNN and with the reverse cut on
SuperPNN. The statistical uncertainties are estimated taking into ac-
count the correlation between the two fits. Since the fit is performed
without any veto requirement, the yields of the D+ → K−π+π+ com-
ponent have to be rescaled by the veto efficiency which is smaller than

(0.0001 ± 0.0007)% as reported in Section 8.2.1.

Parameter 2016 2017 2018

nD+→K−π+π+ 100 ± 44 156 ± 51 66 ± 36
nD+→K−π+π+ (with veto) < 0.10 ± 0.04 < 0.16 ± 0.05 < 0.07 ± 0.04
nD+→π−π+π+ 17 ± 14 15 ± 12 1 ± 3
nD+

s →π−π+π+ 2 ± 3 2 ± 4 0 ± 3
nsig

comb.bkg 608 ± 37 614 ± 33 754 ± 43
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FIGURE 8.10: Data sidebands invariant mass distribution in the
3µ sample after applying the XGB requirement only (left) and adding
the reverse cut on SuperPNN (right). The results of the fits are su-
perimposed and shown separately for the three data-taking periods:

2016 (top), 2017 (middle), 2018 (bottom).
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FIGURE 8.11: Fit to the data sidebands invariant mass distribution
in the 3µ sample after the minimum requirements on XGB and Su-
perPNN and the veto on ProbNNk assuming the contribution of the
combinatorial background only. Plots are shown for the three data-

taking years: 2016 (top-left), 2017 (top-right), 2018 (bottom).

8.2.3 Fit to the data sidebands in the final binning scheme

The invariant mass distribution for the 3µ sample is reported in Figure 8.11 for
events satisfying the minimum requirement on XGB and SuperPNN and the veto on
ProbNNk. An extended maximum likelihood fit is performed to the outer sidebands
using an exponential distribution (see Eq. 6.3); the result of the fits are superimposed.
When looking at the pull distributions, a trend becomes visible in correspondence
of the D+ and Ds mass peaks, suggesting the presence of the D+ → π−π+π+ and
D+

s → π−π+π+ mis-ID backgrounds in the right sideband. Tightening the PID
selection does not remove these residual mis-ID contributions without rejecting a
significant fraction of signal candidates. For this reason, the final fit is performed
including the two charmed modes in the total pdf in order to avoid any bias in the
determination of the slope of the exponential distribution used to describe the com-
binatorial background. The projection of the final fit on the 3µ invariant mass is
shown in Figure 8.12 for the three data-taking years; the D+ and Ds mass peaks are
described using the models illustrated in Section 8.2.2. In the final fit no contribu-
tion from the D+ → K−π+π+ mode is considered since, as shown in Figure 8.12, no
excess is visible in the left sideband once the veto requirement is applied.
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FIGURE 8.12: Fit to the data sidebands invariant mass distribution
in the 3µ sample after the minimum requirements on XGB and Su-
perPNN and the veto on ProbNNk assuming the contribution of the
combinatorial background and of the D+ → π−π+π+ and D+

s →
π−π+π+ modes. Plots are shown for the three data-taking years:

2016 (top-left), 2017 (top-right), 2018 (bottom).

The list of the fit parameters used to model the outer sidebands in the 3µ sample
assuming the contribution of the combinatorial background only and adding the
contribution of the D+ → π−π+π+ and D+

s → π−π+π+ modes is reported in
Table 8.11 for the three data-taking periods. The number of D+

s → η(µ+µ−γ)µ+νµ

events expected to fall in the signal region (see Table 8.4) is negligible compared to
the number of events expected from the combinatorial background. Therefore, no
contribution from the D+

s → η(µ+µ−γ)µ+νµ mode is taken into account in the final
fit.



120 Chapter 8. Background estimate

TABLE 8.11: List of the fit parameters used to describe the mass pdf
assuming the combinatorial-only and the combinatorial+mis-ID hy-
potheses for the three data-taking years. The fit is performed to the
data sidebands in the 3µ sample after the minimum requirements
on XGB and SuperPNN and the veto on ProbNNk. The parame-
ters λD, γD and δD are shared between the D+ → π−π+π+ and

D+
s → π−π+π+ decay modes.

Parameter 2016 2017 2018

Combinatorial background

ncomb.bkg 5977 ± 50 5978 ± 50 6668 ± 53
nsig

comb.bkg 709 ± 9 706 ± 8 787 ± 11
α −0.0007 ± 0.0001 −0.0010 ± 0.0001 −0.0011 ± 0.0001

Combinatorial + mis-ID background

nD+
s →πππ 164 ± 6 186 ± 7 161 ± 8

nsig
D+

s →πππ
1 ± 1 1 ± 1 1 ± 1

µD+
s

[MeV/c2] 1979.14 ± 7.09 1963.29 ± 5.17 1978.70 ± 7.82
λD [MeV/c2] 14.16 ± 6.03 11.37 ± 4.59 13.13 ± 5.12
γD 1.27
δD 1.14

rD+ 0.56
nsig

D+→π−π+π+ 6 ± 4 3 ± 3 4 ± 3
µD+ [MeV/c2] 1865.24 ± 6.08 1872.19 ± 5.17 1870.56 ± 5.43

ncomb.bkg 5742 ± 105 5710 ± 106 6437 ± 99
nsig

comb.bkg 677 ± 10 668 ± 9 753 ± 12
α −0.0011 ± 0.0002 −0.0015 ± 0.0002 −0.0015 ± 0.0002

The same fit is repeated in the 16 XGB and SuperPNN bins to finally extrapolate
the number of background events expected in the signal region later used in the
evaluation of the expected limit. In the various bins, the D+ → π−π+π+ and D+

s →
π−π+π+ modes are described with two Johnson’s SU functions fixing the shape
parameters to the values reported in Table 8.11 and scaling the yields according to
the single bin efficiency of the two modes.

The single bin efficiency is evaluated by fitting the 3µ invariant mass distribution
in each bin and dividing the yields obtained for the D+ → π−π+π+ and D+

s →
π−π+π+ modes by the yields reported in Table 8.11. As shown in Table 7.5, the
optimisation of the binning scheme lead to different, yet very similar, SuperPNN
schemes depending on the requirement on XGB. At this step, a unique SuperPNN
scheme is assumed for all XGB bins. The single bin efficiency is reported for the
D+

s → π−π+π+ mode in Table 8.12.
As shown in Figure 8.12, the contribution of the D+ → π−π+π+ after the mini-

mum requirement on XGB and SuperPNN is very low. For this reason, and because
of the similarity between the two modes, the D+ → π−π+π+ mode is assumed to
have the same single bin efficiencies of the D+

s → π−π+π+ mode. The yield of the
D+ → π−π+π+ mode in the single XGB and SuperPNN bin is obtained by scaling
the yields determined for the D+

s → π−π+π+ mode by a factor of 0.56 (see Eq. 8.3).
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TABLE 8.12: Efficiencies of the D+
s → π−π+π+ mode in bins of XGB

and SuperPNN, defined with about the same ranges as in the de-
fault final binning scheme. The single bin efficiencies for the D+ →
π−π+π+ mode are assumed to be the same as the D+

s → π−π+π+

ones, given the similarity of the two decay modes.

XGB bins
[0.800, 0.951] [0.951, 0.983] [0.983, 0.993] [0.993, 1.000]

D+
(s) → π−π+π+ (83 ± 14)% (10 ± 3)% (5 ± 2)% (2 ± 1)%

SuperPNN bins
[0.880, 0.976] [0.976, 0.990] [0.990, 0.995] [0.995, 1.000]

D+
(s) → π−π+π+ (90 ± 12)% (6 ± 2)% (3 ± 1)% (1 ± 1)%

The maps containing the number of D+ → π−π+π+ and D+
s → π−π+π+ candi-

dates expected in the signal region in the 3µ sample are reported in Figure 8.13 for
the three data-taking periods.

Once the yields of two mis-ID modes are fixed, the final fit to the outer side-
bands is performed simultaneously in the 16 XGB and SuperPNN bins as defined in
Table 7.5. The expected number of background events in the signal region is extrap-
olated from the fit and reported in Figure 8.14 for the various bins. The result of the
fits in the 16 bins are reported in Figure 8.15 for 2018 and in Appendix C for 2017
and 2016.
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FIGURE 8.13: Number of D+ → π−π+π+ (left) and D+
s → π−π+π+

(right) candidates expected in the signal region in the 3µ sample in
bins of XGB and SuperPNN. The maps are reported for the three data-

taking periods: 2016 (top), 2017 (middle) and 2018 (bottom).
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FIGURE 8.14: Total background yield expected in the signal region
in the 3µ sample in each XGB and SuperPNN bin. The maps are re-
ported for the three data-taking periods: 2016 (top-left), 2017 (top-

right) and 2018 (bottom).
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FIGURE 8.15: Results of the simultaneous fit performed in the 16 XGB and SuperPNN bins on 2018 data outer sidebands in the 3µ sample
assuming the contribution of the combinatorial background (blue line) and of the D+ → π−π+π+ and D+

s → π−π+π+ modes (green
lines). Plots are displayed following the same layout of the maps in Figure 8.14.
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The simultaneous fit is validated by means of 200 pseudo-experiments where
the yields of the different background components are varied according to a Poisson
distribution. For each pseudo-experiment the fit is performed using the same fitting
model and the pull distributions for the background shape and for the normalisation
parameters are produced in order to check for any deviation from a Gaussian shape.
The pull distributions, reported in Appendix C for the three data-taking periods, do
not show any significant deviation from a Gaussian distribution.

8.2.4 Background from misidentified tracks in the 2µ sample

As done in the 3µ sample, also in the 2µ sample the outer sidebands invariant mass
distribution is plotted under different mass hypotheses, i.e. K−π+π+, K−K+π+ and
π−π+π+, to obtain a qualitative estimate of the possible mis-ID contributions. The
mass distributions are reported in Figure 8.16 for the 2018 data sample. The plots
in the first row are obtained for candidates surviving the optimal requirement on
BDTGKT (see Table 7.9) whose effect is to suppress the combinatorial background.

The observations are once again in agreement with the branching fractions listed
in Table 8.5: a sharp peak is visible in the distribution obtained in the K−π+π+

mass hypothesis, where the kaon mass is assigned to the track whose charge is op-
posite to the one of the mother particle. No structure is visible in the K−K+π+ mass
hypothesis, while two excesses are noticeable in the π−π+π+ mass hypothesis in
correspondence of the D+ and Ds mass.

In the bottom row, the same distributions are obtained adding the requirement
on the output of the BDTGPID classifier trained to suppress backgrounds originated
from misidentified tracks. The overall effect is to reduce the number of candidates
surviving the BDTGKT requirement by more than 90%. Both in the K−π+π+ and
π−π+π+ mass hypothesis, the remaining statistics does not allow to disentangle the
presence of residual mass peaks from statistical fluctuations.
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FIGURE 8.16: Outer sidebands invariant mass distribution in the
2µ sample under different mass hypotheses (K−π+π+, K−K+π+ and
π−π+π+) after the requirement on BDTGKT (top) and with the ad-
ditional requirement on BDTGPID (bottom). The distributions are

obtained for the 2018 data sample.
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FIGURE 8.17: Outer sidebands invariant mass distribution in the
2µ sample under the K−π+π+ (top) and 3µ (bottom) mass hypothe-
ses before and after applying the veto on ProbNNk on the track

whose charge is opposite to the one of the mother particle.

In the 3µ sample, the suppression of the D+ → K−π+π+ mode is achieved by re-
quiring ProbNNk<0.05 in the D+ mass range [1800,1900] MeV/c2 to the track with a
charge opposite to the one of the mother particle. The effect of this cut in the 2µ sam-
ple is shown in Figure 8.17 for the three data-taking years. The outer sidebands in-
variant mass distribution is shown under the K−π+π+ (top) and 3µ (bottom) mass
hypotheses before and after applying the veto on ProbNNk. No significant effect is
observed for 2017 and 2018 suggesting that the BDTGPID classifier is able to reduce
the D+ → K−π+π+ contribution to a negligible contribution. Different is the case
for 2016, where the veto on ProbNNk removes a peak in correspondence of the D+

mass in the distribution obtained under the K−π+π+ mass hypothesis. The different
behaviour among the three years is a consequence of the performance of the BDT-
GPID classifier which, in 2016, is worsened due to the different trigger selection as
discussed in Section 7.3.2. The requirement on ProbNNk is therefore applied only
on 2016 data.

8.2.5 Final fit to the data sidebands in the 2µ sample

The invariant mass distribution in the 2µ sample is reported in Figure 8.18 for events
satisfying the optimal requirements on BDTGPID and BDTGKT (see Table 7.9) and,
for 2016 data, the veto on ProbNNk. An extended maximum likelihood fit is per-
formed using an exponential distribution (see Eq. 6.3) assuming the contribution of
the combinatorial background only; the result of the fit is superimposed. The fit
parameters are listed in Table 8.13 together with the number of background events
expected in the signal region.

Especially in 2016 and 2017, a clear trend is visible in the right sideband suggest-
ing the presence of the D+ → π−π+π+ and D+

s → π−π+π+ contributions. As in
the 3µ sample, the two charmed modes are included in the final fit in order to have a
reliable estimate of the expected number of background events in the signal region.
No significant contribution is expected in the signal region from the D+ → π−π+π+
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FIGURE 8.18: Data sidebands invariant mass distribution in the
2µ sample after applying the optimal requirements on BDTGKT and
BDTGPID and, only for 2016, the veto on ProbNNk. The result of the
fit assuming the contribution of the combinatorial background only

is superimposed.

TABLE 8.13: List of the fit parameters used to describe the mass pdf
in the 2µ sample assuming the combinatorial-only hypothesis for the
three data-taking years. The fit is performed on the data sidebands af-
ter the optimal requirements on BDTGKT and BDTGPID. In the 2016
data sample the veto on ProbNNk to the negative track is also applied.

Parameter 2016 2017 2018

ncomb.bkg 522.72 ± 23.92 416.58 ± 21.41 559.61 ± 24.82
nsig

comb.bkg 49.92 ± 2.38 41.61 ± 2.14 55.72 ± 2.48
α 0.0027 ± 0.0004 0.0004 ± 0.0004 0.0008 ± 0.0004

and D+
s → π−π+π+ modes, though the presence of the two peaks in the right side-

band causes a bias in the determination of the slope of the exponential distribution
used to describe the combinatorial background.

The shape parameters of the D+ → π−π+π+ and D+
s → π−π+π+ modes

are fixed from a fit to simulated events. The invariant mass distribution of the
D+

s → π−π+π+ mode is reported in Figure 8.19 under the 3µ mass hypothesis for
events surviving the selection outlined in Chapter 5; only two of the three final-state
tracks are required to satisfy the isMuon condition. The number of simulated events
surviving the optimal BDTGPID cuts reported in Table 7.9 would not be sufficient
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FIGURE 8.19: Invariant mass distribution of the D+
s → π−π+π+

mode under the 3µ mass hypothesis for simulated events where only
two of the three final-state tracks are required to satisfy the isMuon
condition. The selection outlined in Chapter 5 for the 2µ sample is
applied, as well as a loose cut on BDTGPID, namely BDTGPID>0.

The result of the fit is superimposed.

TABLE 8.14: List of the fit parameters used to describe the D+
s →

π−π+π+ mass peak under the µ−µ+µ+ mass hypothesis.

Parameter Fit value

µDs [ MeV/c2 ] 1956.52 ± 1.54
λDs [ MeV/c2 ] 11.99 ± 1.16

γDs 1.23 ± 0.12
δDs 1.01 ± 0.09

to provide a reliable fit result. For this reason, the requirement on BDTGPID is loos-
ened and the fit is performed on events with BDTGPID>0. The D+

s → π−π+π+

mass shape is not expected to vary depending on the requirement on BDTGPID
since, as shown in Figure 8.20, no correlation is observed between the mass and the
output of the classifier. It should be noted that, due to the limited statistics, the sim-
ulated samples generated for the D+

s → π−π+π+ mode for the three data-taking
years are merged and a unique fit is performed to determine the mass shape. The
signal peak is described with a Johnson’s SU function (see Eq. 6.1). The result of the
fit is reported in Figure 8.19, while the list of the fit parameters is given in Table 8.14.

Because of the limited statistics available in the D+ → π−π+π+ simulated sam-
ple, its tail parameters are taken from the fit to D+

s → π−π+π+ simulated events.
The final fit to the invariant mass distribution in the 2µ sample is shown in Fig-
ure 8.21 for the three years assuming the contribution of the combinatorial back-
ground and of the D+ → π−π+π+ and D+

s → π−π+π+ modes; the result of the
fit is superimposed. The yield of the D+ → π−π+π+ mode is constrained to be a
factor of 0.56 smaller than the D+

s → π−π+π+ yield, as discussed in Section 8.2.3.
The list of the fit parameters are reported in Table 8.15 for the three years, to-

gether with the number of events expected in the signal region from the combinato-
rial background (nsig

comb), from the D+ → π−π+π+ mode (nsig
D+→π−π+π+) and from the

D+
s → π−π+π+ mode (nsig

D+
s →π−π+π+). For the three years, the contribution of the
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FIGURE 8.20: Invariant mass distribution of the D+
s → π−π+π+

modes under the 3µ mass hypothesis versus BDTGPID for simulated
events.

charmed modes in the signal region is compatible with zero or with the uncertainty
associated to the total number of background events in the signal region (nsig

tot ). Nev-
ertheless, the inclusion of the D+ → π−π+π+ and D+

s → π−π+π+ modes in the
final fit determines a variation of the slope of the exponential distribution used to
describe the combinatorial background, as well as the decrease of nsig

tot with respect
to the values reported in Table 8.13.

As already mentioned in Section 8.1.1, the number of D+
s → η(µ+µ−γ)µ+νµ

events expected in the whole mass spectrum in the 2µ sample (NDs,Bkg in Table 8.4)
is negligible compared to the number of background events expected from the com-
binatorial background (ncomb in Table 8.15). This is true for all data-taking years.
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FIGURE 8.21: Final fit to the outer sidebands invariant mass distribu-
tion in the 2µ sample assuming the contribution of the combinatorial
background and of the D+ → π−π+π+ and D+

s → π−π+π+ modes.
The mass shapes of the charmed modes are fixed from a fit to simu-

lated events. The fit is shown for the three data-taking years.
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TABLE 8.15: List of the fit parameters used to describe the mass pdf in
the 2µ sample assuming the contribution of the combinatorial back-
ground and of the D+ → π−π+π+ and D+

s → π−π+π+ modes
for the three data-taking years. The fit is performed on events sat-
isfying the optimal requirements on BTDGKT and BDTGPID and,
in 2016, the veto on ProbNNk. The parameters λDs , γDs and δDs
are shared between the two charmed modes and fixed from the fit
to simulated events. The yield of the D+ → π−π+π+ is fixed at

0.56 × nD+
s →π−π+π+ , according to Eq. 8.3.

Parameter 2016 2017 2018

µDs [ MeV/c2] 1967.72 ± 3.13 1973.40 ± 5.89 1971.20 ± 7.04
λDs [ MeV/c2] 11.99
γDs 1.23
δDs 1.01
nD+

s →π−π+π+ 96.07 ± 20.34 32.69.33 ± 12.96 19.41 ± 16.25
nsig

D+
s →π−π+π+ 0.65 ± 0.88 0.21 ± 0.08 0.13 ± 0.11

µD+ [ MeV/c2] 1873.39 ± 3.59 1866.25 ± 9.11 1867.40 ± 11.89
nD+→π−π+π+ 53.80 18.31 10.87
nsig

D+→π−π+π+ 2.72 ± 0.42 1.13 ± 0.55 0.65 ± 0.61

αcomb −0.0002 ± 0.0008 −0.0009 ± 0.0007 0.0003 ± 0.0006
ncomb 362.76 ± 35.51 361.35 ± 28.91 527.22 ± 36.46
nsig

comb 36.28 ± 3.54 35.95 ± 2.90 52.67 ± 3.66

nsig
tot 39.65 ± 2.61 37.29 ± 2.63 53.46 ± 3.04





133

Chapter 9

Normalisation

As described in Section 3.2, the branching fraction (BF) of τ+ → µ+µ−µ+ can be
expressed as

B(τ+ → µ+µ−µ+) = α × N(τ+ → µ+µ−µ+)meas, (9.1)

where

α =
B(D+

s → ϕ(µ+µ−)π+)

B(D+
s → τ+ντ)

× f τ
Ds

× ϵDs

ϵτ
× 1

N(D+
s → ϕ(µ+µ−)π+)meas . (9.2)

The various terms entering the definition of the normalisation factor α, also known
as the single event sensitivity, are discussed separately in the following.

The content of this Chapter has been carried out by the author, with the exception
of the efficiency corrections discussed in Section 9.5.2 and 9.5.3 which have been
evaluated by a former PhD student of the analysis group.

9.1 Fraction of τ produced via Ds decays

The fraction of τ produced via Ds decays is easily obtained as the ratio between the
cross section of τ production via Ds decays and the total τ production cross section
at 13 TeV.

f τ
Ds

=
σ(D+

s → τ+) + σ(b̄ → D+
s → τ+)

σ(pp → τ+X)
(9.3)

The Ds meson can be either produced prompt, namely at the collision point, or sec-
ondary, via b decays. The cross section of τ production via Ds decays can therefore be
expressed as the sum of the two contributions. The evaluation of the cross sections
of τ production in the full phase space (4π) is reported in Section 4.2.2 (see Column 6
in Table 4.5) and the resulting value for f τ

Ds
is (78.4 ± 3.7)%.

9.2 Input branching fractions

The BF of the D+
s → τ+ντ decay, also reported in Section 4.2.2, is (5.32± 0.11)%. The

BF of the D+
s → ϕ(µ+µ−)π+ decay can be computed using the equation

B(D+
s → ϕ(µ+µ−)π+) =

B(D+
s → ϕ(K+K−)π+)

B(ϕ → K+K−)
B(ϕ → µ+µ−) , (9.4)

where B(D+
s → ϕ(K+K−)π+) is obtained from the Dalitz-plot analysis of the D+

s →
K+K−π+ decay [8]. The non-resonant contribution to the BF of the D+

s → µ+µ−π+

decay is assumed to be negligible given the exclusion limits on this contribution
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TABLE 9.1: BFs used in the evaluation of B(D+
s → ϕ(µ+µ−)π+). The

values are taken from the PDG [8].

Channel B
D+

s → ϕ(→ K+K−)π+ (2.22 ± 0.06)× 10−2

ϕ → K+K− (49.1 ± 0.5)× 10−2

ϕ → µ+µ− (2.85 ± 0.19)× 10−4

reported in Ref. [93]. The BFs used in Eq. 9.4 are listed in Table 9.1 and lead to a final
BF of (1.289 ± 0.094)× 10−5 for the D+

s → ϕ(µ+µ−)π+ decay.

9.3 Number of events observed in the D+
s → ϕ(µ+µ−)π+

channel

The number of events observed in the reference channel, N(D+
s → ϕ(µ+µ−)π+)meas,

is extracted from the fit to the invariant mass distribution in data as the integral of
the pdf used to model the signal peak. The fit results are shown in Figure 6.8, while
in Table 9.2 the values of N(D+

s → ϕ(µ+µ−)π+)meas are reported for the three data-
taking years.

TABLE 9.2: Number of events observed in the reference channel
D+

s → ϕ(µ+µ−)π+ for each data-taking year.

Yield 2016 2017 2018

N(D+
s → ϕ(µ+µ−)π+)meas 43072 ± 397 88474 ± 594 103790 ± 643

9.4 Efficiencies

The factor ϵDs /ϵτ represents the ratio between the overall efficiency evaluated on the
reference channel and the one evaluated on the signal channel. Both efficiencies are
evaluated on simulated events and can be factorised into stages, each conditional on
the immediately prior stage.

ϵDs

ϵτ
=

ϵACC
Ds

× ϵFILT
Ds

× ϵREC
Ds

× ϵSEL
Ds

× ϵTRIG
Ds

ϵACC
τ × ϵFILT

τ × ϵREC
τ × ϵSEL

τ × ϵTRIG
τ × ϵ

cl f s
τ

(9.5)

For both channels the overall efficiency includes the detector acceptance ϵACC,
the efficiency of the cuts applied at the filtering level ϵFILT, the combined reconstruc-
tion and stripping selection efficiency ϵREC, the offline selection efficiency ϵSEL and
the trigger selection efficiency ϵTRIG. For the signal channel, the isMuon selection ef-
ficiency is included in the offline selection efficiency. Moreover, both in the 2µ and in
the 3µ sample a selection based on the output of the two multivariate classifiers (clfs)
is also applied, therefore an additional term ϵcl f s is included in the determination of
the overall efficiency. In the next sections, these factors contributing to the overall
efficiency are discussed separately.
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9.4.1 Acceptance, reconstruction and stripping selection efficiencies

In order to save disk space and CPU time, only simulated events generating final-
state tracks within the geometrical acceptance of LHCb are stored. The efficiency
ϵACC simply represents the fraction of generated events falling within the detector
acceptance. For the simulated sample, it is computed as average of the efficiencies
of the single sub-channel ϵCUT (see Table 4.8 and 4.9) weighted with the production
fraction (wfraction) of the relative sub-channel.

ϵACC =

NCh

∑
i=1

wfraction,i · ϵCUT,i

NCh

∑
i=1

wfraction,i

(9.6)

The resulting efficiencies, reported in Table 9.3, are comparable for the signal and for
the reference channel due to the similar topology.

TABLE 9.3: Geometrical acceptance for the mixed MC samples.

Channel ϵACC [%]

τ+ → µ+µ−µ+ 10.72 ± 0.43
D+

s → ϕ(µ+µ−)π+ 12.04 ± 0.33

The error on the geometrical acceptance is evaluated using toys. As no differences
are expected between the different years, this efficiency is evaluated once for 2018
and used also for 2016 and 2017.

The generated events are filtered through some loose requirements on particle
identification information and on the invariant mass range. The corresponding effi-
ciency ϵFILT is reported in Table 9.4 for each data-taking year.

TABLE 9.4: Efficiencies of the cuts applied at the filtering level for the
three data-taking years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ 57.19 ± 0.04 57.11 ± 0.04 57.05 ± 0.04
D+

s → ϕ(µ+µ−)π+ 47.53 ± 0.03 47.62 ± 0.03 47.50 ± 0.03

The reconstruction efficiency is evaluated as ratio between the number of recon-
structed and the number of filtered events. These values are given in Table 9.5.

TABLE 9.5: Reconstruction and stripping selection efficiencies for the
three data-taking years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ 39.73 ± 0.05 39.65 ± 0.05 39.77 ± 0.05
D+

s → ϕ(µ+µ−)π+ 16.94 ± 0.04 17.05 ± 0.03 17.09 ± 0.03
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9.4.2 Offline selection efficiency

The efficiency of the offline selection, whose requirements are described in Sec-
tion 5.1, is evaluated on truth-matched events and is reported in Table 9.6 for the
two channels and for the three years of data-taking.

TABLE 9.6: Offline selection efficiencies for the three data-taking
years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ 75.84 ± 0.07 75.91 ± 0.07 75.80 ± 0.07
D+

s → ϕ(µ+µ−)π+ 91.12 ± 0.07 91.18 ± 0.07 91.11 ± 0.07

The τ+ → µ+µ−µ+ data set is split into the 2µ and the 3µ samples. The efficien-
cies of the cut on isMuon are reported in Table 9.7 for the two samples and for the
three data-taking years.

TABLE 9.7: isMuon selection efficiencies for the three data-taking
years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ (2µ sample) 29.32 ± 0.09 29.31 ± 0.09 29.23 ± 0.09
τ+ → µ+µ−µ+ (3µ sample) 70.68 ± 0.09 70.69 ± 0.09 70.72 ± 0.09

9.4.3 Trigger selection efficiency

The trigger selection efficiency ϵTRIG is evaluated on truth-matched events surviv-
ing the offline selection. The trigger efficiencies are reported in Table 9.8 separately
for the reference channel and for the 2µ and the 3µ samples, for the three data-
taking years and for the different stages of the trigger selection. Note that only the
L0&HLT1&HLT2 efficiency enters the evaluation of the efficiency ratio ϵDs /ϵτ.

It can be observed that, for the 3µ sample, the main limitation to the trigger ef-
ficiency is due to the hardware trigger L0, as both the HLT1 and HLT2 selections
are extremely efficient (> 99% relative efficiency). On the other hand, both the ref-
erence channel and the 2µ sample show lower L0 selection efficiency (∼ 45%); also
the HLT2 selection efficiency, ∼ 50% in the 2µ sample and ∼ 65% in the reference
channel, is worsened in 2016 due to the replacement of the Hlt2DiMuonDetached_TOS
line with the Hlt2TopoMuMu3Body_TOS line (see Table 5.3). In Run 3, the removal of
the hardware trigger L0 [94] could lead to a significant improvement of the selection
efficiency. Moreover, the development of new trigger lines ad hoc for the selection of
events with only two tracks identified as muons could enhance the HLT2 selection
efficiency in the 2µ sample.

The trigger selection represents the last stage of the selection applied to the refer-
ence channel D+

s → ϕ(µ+µ−)π+. All the efficiencies shown so far have been evalu-
ated on simulated events weighted with wfraction, namely for the correct τ production
fraction (see Section 4.2.2).
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TABLE 9.8: Trigger efficiencies calculated on simulated events sur-
viving the truth-matching and offline selection for each year of data

taking and for each trigger stage. All values are in percent.

Year Trigger Level 3µ sample 2µ sample D+
s → ϕ(µ+µ−)π+

2016
L0 60.22 ± 0.12 43.26 ± 0.13 46.62 ± 0.13
L0&HLT1 58.48 ± 0.12 37.78 ± 0.13 42.30 ± 0.13
L0&HLT1&HLT2 58.38 ± 0.12 8.17 ± 0.10 14.79 ± 0.09

2017
L0 69.20 ± 0.11 51.91 ± 0.19 55.24 ± 0.12
L0&Hlt1 66.78 ± 0.11 44.96 ± 0.18 49.58 ± 0.12
L0&Hlt1&Hlt2 66.77 ± 0.11 22.35 ± 0.15 31.76 ± 0.11

2018
L0 59.47 ± 0.12 42.97 ± 0.18 46.65 ± 0.13
L0&Hlt1 57.67 ± 0.12 37.61 ± 0.18 42.09 ± 0.13
L0&Hlt1&Hlt2 57.65 ± 0.12 19.05 ± 0.15 27.59 ± 0.12

9.4.4 Efficiency of the selection on the classifiers output

The requirement on ProbNNk applied to the negative track in the 3µ sample to reduce
the contribution of the D+ → K−π+π+ channel (see Section 8.2.1) has almost no
effect on signal events. Its efficiency is reported in Table 9.9 for the three years.

TABLE 9.9: Efficiency of the veto requirement applied on the
ProbNNk variable of the negative track in the 3µ sample for the three

data-taking years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ (3µ sample) 99.65 ± 0.30 99.56 ± 0.28 99.59 ± 0.30

In the 2µ sample there is a small fraction of events where the track not satisfying
the isMuon requirement falls outside the RICH detectors acceptance. For these tracks
no RichDLLmu variable is available, therefore no PID information can be exploited
in the suppression of the background from mis-ID tracks. These events are excluded
from the analysis. The remaining fraction of events, evaluated on events fulfilling
the trigger requirements, is reported in Table 9.10 for the three years.

TABLE 9.10: Efficiency of the selection of events with RichDLLmu in
the 2µ sample for the three data-taking years.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ (2µ sample) 97.25 ± 0.21 97.99 ± 0.11 98.11 ± 0.12

In the 2µ sample a cut is applied on the output of the two classifiers trained to
suppress the combinatorial background (BDTGKT) and the background from mis-ID
tracks (BDTGPID) (see Section 7.3.3). The efficiency of the combined selection on the
output of the two classifiers (ϵcl f s) is reported in Table 9.11, together with the com-
bined efficiency of the minimum cuts applied on the output of the classifiers trained
in the 3µ sample. As discussed in Section 8.2.4, the veto on ProbNNk applied in the
3µ sample is applied also in the 2µ sample on 2016 data only. The corresponding
efficiency, (99.98 ± 0.05)%, is included in ϵcl f s.
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TABLE 9.11: Efficiency of the selection applied on the BDTGKT and
BDTGPID output in the 2µ sample and of the minimum cuts applied
on the XGB and SuperPNN output in the 3µ sample for the three data-
taking years. The value reported for the 2016 2µ sample also includes

the efficiency of the veto on ProbNNk.

Channel 2016 [%] 2017 [%] 2018 [%]

τ+ → µ+µ−µ+ (2µ sample) 10.50 ± 0.41 13.76 ± 0.28 15.12 ± 0.31
τ+ → µ+µ−µ+ (3µ sample) 61.68 ± 0.14 62.90 ± 0.15 62.96 ± 0.16

The efficiencies of the selection applied on the output of the classifiers, as well
as the efficiency of the veto requirement applied on the ProbNNk variable, are eval-
uated on simulated events weighted with wfraction, wData/MC, to minimise the dif-
ferences between data and simulation in the kinematic variables, wfracCorr, namely
the correction to wfraction (see Appendix A), the correction to the PID variables and
the weights evaluated to minimise the differences between data and simulation in
the output of the two classifiers. Apart from wfraction, which is evaluated on gener-
ated events, all the aforementioned corrections are evaluated on events that pass the
trigger selection and are therefore taken into account in the evaluation of the effi-
ciency of the selection stages that follow the trigger selection. The uncertainties on
the selection efficiencies shown so far are purely statistical.

9.5 Efficiency corrections

In addition to the corrections mentioned so far, there is a set of corrections which
can be directly evaluated on the efficiency ratio ϵDs /ϵτ. These include the correction
to the track reconstruction efficiency, the correction to the trigger efficiency, evalu-
ated using the so-called TISTOS method (see Section 3.3), and the correction to the
efficiency of the cut applied on mµ+µ− in the reference channel to select the ϕ(1020)
resonance.

9.5.1 Correction to the track reconstruction efficiency

This Section is dedicated to the evaluation of the correction to the track reconstruc-
tion efficiency of the τ+ → µ+µ−µ+ and D+

s → ϕ(µ+µ−)π+ channels. The strategy
used to evaluate the track reconstruction efficiency at LHCb, developed within the
collaboration, represented for the author the starting point for the development of
the trigger lines adopted in the evaluation of the track reconstruction efficiency for
Run 3. For this reason, a detailed description of the method is given in this Section.

The track reconstruction efficiency at LHCb is evaluated on the J/ψ → µ+µ−

channel with a tag-and-probe approach [95]. Among the two J/ψ decay products
one, the "tag", is fully reconstructed as a long track, while the other one, the "probe",
is only partially reconstructed. The track reconstruction efficiency is evaluated as
the fraction of probe tracks that match to a long track.

The advantage of using the J/ψ → µ+µ− channel is that, for both final-state
particles, the information provided by the muon detector can be exploited in the
reconstruction of the probe track. The track reconstruction efficiency is, however,
evaluated using three separate methods depending on which sub-detector informa-
tion is used in the reconstruction of the probe track, namely the VELO method, the
T station method and the long method.
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In the VELO method the probe track is reconstructed as a downstream track,
namely using information from the TT and T stations (see Section 2.2.5). If there is
a long track with 50% common hits in the T stations, then the probe track is defined
as efficient. The T station method uses as probes tracks reconstructed combining
information from the VELO and from the muon stations. The probe track is con-
sidered to be matched to a long track if the two tracks share the same VELO seed
and at least two hits in the muon stations. The long method uses tracks with hits in
the TT and in the muon stations as probe tracks. The reconstruction of long tracks
does not require the presence of hits in the TT stations, meaning that a track can be
reconstructed as a long track even if no hits are found in the TT stations. If the probe
track has hits both in the TT and in the muon stations, the matching to a long track
is efficient only if they share at least 60% of the hits in the TT stations and more than
70% of the hits in the muon stations. If no hits are detected in the TT stations only
the second requirement is needed. The three methods are illustrated in Figure 9.1.

An unbinned extended maximum likelihood fit is performed to the invariant
mass of the tag and probe tracks to evaluate the number of reconstructed J/ψ decays
and the track reconstruction efficiency is computed as the fraction of reconstructed
J/ψ where the probe track can be matched to a long track. The efficiency of the
VELO and T station method are assumed to be uncorrelated and can therefore be
multiplied to obtain the efficiency for finding long tracks. The combined method
and the long method provide two independent, even if slightly different, ways to
probe the long track reconstruction efficiency.

To account for data/MC differences in the track reconstruction efficiency, the ra-
tio between the efficiency measured in data ϵData and the one evaluate on simulated
events ϵMC is computed. Since the track reconstruction efficiency clearly depends on
the track kinematics, the efficiency ratio is evaluated in bins of the track momentum
and pseudo-rapidity. The correction to the track reconstruction efficiency used in
this analysis is the one provided by the long method. The corresponding correction
maps containing the efficiency ratio ϵData/ϵMC produced by the tracking group with
the TrackCalib tool [96] are displayed in Figure 9.2 for the three data-taking years.

As described in Ref. [97], the correction to the track reconstruction efficiency for
a given channel is computed as

Cch = ∏
tr

Cch
tr = ∏

tr

{
∑

i
( f MC,tr

i Ci)βRW βtr
mat

}
, (9.7)

where the product runs over the tracks in the final state. The factor f MC,tr
i is the

fraction of reconstructed and selected events in bin i of the distribution obtained for
the track tr, defined as

f MC
i =

NRec,Sel
i

NRec,Sel , (9.8)

while Ci is the content of the correction maps in bin i. The factor βRW represents a per-
track uncertainty that comes out from different data/MC reweighting techniques,
and its values for the different data-taking years are listed in the following.

βRW = 1.000 ± 0.004 (for Run 1) (9.9a)
βRW = 1.000 ± 0.008 (for 2015/2016) (9.9b)
βRW = 1.000 ± 0.004 (for 2017/2018) (9.9c)
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VELO
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Tag-track
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(a)
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FIGURE 9.1: Illustration of the three tag-and-probe methods used
to evaluate the track reconstruction efficiency at LHCb: the VELO
method (a), the T station method (b) and the long method (c). The
red dots are placed at the sub-detectors whose information is used in

the reconstruction of the probe track.
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FIGURE 9.2: Maps containing the correction to the track reconstruc-
tion efficiency evaluated using the long method in bins of track mo-
mentum and pseudo-rapidity. The maps are reported for the three

data-taking years.
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TABLE 9.12: Correction to the track reconstruction efficiency for all
tracks in the signal and in the reference channel for the different data-

taking years.

2016 2017 2018

cTrack,τ 0.958 ± 0.017 0.997 ± 0.011 0.976 ± 0.010
cTrack,Ds 0.962 ± 0.022 0.997 ± 0.017 0.978 ± 0.017

TABLE 9.13: Ratio between the correction to the track reconstruction
efficiency evaluated on the reference channel and the one evaluated
on the signal channel for the different data-taking years. The former
uncertainty is the statistical one, while the latter is the systematic un-

certainty.

2016 2017 2018

RTrack 1.004 ± 0.005 ± 0.014 1.000 ± 0.005 ± 0.014 1.002 ± 0.005 ± 0.014

The hadronic interaction of kaons and pions with the detector material leads to
an additional uncertainty (βtr

mat) whose values are:

βK
mat = 1.000 ± 0.011, (9.10a)

βπ
mat = 1.000 ± 0.014. (9.10b)

In case of muon tracks this uncertainty is set to 1, with no further uncertainty, as no
hadronic interaction has to be considered.

As shown in Figure 5.1, most of the signal events are characterised by a momen-
tum smaller than 5 GeV/c while the efficiency maps provided by the tracking group
are only given in the ranges 5 GeV/c < p < 201 GeV/c and 1.9 < η < 4.9. In
order to reduce the percentage of outliers, the lower limit of the momentum range
is extended from 5 to 3 GeV/c and events with a momentum smaller than 5 GeV/c
are assigned the correction of the closest bin.

The track reconstruction efficiency correction for the signal and for the reference
channel is shown in Table 9.12 for the three data-taking years. The reported uncer-
tainties include the statistical uncertainty, the factor βRW and the hadron uncertainty.

The ratio between the correction to the track reconstruction efficiency evaluated
on the reference channel and the one evaluated on the signal channel is computed
and shown in Table 9.13 for the three years. The efficiency ratio ϵDs /ϵτ in Eq. 9.2
is then multiplied by this factor to include the correction to the track reconstruction
efficiency.

9.5.2 Correction to the ϕ(1020) mass cut efficiency

As discussed in Section 5.1, a cut is applied on the invariant mass of the final-state
muons with opposite charge to reject events from the reference channel D+

s →
ϕ(µ+µ−)π+, i.e. |mµ+µ− − mϕ(1020)| > 20 MeV/c2. The opposite cut is instead ap-
plied in the reference channel to select the ϕ(1020) resonance. The efficiency of this
cut is not correctly reproduced in simulation since the ϕ → µ+µ− resonance is not
simulated according to the ϕ → µ+µ− line shape. The ϕ(1020) intermediate state is
indeed generated for masses within ±15Γ (from 955.7 to 1083.2 MeV/c2), being Γ the
decay width of the ϕ(1020) resonance [8]. Therefore, a correction factor is evaluated
and applied to the D+

s → ϕ(µ+µ−)π+ selection efficiency.
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FIGURE 9.3: Non-relativistic Breit-Wigner mass distribution of the
ϕ(1020) resonance. The green area is the portion selected by the of-
fline cut, while the orange area shows the portion excluded by the cut
and used, together with the green one, in the generation of the simu-
lated sample. The distribution is shown in the feasible range in data,

namely from 2mµ up to mD+
s
− mπ .

As shown in Figure 9.3, a non-relativistic Breit-Wigner (BW) line shape [98], lim-
ited by the available phase space in the D+

s → ϕ(µ+µ−)π+ decay, is used to measure
the fraction of events falling outside the ϕ(1020) peak. In the truncated MC distri-
bution the excluded area corresponds to the 4.7% of the generated area. For the
full BW from 2mµ up to mDs − mπ, the region outside the signal peak is the 6.6% of
the total area. To account for the difference in the area excluded from the fit to the
invariant mass distribution between data and simulation, the D+

s → ϕ(µ+µ−)π+ se-
lection efficiency is corrected by a factor of 1.018 ± 0.009, evaluated as 1.066/1.047.
A conservative systematic uncertainty of 50% of its deviation from 1 is considered.

9.5.3 Correction to the trigger efficiency

The trigger efficiency is evaluated on simulated events and as such needs to be cor-
rected to account for possible differences between data and simulation. Such dis-
crepancies are only expected in L0 and HLT1 triggers, while for HLT2, a software
trigger running on offline reconstructed variables, very similar performances are ex-
pected in data and simulation.

As described in Section 3.3, the TISTOS method [61] allows to evaluate the trigger
efficiency by exploiting quantities available in the data sample by assuming that the
TOS efficiency can be determined within the TIS sub-sample.

ϵTOS = ϵTOS|TIS =
NTISTOS

NTIS
(9.11)

The TIS sub-sample is made up of events satisfying the offline selection in Section 5
and firing a combination of L0 and HLT1 TIS trigger lines, mainly based on PID
requirements and on loose cuts on kinematics and track quality information [78–80].

(L0Hadron|L0Muon|L0Photon|L0Electron)&
(Hlt1SingleMuonHighPT|Hlt1DiMuonLowMass|Hlt1TwoTrackMVA|

Hlt1TrackMuon|Hlt1TrackMVA|Hlt1TrackMuonMVA) (9.12)
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FIGURE 9.4: Ratio between the TISTOS efficiency and true trigger
efficiency (NTOS/NSel) computed on D+

s → ϕ(µ+µ−)π+ simulated
events up to L0&HLT1, in bins of D+

s pT .

The correlation between the signal candidate and the underlying event can be stud-
ied on D+

s → ϕ(µ+µ−)π+ simulated events, where the trigger efficiency can be com-
puted both with the standard definition (NTOS/NSel) and with the TISTOS method
(Eq. 9.11). The ratio between these two efficiencies is displayed in Figure 9.4 in differ-
ent bins of the Ds transverse momentum. As can be seen, the efficiency ratio shows a
dependency on pT, meaning that the signal candidate and the underlying events are
not totally uncorrelated and that a bias is expected in the evaluation of the TISTOS
efficiency. As shown in the following, the reference channel D+

s → ϕ(µ+µ−)π+ can
be exploited to evaluate a correction that accounts for this correlation.

The ratio between the trigger efficiency evaluated in the reference channel and
in the signal channel on simulated events has to be multiplied by a correction factor,
referred to as R(Ds, τ).

ϵDs
Data

ϵτ
Data

=
ϵDs

MC,TOS

ϵτ
MC,TOS

· R(Ds, τ) (9.13)

The double ratio is defined as

R(Ds, τ) =
ϵDs

Data,TISTOS

ϵDs
MC,TISTOS

·
ϵτ

MC,TISTOS

ϵτ
Data,TISTOS

=
ϵDs

Data,TISTOS

ϵDs
MC,TISTOS

· ∑i f τ
i ϵDs,i

MC,TISTOS

∑i f τ
i ϵDs,i

Data,TISTOS

, (9.14)

where ϵDs
Data,TISTOS and ϵDs

MC,TISTOS are the trigger efficiency of L0&HLT1 evaluated in
the reference channel using the TISTOS method. As described in Section 6.1, each
data event in the reference channel is weighted with the so-called sWeight (sWgt)
to extract the signal-only component. The TISTOS trigger efficiency on preselected
data is therefore defined as

ϵDs
Data,TISTOS =

∑ wTIS&TOS|Sel
sWgt

∑ wTIS|Sel
sWgt

, (9.15)

where TIS|Sel represents the preselected events that triggered the selection of TIS
lines in Eq. 9.12, while TIS&TOS|Sel represents the preselected events that also trig-
gered the TOS lines from Table 5.3. Simulated events are weighted with wfraction,
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TABLE 9.14: Data/MC correction factor (calculated considering
L0&HLT1 efficiencies) for the trigger efficiency ratio for both the 2µ
and the 3µ samples and for the three years. The first uncertainty is
the statistical one, while the second one is the systematic uncertainty

coming from the choice of the binning scheme.

2016 2017 2018

R(Ds, τ3µ) 1.036 ± 0.043 ± 0.004 0.964 ± 0.030 ± 0.007 0.974 ± 0.032 ± 0.007
R(Ds, τ2µ) 0.992 ± 0.048 ± 0.004 0.961 ± 0.033 ± 0.011 0.977 ± 0.036 ± 0.009

thus the MC trigger efficiencies are given by

ϵMC,TOS =
∑ wTOS|Sel

fraction

∑ wSel
fraction

, ϵMC,TISTOS =
∑ wTIS&TOS|Sel

fraction

∑ wTIS|Sel
fraction

. (9.16)

As defined in Eq. 9.14, the TISTOS efficiencies in data and simulation are ob-
tained from the convolution of the corresponding TISTOS efficiencies evaluated on
the reference channel with the phase space distribution of the signal events. The con-
volution is performed in bins of the transverse momentum (pT) and χ2 of the impact
parameter (IPχ2) of the final-state track with greatest pT

1, and f τ
i corresponds to the

fraction of signal events falling in the single bin i. The number of bins in each di-
mension is such to have an efficiency ratio as close as possible to unity, while making
sure to have enough statistics in each bin.

The correction factors to the trigger efficiency are reported in Table 9.14 for the
3µ and 2µ samples, and for the three data-taking years. The former uncertainty is
the statistical one, while the latter is the systematic uncertainty originated from the
choice of the number of pT and IPχ2 bins.

9.5.4 Normalisation summary

The various efficiencies and correction factors discussed so far are summarised in
Table 9.15 for the three data-taking years. The isMuon selection efficiency is included
in the offline selection efficiency ϵSEL

τ . The term ϵRICH
2µ is the efficiency of the selection

of events where the track with !isMuon falls within the RICH detectors acceptance,
as discussed in Section 9.4.4. The combined efficiency ϵ

cl f s&PID
τ includes both the

efficiency of the selection in the output of the two classifiers and the efficiency of the
veto applied on ProbNNk in the 3µ sample and in the 2016 2µ sample.

The final values for the normalisation factor α are shown in Table 9.16 separately
for the 2µ and for the 3µ samples. The single terms entering the definition of α are
also shown. The efficiency ratio ϵDs /ϵτ is already corrected for the correction factors
reported in Table 9.15.

1In the 2µ sample the muon with higher pT is selected among the two tracks satisfying the isMuon
requirement.
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TABLE 9.15: Summary of the efficiencies and relative corrections eval-
uated on the signal channel, separately for the 2µ and the 3µ sample,
and on the reference channel. The first and the second uncertainties
are the statistical and systematic uncertainty, respectively; when a sin-

gle uncertainty is reported this is purely statistical.

2016 2017 2018

ϵACC
τ [%] 10.72 ± 0.43

ϵACC
Ds

[%] 12.04 ± 0.33

ϵFILT
τ [%] 57.19 ± 0.04 57.11 ± 0.04 57.05 ± 0.04

ϵFILT
Ds

[%] 47.53 ± 0.03 47.62 ± 0.03 47.50 ± 0.03

ϵREC
τ [%] 39.73 ± 0.05 39.65 ± 0.05 39.77 ± 0.05

ϵREC
Ds

[%] 16.94 ± 0.04 17.05 ± 0.03 17.09 ± 0.03

ϵSEL
τ,2µ [%] 22.24 ± 0.07 22.25 ± 0.07 22.19 ± 0.07

ϵSEL
τ,3µ [%] 53.60 ± 0.09 53.66 ± 0.09 53.61 ± 0.09

ϵSEL
Ds

[%] 91.12 ± 0.07 91.18 ± 0.07 91.11 ± 0.07

ϵTRIG
τ,2µ [%] 8.17 ± 0.10 22.35 ± 0.15 19.05 ± 0.15

ϵTRIG
τ,3µ [%] 58.38 ± 0.12 66.77 ± 0.11 57.65 ± 0.12

ϵTRIG
Ds

[%] 14.79 ± 0.09 31.76 ± 0.11 27.59 ± 0.12

ϵRICH
τ,2µ [%] 97.25 ± 0.21 97.99 ± 0.11 98.11 ± 0.12

ϵ
cl f s
τ,2µ [%] 10.50 ± 0.41 13.76 ± 0.28 15.12 ± 0.31

ϵ
cl f s&PID
τ,3µ [%] 61.46 ± 0.14 62.62 ± 0.14 62.71 ± 0.15

RTrack 1.004 ± 0.005 ± 0.014 1.000 ± 0.005 ± 0.014 1.002 ± 0.005 ± 0.014

cϕ 1.018 ± 0.009

R(Ds, τ2µ) 0.992 ± 0.048 ± 0.004 0.961 ± 0.033 ± 0.011 0.977 ± 0.036 ± 0.009
R(Ds, τ3µ) 1.036 ± 0.043 ± 0.004 0.964 ± 0.030 ± 0.007 0.974 ± 0.032 ± 0.007
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TABLE 9.16: Summary of the factors entering in the normalisation factor, together with their combined statistical and systematic uncer-
tainties. The final values for α in the 2µ and in the 3µ samples are also shown.

2016 2017 2018

B(D+
s → ϕ(µ+µ−)π+) (1.289 ± 0.094)× 10−5

f τ
Ds

(78.4 ± 3.7)× 10−2

B(D+
s → τ+ντ) (5.32 ± 0.11)× 10−2

N(D+
s → ϕ(µ+µ−)π+)meas 43072 ± 397 88474 ± 594 103790 ± 643

ϵDs /ϵτ,2µ 29.31 ± 2.40 17.03 ± 1.14 16.05 ± 1.09
ϵDs /ϵτ,3µ 0.30 ± 0.02 0.51 ± 0.03 0.52 ± 0.03

α2µ (12.923 ± 1.571)× 10−8 (3.654 ± 0.409)× 10−8 (2.937 ± 0.330)× 10−8

α3µ (1.302 ± 0.146)× 10−9 (1.095 ± 0.119)× 10−9 (0.947 ± 0.103)× 10−9



148 Chapter 9. Normalisation

9.6 Single bin efficiency in the 3µ sample

The upper limit on the BF of the τ+ → µ+µ−µ+ decay is evaluated in bins of XGB
and SuperPNN and in bins of the invariant mass distribution. Therefore, the nor-
malisation factor α evaluated in the 3µ sample, has to be divided by the single bin
efficiency that can be factorised as

ϵi,j = ϵXGB&PID,i × ϵmass,j . (9.17)

ϵXGB&PID,i is the XGB and SuperPNN bin efficiency, while ϵmass,j represents the frac-
tion of signal events in the single mass bin. The single mass bin efficiencies are
reported in Table 7.6 of Section 7.2.4. The single XGB and SuperPNN bin efficien-
cies are evaluated as the fraction of events falling in each XGB and SuperPNN bin
relative to the number of events passing the minimum cut in XGB (> 0.8) and Su-
perPNN (> 0.88) and the veto on ProbNNk. The maps containing the final single
bin efficiency are shown in Figure 9.5 for each data-taking year.
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FIGURE 9.5: Maps containing the fraction of events falling in each
XGB and SuperPNN bin evaluated on simulated events in the 3µ sam-

ple for the three years.
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Chapter 10

Systematic uncertainties

In this Chapter, the various sources of systematic uncertainties are described in de-
tail. These include the systematics on the normalisation factor α (Section 10.1) and
the systematics introduced by the choice of the pdfs used to describe the signal peak
(Section 10.2) and the background shape (Section 10.3).

The simulation used in this analysis has been generated assuming a uniform
phase space distribution for the τ+ → µ+µ−µ+ decay. However, the amplitude
structure of the decay may depend on various beyond the Standard Model effects.
The systematic uncertainty introduced by different decay models on the selection
efficiency is discussed in Appendix D.

10.1 Systematics on the normalisation

All the quantities used in the evaluation of the normalisation factor α come with an
uncertainty. Table 10.1 shows an overview of the relative uncertainty on α in the 3µ
and 2µ samples for the three years, followed by the relative uncertainty of each term
entering its evaluation.

It is clear that the major contribution to the uncertainty on α comes from exter-
nal inputs, namely from the branching fraction of the D+

s → ϕ(µ+µ−)π+ decay
and from f τ

Ds
, which is itself affected by the uncertainty on the cross sections and

branching fractions used in its evaluation. The statistics of the simulated samples

TABLE 10.1: Relative uncertainties on the normalisation factor α and
of all terms entering its evaluation, for the 2µ and for the 3µ samples
and for the three years. The ratios of efficiencies ϵDs /ϵτ do not include

the correction factors defined in Section 9.5.

Relative uncertainty [%]
2016 2017 2018

α2µ 12.15 11.19 11.24
α3µ 11.20 10.85 10.90

f τ
Ds

4.77
B(D+

s → ϕ(µ+µ−)π+) 7.27
B(D+

s → τ+ντ) 2.07
N(D+

s → ϕ(µ+µ−)π+)meas 0.92 0.67 0.62
ϵDs /ϵτ,2µ 6.39 5.36 5.37
ϵDs /ϵτ,3µ 4.93 4.91 4.91

RTrack 0.50(stat) 1.39(syst) 0.50(stat) 1.40(syst) 0.50(stat) 1.40(syst)
cϕ 0.89

R(Ds, τ2µ) 4.80(stat) 0.40(syst) 3.44(stat) 1.12(syst) 3.67(stat) 0.95(syst)
R(Ds, τ3µ) 4.16(stat) 0.37(syst) 3.11(stat) 0.76(syst) 3.29(stat) 0.72(syst)
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FIGURE 10.1: Fluctuation of the extrapolated pdf in the 3µ sample
for the the three data-taking years. The cyan and orange curves are
obtained by varying the λ parameter by +σλ and −σλ, respectively,
where σλ is obtained from the fit to the MC distribution and corrected

with cλ.

also introduces a large uncertainty, as it can be seen from the relative uncertainty on
the efficiency ratio and on the correction to the trigger efficiency. The statistical and
systematic uncertainties affecting α are treated as a unique uncertainty in the limit
evaluation.

10.2 Systematics on the signal shape

The systematic uncertainty introduced by the choice of the pdf used to model the
signal shape is evaluated by varying the λ parameter of the Johnson’s SU function
used to describe the signal peak by ±σλ. The uncertainty on λ is taken from the an
extended maximum likelihood fit to the invariant mass distribution in simulation,
then corrected for the cλ factor evaluated from the fit to the reference channel (see
Table 6.3). In the 3µ sample, the fit to the MC distribution (see Figure 7.11) is per-
formed on events selected by the minimum requirements on XGB and SuperPNN,
and the veto on ProbNNk. The fluctuated extrapolated pdfs are shown in Figure 10.1
for the three data-taking years.

In the 2µ sample, the signal pdf is extrapolated from the fit performed on simu-
lated events after the selection in the BDTGKT and BDTGPID output, and the veto
on ProbNNk in 2016 only. The result of the fit to the invariant mass distribution in
the 2µ sample is shown in Figure 10.2, while the corresponding fluctuated pdfs are
reported in Figure 10.3 for the three years.
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FIGURE 10.2: Fit to the invariant mass distribution obtained for sim-
ulated events in the 2µ sample after the selection in the BDTGKT and
BDTGPID output and the veto on ProbNNk (2016 only) for the three

data-taking years.

The fluctuation of the signal pdf reflects in the fluctuation of the fraction of events
falling in the signal region and, consequently, in the fluctuation of the fraction of
events falling in the single mass bin. The latter fluctuation is only relevant for the 3µ
sample, as no binning is performed in the 2µ sample because of the limited statis-
tics of the simulated sample. The fraction of events in the mass bins is reported in
Table 10.2 and in Table 10.3 for the +σλ and −σλ fluctuation, respectively.

The fluctuation of the fraction of events in the signal region in the 2µ sample is
reported in Table 10.4 together with the central value for each data-taking year.
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FIGURE 10.3: Fluctuation of the extrapolated pdf in the 2µ sample
for the the three data-taking years. The cyan and orange curves are
obtained by varying the λ fit parameter by +σλ and −σλ, respectively,
where σλ is obtained from the fit to the MC distribution and corrected

with cλ.

TABLE 10.2: Fraction of events falling in each mass bin evaluated
on the extrapolated signal pdf fluctuated by +σλ for the three data-
taking years. The fraction of events in the signal region is also re-

ported (Total).

Mass bin 2016 2017 2018

1 0.0442 ± 0.0004 0.0399 ± 0.0003 0.0381 ± 0.0003
2 0.0799 ± 0.0007 0.0772 ± 0.0005 0.0734 ± 0.0006
3 0.1331 ± 0.0010 0.1381 ± 0.0008 0.1325 ± 0.0008
4 0.1861 ± 0.0006 0.2031 ± 0.0006 0.1995 ± 0.0007
5 0.1957 ± 0.0013 0.2129 ± 0.0011 0.2154 ± 0.0012
6 0.1480 ± 0.0005 0.1500 ± 0.0006 0.1553 ± 0.0006
7 0.0857 ± 0.0007 0.0781 ± 0.0006 0.0818 ± 0.0007
8 0.0427 ± 0.0004 0.0351 ± 0.0003 0.0371 ± 0.0004

Total 0.9154 ± 0.0013 0.9344 ± 0.0010 0.9332 ± 0.0010
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TABLE 10.3: Fraction of events falling in each mass bin evaluated
on the extrapolated signal pdf fluctuated by −σλ for the three data-
taking years. The fraction of events in the signal region is also re-

ported (Total).

Mass bin 2016 2017 2018

1 0.0402 ± 0.0003 0.0375 ± 0.0003 0.0356 ± 0.0003
2 0.0761 ± 0.0006 0.0747 ± 0.0005 0.0707 ± 0.0005
3 0.1335 ± 0.0008 0.1379 ± 0.0007 0.1320 ± 0.0008
4 0.1947 ± 0.0006 0.2084 ± 0.0007 0.2049 ± 0.0007
5 0.2076 ± 0.0012 0.2202 ± 0.0010 0.2236 ± 0.0011
6 0.1527 ± 0.0006 0.1522 ± 0.0006 0.1581 ± 0.0007
7 0.0838 ± 0.0007 0.0765 ± 0.0006 0.0802 ± 0.0006
8 0.0394 ± 0.0004 0.0332 ± 0.0003 0.0350 ± 0.0003

Total 0.9280 ± 0.0010 0.9407 ± 0.0008 0.9400 ± 0.0009

TABLE 10.4: Fraction of events falling in the signal region evaluated
in the 2µ sample as the integral of the extrapolated pdf. The values

obtained fluctuating the fit parameter λ by ±σλ are also reported.

λ fluctuation 2016 2017 2018

None 0.9221 ± 0.0258 0.9561 ± 0.0285 0.9611 ± 0.0591
+σλ 0.8907 ± 0.0330 0.9450 ± 0.0308 0.9590 ± 0.0605
−σλ 0.9508 ± 0.0159 0.9662 ± 0.0260 0.9632 ± 0.0577
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10.3 Systematics on the background shape

The pdf used to model the background shape also introduces a systematic uncer-
tainty. As outlined in Section 8.2.3 for the 3µ sample and in Section 8.2.5 for the 2µ
sample, the final fit to the data sidebands is performed by including the contribution
of the combinatorial background and of the two charmed modes D+ → π−π+π+

and D+
s → π−π+π+. The total number of background events expected in the signal

region is extrapolated from the fit to the outer sidebands.
In the 3µ sample, a simultaneous fit is performed in the 16 XGB and SuperPNN

bins and, in each of these bins, the integral of the resulting pdf in the single mass
bin is evaluated. The number of background events expected in the single XGB,
SuperPNN and mass bin is reported in Figure 10.4 for the three data-taking years.

In the 2µ sample, no binning is considered due to the limited statistics. The result
of the fit to the data sidebands is reported in Figure 8.21, while the extrapolated
number of background events expected from each background source is reported in
Table 8.15.

Both in the 3µ and in the 2µ sample, the fit to the data sidebands assuming the
contribution of the combinatorial background only is used to assign a systematic
uncertainty to the expected number of background events in the signal region, that
accounts for the modelling of the background distribution. The maps containing
the expected number of background events in each XGB, SuperPNN and mass bin
considered in the 3µ sample is reported in Figure 10.5 for the three years. For the 2µ
sample, the same numbers are reported in Table 8.13 for the three data-taking years.
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FIGURE 10.4: Maps containing the expected number of background
events in the single XGB, SuperPNN and mass bin in the 3µ sample.
The yields are extracted from a fit to the outer sidebands including
the contribution of the combinatorial background and of the D+ →
π−π+π+ and D+

s → π−π+π+ modes. The maps are shown for the
three data-taking years.
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FIGURE 10.5: Maps containing the expected number of background
events in the single XGB, SuperPNN and mass bin in the 3µ sample.
The yields are extracted from a fit to the outer sidebands assuming
the contribution of the combinatorial background only. The maps are

shown for the three data-taking years.
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Chapter 11

Limit estimate

In this Chapter, the evaluation of the expected upper limit on the branching fraction
of the τ+ → µ+µ−µ+ decay by means of the CLs method is presented.

11.1 Extrapolated limit from Run 1

The observed upper limit (UL) obtained in the Run 1 analysis turned out to be
slightly smaller than the expected upper limit as, after the unblinding procedure,
less background than expected was measured. The expected limit on Run 1 data at
5.0(6.1) × 10−8 at 90%(95%) confidence level (CL), can be used to extrapolate the
upper limit to the current statistics.

According to Eq. 3.8, the branching fraction (BF) of the τ+ → µ+µ−µ+ decay
can be written as α × Nτ, where Nτ is the number of events measured in the signal
channel. The normalisation factor α is itself proportional to 1/NDs (see Eq. 3.9), being
NDs the number of events observed in the reference channel D+

s → ϕ(µ+µ−)π+.
Therefore, the upper limit (UL) on the BF is also proportional to the ratio NUL

τ /NDs ,
where NUL

τ represents the upper limit on the number of observed signal events.
In the hypothesis where no signal event is observed, NUL

τ is equal to the uncer-
tainty on the number of background events expected in the signal region Nexp.bkg,
which can be naively assumed to be

√
Nexp.bkg. Both Nexp.bkg and NDs are propor-

tional to Lint × σ, being Lint the integrated luminosity and σ the production cross
section of the relevant mother particle. Therefore, the expected upper limit can be
expressed as

ULexp ∝

√Lint × σbkg

Lint × σDs

. (11.1)

Assuming that the cross section of the combinatorial background scales with the
same factor as the cross section of the reference channel, σbkg can be replaced with
σDs and therefore have that

ULexp ∝
1√

Lint × σDs

. (11.2)

The extrapolated limit for Run 2 can be written in terms of the expected limit for
Run 1 as

ULRun 2
extrap = ULRun 1

exp

√
L2011

int × σ2011
Ds

+ L2012
int × σ2012

Ds√
LRun 2

int × σRun 2
Ds

, (11.3)

where the integrated luminosity and cross section of the different data taking peri-
ods are listed in Table 11.1. Ds mesons can be either produced prompt at the collision
point or secondary via b-hadron decays. Therefore, the Ds production cross section
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TABLE 11.1: Integrated luminosity and charm production cross sec-
tion for each data taking period. The charm production cross section
for 2012 is obtained by scaling the 2011’s for the ratio between the
corresponding centre-of-mass energies, i.e. 8/7. The values of the in-

tegrated luminosity are taken from Ref. [70].

2011 2012 Run 2

Lint [fb−1] 1 2 5.4
σDs [µb] 1119 ± 155 1279 ± 178 1977 ± 375

is given by the sum of the two contributions.

σDs = σ(pp → D+
s X) + σ(pp → bb̄X)×B(b̄ → D+

s ) (11.4)

For Run 2, the needed quantities are listed in Table 4.5. The measurement of the
prompt charm and beauty production cross sections at

√
s = 7 TeV are reported in

Ref. [99] and Ref. [100], respectively, while B(b̄ → D+
s ) is taken from Ref. [3]. The

charm production cross section for 2012 is obtained by scaling the 2011’s for the ratio
between the corresponding centre-of-mass energies, i.e. 8/7. The extrapolated upper
limit from Run 1 to the Run 2 data set would therefore be

ULRun 2
extrap = 2.9(3.6)× 10−8 at 90%(95%) CL. (11.5)

Analogously, one could evaluate the extrapolated limit from Run 1 to the combined
Run 1+Run 2 data set by adapting Eq. 11.3 as

ULRun 1+Run 2
extrap = ULRun 1

exp

√
L2011

int × σ2011
Ds

+ L2012
int × σDs 2012√

L2011
int × σ2011

Ds
+ L2012

int × σ2012
Ds

+ LRun 2
int × σRun 2

Ds

. (11.6)

An extrapolated limit of

ULRun 1+Run 2
extrap = 2.5(3.1)× 10−8 at 90%(95%) CL (11.7)

is found.

11.2 Final fit to the invariant mass

As previously described, the limit evaluation is performed in bins of the output
of the two multivariate classifiers trained in the 3µ sample, namely XGB and Su-
perPNN. Once the analysis is optimised and the signal region unblinded, the num-
ber of signal events is measured, in each bin, with an unbinned extended maximum
likelihood fit [84] to the invariant mass spectrum. The fit is performed simultane-
ously in the 16 bins, independently for the three data-taking years. The total pdf in
the single bin i is the sum of the pdf used to describe the signal peak and the one
used to describe the background shape.

pdftot
i = nsig

i · pdfsig
i + nbkg

i · pdfbkg
i (11.8)

As described in Section 7.2.4, the τ+ → µ+µ−µ+ signal peak is modelled with a
Johnson’s SU function extrapolated from a fit to simulated events. The fit param-
eters λ, δ and γ of the Johnson’s SU function are in common among the bins. The
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modelling of the background shape is instead discussed in Section 8.2.3: an exponen-
tial distribution is used to describe the combinatorial background, while the residual
contribution of the D+ → π−π+π+ and D+

s → π−π+π+ modes is modelled with
two Johnson’s SU functions. The correlation of the signal yields among the differ-
ent bins is taken into account and the number of signal events in the single bin i is
evaluated as

nsig
i = ϵiNsig , (11.9)

where ϵi represents the XGB and SuperPNN bin efficiency (see Figure 9.5) and Nsig

the total number of events measured for the signal channel. The sum of the effi-
ciencies ϵi is constrained to be equal to the total efficiency ϵsig.reg., representing the
fraction of events falling in the signal region, as reported in Table 7.6.

ϵsig.reg. = ∑
i

ϵi (11.10)

The efficiencies and the fit parameters λ, δ and γ are allowed to fluctuate according
to a gaussian distribution whose central value and resolution are obtained from the
fit to simulated events. Note that the µ and λ fit parameters are corrected with cµ and
cλ, respectively, as described in Section 6.4. The number of background events in the
different bins is assumed to be uncorrelated. In the 2µ sample, no further binning is
considered due to the limited statistics of the simulated sample. Therefore, the fit to
the invariant mass spectrum is performed once for each data-taking year.

Before the unblinding of the signal region, only an expected upper limit on the
branching fraction of the τ+ → µ+µ−µ+ decay can be provided. As shown in Sec-
tion 8.2.3, a simultaneous fit is performed to the data outer sidebands in the 16 XGB
and SuperPNN bins. The number of background events expected in the signal re-
gion is extrapolated from the fit. As described in Section 3.5.1, the number of signal
events is evaluated, for each year, as the ratio between the BF value that is being
tested and the normalisation factor for that year.

11.3 Evaluation of the expected upper limit

The evaluation of the expected upper limit on the BF of τ+ → µ+µ−µ+ is performed
using the CLs method, which has been introduced and discussed in Section 3.5. The
method is implemented in a C++ code based on the ROOT library and developed
for this specific analysis. The following quantities are given as input to the code for
each data-taking year.

• Normalisation factor α together with its uncertainty. Final values for α are
reported in Table 9.16 for the 3µ and 2µ samples.

• Maps containing the single XGB, SuperPNN and mass bin efficiency for the
3µ sample (see Section 9.6). Single-bin maps containing the fraction of events
falling in the signal region (evaluated as integral of the extrapolated pdf) are
provided for the 2µ sample (see Table 10.4).

• Maps containing the number of background events expected in each XGB, Su-
perPNN and mass bin for the 3µ sample (see Figure 10.4). Single-bin maps
with the number of background events expected in the signal region are given
as input for the 2µ sample (see Table 8.15).
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FIGURE 11.1: Expected CLs curve obtained on Run 1 data under the
hypothesis to observe background events only. The yellow and green
curves represent the ±1σ and ±2σ error bands of the CLs median,
respectively. The upper and lower red lines indicate the 90% and 95%

confidence level, respectively.

• For both samples, maps containing the fluctuated values of the single bin effi-
ciency and of the expected number of background events in the signal region,
as reported in Section 10.2 and Section 10.3, respectively.

11.3.1 Cross-check with Run 1 data

The correct implementation of the CLs method is verified by checking if the code
developed for this analysis is able to reproduce the Run 1 result for the expected
upper limit, namely 5.0(6.1)× 10−8 at 90%(95%) CL [3].

Similarly to what is done in the Run 2 analysis, the Run 1 upper limit on the BF
of τ+ → µ+µ−µ+ was evaluated in bins of the output of two multivariate classifiers,
one trained to separate muons from other tracks, and a second one designed to iden-
tify displaced three-body tracks. The normalisation factors and the maps containing
the single bin efficiency and the expected number of background events in the signal
region for the two data-taking years are given as input to the limit code.

The search for the confidence limit is performed in the BF range [4.5, 6.5] × 10−8

with steps of 4 × 10−9. The CLs values obtained for the different BFs are reported in
the plot displayed in Figure 11.1. An expected upper limit on the BF of 5.07(6.10)×
10−8 is obtained at 90%(95%) CL. The agreement of this result with the former ex-
pected limit confirms the correct implementation of the CLs method.

As previously mentioned, the aim is to provide a combined limit for the Run 1
and Run 2 data sets. To do that, the normalisation factor evaluated on Run 1 data
needs to be adjusted in order to agree with the latest measurements of the external
inputs used in its evaluation. According to Eq. 3.9, these are B(D+

s → ϕ(µ+µ−)π+)
and B(D+

s → τ+ντ). A summary of the old and new values for the involved BFs is
reported in Table 11.2. The resulting correction factor αRun 1

corr , computed as

αRun 1
corr =

B(D+
s → ϕ(µ+µ−)π+)new

B(D+
s → ϕ(µ+µ−)π+)old

× B(D+
s → τ+ντ)old

B(D+
s → τ+ντ)new

, (11.11)

is 1.0329.
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TABLE 11.2: Values of the branching fractions involved in the evalu-
ation of α used in the Run 1 analysis together with their most recent

measurements [8].

Value used in Run 1 Latest measurement

B(D+
s → ϕ(µ+µ−)π+) (1.317 ± 0.099)× 10−5 (1.290 ± 0.094)× 10−5

B(D+
s → τ+ντ) (5.61 ± 0.24)% (5.32 ± 0.11)%
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FIGURE 11.2: Expected CLs curve obtained on Run 2 data (includ-
ing the 3µ and the 2µ sample) under the hypothesis to observe back-
ground events only. The yellow and green curves represent the ±1σ
and ±2σ error bands of the CLs median, respectively. The upper and
lower red lines indicate the 90% and 95% confidence level, respec-

tively.

It should be noted that this correction is only applied when the Run 1 data set is
combined with the Run 2 data set. The fraction of τ produced via Ds decays ( f τ

Ds
) also

represents an external input in the evaluation of α, though its value is not affected
by the variation of any BF measurement.

11.3.2 Expected upper limit with Run 2 data

The quantities listed at the beginning of Section 11.3 are given as input to the limit
code in order to evaluate the expected upper limit on the BF of the τ+ → µ+µ−µ+

decay on Run 2 data. The search for the confidence limit is performed in the BF range
[1.2, 2.6]× 10−8 with steps of 1.0 × 10−9 and the distribution of CLs as a function of
the scanned BF values is reported in Figure 11.2.

An expected upper limit on the BF of τ+ → µ+µ−µ+ of

B(τ+ → µ+µ−µ+)Run 2 < 1.8(2.1)× 10−8

is found at 90%(95%) CL. It turns out that the inclusion of the 2µ sample leads to
a marginal improvement. As stated in Section 5.2, the fraction of simulated events
where only two of the final-state tracks are identified as muons represents 30% of
the total number of events surviving the stripping and offline selection. However,
the efficiency of the trigger selection applied in the 2µ sample is smaller than the
efficiency of the trigger selection applied in the 3µ sample by a factor of ∼ 0.3 in
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FIGURE 11.3: Expected CLs curve obtained on Run 1+Run 2 data un-
der the hypothesis to observe background events only. The yellow
and green curves represent the ±1σ and ±2σ error bands of the CLs
median, respectively. The upper and lower red lines indicate the 90%
and 95% confidence level, respectively. No fluctuation on the system-

atic uncertainties is included.

2017 and 2018, and by a factor of ∼ 0.14 in 2016, as reported in Table 9.15. Moreover,
the higher background contamination in the 2µ sample requires harder cuts on the
discriminating variables (output of the classifiers) exploited in the suppression of
the various background sources, leading to a further reduction of the total efficiency.

In Run 3, the removal of the hardware trigger (L0) in favour of a fully software
trigger system [94] allows the development of new trigger lines tailored for the se-
lection of the 2µ sample in τ+ → µ+µ−µ+ decays. As previously outlined, tracks
with !isMuon are usually produced at very low transverse momenta; relaxing the
cut on the transverse momentum in the trigger selection could potentially lead to
higher selection efficiency and, therefore, to a lower single event sensitivity.

Overall, the value obtained for the expected limit on the whole Run 2 data set
shows an improvement of around 40% with respect to the value for the expected
limit extrapolated from the higher luminosity and greater cross section of Run 2
(Eq. 11.5).

The expected CLs distribution obtained for the combined Run 1+Run 2 data set is
shown in Figure 11.3 without including fluctuations on the systematic uncertainties.
The search for the confidence limit is performed in the same BF range and with the
same step employed for the Run 2 limit. An expected upper limit of

B(τ+ → µ+µ−µ+)Run 1+Run 2 < 1.7(2.0)× 10−8

is found at 90%(95%) CL. An improvement on the expected limit of around 7% is
achieved when the Run 1 data set is combined with the Run 2 data set.

According to what is presented in Section 11.1, the combination of the Run 1 and
Run 2 data sets leads to an improvement on the Run 2 extrapolated limit of around
14%. The reason why adding the Run 1 contribution only brings an improvement
of 7% on the expected limit indicates that the significance reached by the Run 2
analysis on the Run 2 data set is higher than the one reached by the Run 1 analysis
on the Run 1 data set.
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Chapter 12

Conclusions

This thesis presents a search for the lepton flavour violating decay τ+ → µ+µ−µ+

on data collected at a centre-of-mass energy of 13 TeV by the LHCb experiment dur-
ing Run 2, corresponding to an integrated luminosity of 5.4 fb−1. The aim of the
analysis is the first observation of the decay or, in the case where no events are ob-
served, to set an upper limit on its branching fraction (BF). Improving the current
best experimental limit on the BF of the τ+ → µ+µ−µ+ decay (2.1 × 10−8 at 90%
CL, Belle experiment [2]) would allow us to constrain theories of physics beyond
the Standard Model that predict for this decay branching fractions in reach of the
sensitivity of current experimental facilities.

The search for a very rare decay such as the τ+ → µ+µ−µ+ decay is of course
limited by the number of τ leptons produced in proton-proton collisions. In order
to increase the available statistics, events where only two of the final-state tracks
are identified as muons are included in the analysis. Two parallel, yet very similar,
analyses are performed on this ensemble of events, referred to as the 2µ sample,
and on events where all the final-state tracks are identified as muons, called the 3µ
sample.

The identification and rejection of the various background sources represent the
main challenge of the analysis. Multivariate classification models are trained to sup-
press background originating from tracks wrongly associated with a τ decay and
from the misidentification of hadrons, such as pions or kaons, produced in D+ and
Ds decays. The analysis is designed while blinding the signal region in data in order
to avoid biases in the optimisation of the selection. The efficiency of the applied se-
lection is evaluated on simulated events and a fit to the data sidebands is performed
to extrapolate the expected number of background events in the signal region. The
CLs method is used to evaluate the limit on the branching fraction of τ+ → µ+µ−µ+

in bins of the output of the two multivariate classifiers trained in the 3µ sample and
in bins of the invariant mass. The contribution of the 2µ sample for the three years
is included without considering a further binning due to the limited statistics of the
simulated sample.

At the moment of the writing of this thesis, the signal region is still blinded.
Therefore, only an expected value for the upper limit on the branching fraction of
τ+ → µ+µ−µ+ on the Run 2 data set can be provided. An expected limit of

B(τ+ → µ+µ−µ+) < 1.8(2.1)× 10−8

is determined at 90%(95%) CL. The inclusion of the 2µ sample in the limit evaluation
brings a marginal improvement, due to the low efficiency of the trigger selection. An
overall improvement of 40% is achieved with respect to the expected limit extrapo-
lated from the higher luminosity and greater cross section of Run 2 with respect to
Run 1.
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Finally, for the combined Run 1 and Run 2 data sets, corresponding to an inte-
grated luminosity of 8.4 fb−1, an expected upper limit of

B(τ+ → µ+µ−µ+) < 1.7(2.0)× 10−8

is found at 90%(95%) CL. If confirmed on data, this result would improve the current
best experimental limit on the BF of the τ+ → µ+µ−µ+ decay by around 20%.
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Appendix A

Correction of the production
fractions

As discussed in detail in Section 4.2.2, the number of simulated events generated
for each of the τ and Ds production sources, need to be weighted with wfraction to
reproduce the correct relative contributions.

The τ production sources can be grouped into two categories. To the former cat-
egory belong the so-called prompt decays where the τ’s mother particle is produced
at the collision point; these include the D+

s → τ+, D+ → τ+ and b̄ → τ+ decays.
The latter category include the so-called secondary processes, where the τ’s mother
particle (Ds or D+) is produced via b decays.

The reference channel D+
s → ϕ(µ+µ−)π+ can be used to evaluate the relative

fraction of prompt and secondary decays in the MC sample and compare it with
the relative fraction observed in sWeighted data. The contribution of prompt and sec-
ondary decays can be measured by fitting the logarithm of the χ2 of the mother parti-
cle’s impact parameter with respect to the primary vertex (log(Ds_IPCHI2_OWNPV)),
where the two contributions can be easily distinguished. The log(Ds_IPCHI2_OWNPV)
distribution is fitted with a total pdf defined as

pdftot = f racprompt · pdfprompt + (1 − f racprompt) · pdfsec. (A.1)

and the result is shown for simulated and data events on the left and on the right-
hand side of Figure A.1, respectively, separately for the three data-taking years. The
shape parameters of pdfprompt and pdfsec., both described by a Johnson’s SU function
(see Eq. 6.1), are fixed by first fitting separately the prompt and secondary contribu-
tions in simulation.

The only free parameter in pdftot is therefore f racprompt and its value is reported
for the fit to the data and MC samples, and for the three years, in Table A.1. The last
raw of Table A.1 shows, for the three years, the value of f racprompt obtained as

f racprompt, wfr =
Nprompt, wfr

Nprompt, wfr + Nsec., wfr

, (A.2)

TABLE A.1: Values of f racprompt obtained from the fit to MC and data
events and the one computed from wfraction.

f racprompt 2016 [%] 2017 [%] 2018 [%]

Data 72.11 ± 0.28 80.38 ± 0.17 81.71 ± 0.15
MC 66.27 ± 0.37 72.09 ± 0.24 72.42 ± 0.28

wfraction 65.87 ± 0.31 71.88 ± 0.19 72.21 ± 0.22
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where Nprompt, wfr and Nsec., wfr are the number of prompt and secondary events weighted
with wfraction that passed the trigger selection. The values of f racprompt obtained from
the fit to the MC distribution are in agreement with the ones evaluated using wfraction,
suggesting the validity of the MC mixing method (4.2.2), yet they differ from the ones
obtained from the fit to the data distribution of log(Ds_IPCHI2_OWNPV). For this rea-
son, wfraction is weighted with the ratio between f racprompt, Data and f racprompt, MC,
referred to as wfracCorr, to correct for the disagreement between data and simulation
in the relative contribution of prompt and secondary decays.
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FIGURE A.1: Fit to the Ds log(Ds_IPCHI2_OWNPV) for simulated
events (left) and sWeighted data (right) for 2016 (top), 2017 (middle)
and 2018 (bottom). The prompt (red) and secondary (blue) contribu-

tions are both fitted with a Johnson’s SU function.
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Appendix B

BDTG features

In the following, distributions of the features of the BDTGKT and BDTGPID classi-
fiers for 2016 and 2017 data. Each plot shows the comparison between inner side-
band data and simulated events in the signal channel, or between sWeighted data
and simulated events in the reference channel.
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FIGURE B.1: Distributions of the input features of the BDTGKT clas-
sifier for 2016 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.



Appendix B. BDTG features 173

0 5000 10000 15000 20000 25000 30000
Ds PT (MeV)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007
Ds TAU

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 50 100 150 200 250
Ds IPCHI2 OWNPV

4−10

3−10

2−10

1−10

1

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 2 4 6 8 10 12 14 16
Ds ENDV

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.5 1 1.5 2 2.5 3
pi TRACK CHI2NDOF

0

0.02

0.04

0.06

0.08

0.1

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
 [rad]θpi 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 1000 2000 3000 4000 5000 6000 7000 8000 900010000
pi PT (MeV)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 1000 2000 3000 4000 5000 6000 7000 8000 900010000
mu1 PT (MeV)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 1000 2000 3000 4000 5000 6000 7000 8000 900010000
mu2 PT (MeV)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.5 1 1.5 2 2.5 3
| [rad]φpi |

3−10

2−10

1−10

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.5 1 1.5 2 2.5 3
| (isMuon) [rad]φmu1 |

2−10

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0 0.5 1 1.5 2 2.5 3
| (isMuon) [rad]φmu2 |

3−10

2−10

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds LONGMAX1

0

0.02

0.04

0.06

0.08

0.1

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds LONGMAX2

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds LONGMAX3

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds VELOMAX1

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds VELOMAX2

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

0.3− 0.25− 0.2− 0.15− 0.1− 0.05− 0 0.05 0.1 0.15 0.2
Ds VELOMAX2

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

weightedRC MC

sWeightedRC Data

2016

FIGURE B.2: Distributions of the input features of the BDTGKT classi-
fier for 2016 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted data.
The histograms are normalised to unit area.
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FIGURE B.3: Distributions of the input features of the BDTGKT clas-
sifier for 2017 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.
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FIGURE B.4: Distributions of the input features of the BDTGKT classi-
fier for 2017 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted data.
The histograms are normalised to unit area.
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FIGURE B.5: Distributions of the input features of the BDTGPID clas-
sifier for 2016 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.
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FIGURE B.6: Distributions of the input features of the BDTGPID clas-
sifier for 2016 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted
data. The histograms are normalised to unit area.
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FIGURE B.7: Distributions of the input features of the BDTGPID clas-
sifier for 2017 τ+ → µ+µ−µ+ simulated events and inner sidebands

data. The histograms are normalised to unit area.
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FIGURE B.8: Distributions of the input features of the BDTGPID clas-
sifier for 2017 D+

s → ϕ(µ+µ−)π+ simulated events and sWeighted
data. The histograms are normalised to unit area-
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Appendix C

Fit to data sidebands

In the following, results of the simultaneous fit performed in the 16 XGB and Su-
perPNN bins to the data outer sidebands assuming the contribution of the combi-
natorial background and of the D+ → π−π+π+ and D+

s → π−π+π+ modes. Plots
are displayed in Figure C.1 for 2016 data and in Figure C.2 for 2017 data.
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FIGURE C.1: Results of the simultaneous fit performed in the 16 XGB and SuperPNN bins on 2016 data outer sidebands in the 3µ
sample assuming the contribution of the combinatorial background (blue line) and of the D+ → π−π+π+ and D+

s → π−π+π+ modes
(green lines). Plots are displayed following the same layout of the maps in Figure 8.14.
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FIGURE C.2: Results of the simultaneous fit performed in the 16 XGB and SuperPNN bins on 2017 data outer sidebands in the 3µ
sample assuming the contribution of the combinatorial background (blue line) and of the D+ → π−π+π+ and D+

s → π−π+π+ modes
(green lines). Plots are displayed following the same layout of the maps in Figure 8.14.
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The simultaneous fit performed in the 16 XGB and SuperPNN bins is validated
by means of a set of 200 pseudo-experiments, as described in Section 8.2.3. The pull
distributions for the combinatorial background shape parameters and yields are here
reported for the three data-taking years.
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FIGURE C.3: Pull distribution for the normalisation parameters ob-
tained in the 3µ sample in each XGB and SuperPNN bin for 2016 data.
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FIGURE C.4: Pull distribution for the combinatorial background
shape obtained in the 3µ sample in each XGB and SuperPNN bin for

2016 data.
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FIGURE C.5: Pull distribution for the normalisation parameters ob-
tained in the 3µ sample in each XGB and SuperPNN bin for 2017 data.
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FIGURE C.6: Pull distribution for the combinatorial background
shape obtained in the 3µ sample in each XGB and SuperPNN bin for

2017 data.
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FIGURE C.7: Pull distribution for the normalisation parameters ob-
tained in the 3µ sample in each XGB and SuperPNN bin for 2018 data.
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FIGURE C.8: Pull distribution for the combinatorial background
shape obtained in the 3µ sample in each XGB and SuperPNN bin for

2018 data.
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Appendix D

Model dependence

The simulation of τ+ → µ+µ−µ+ decays used in this analysis has been generated
assuming a flat phase space distribution. This is of course a simplistic assumption,
as the amplitude structure of the decay may depend on various beyond the Standard
Model effects. The reconstruction and selection efficiency is not uniform along the
phase space, meaning that the global efficiency depends on the phase space distri-
bution of the signal decay. This effect is taken into account by considering various
amplitude models allowing for cLFV and reweighting the MC sample accordingly
to study the variation of the overall efficiency.

As described in Ref. [101], the alternative models are based on effective-field-
theory methods where four chirality operators of dim=6 are combined together with
two radiative operators of dim=6 to produce the decay amplitudes. The chirality
operators only contain helicity conserving currents and are defined as

O1 =
(

LγµL
) (

LγµL
)

O2 =
(

LταγµL
) (

LταγµL
)

O3 =
(

RγµR
) (

RγµR
)

O4 =
(

RγµR
) (

LγµL
)

(D.1)

with

L =

(
νL
lL

)
R =

(
0
lR

)
. (D.2)

The radiative operators are

R1 = g′
(

LHσµνR
)

Bµν

R2 = g(LταHσµνR)Wµν,α. (D.3)

with

H =
1√
2

(
v + h0 + iχ0

√
2ϕ+

−
√

2ϕ− v + h0 − iχ0

)
. (D.4)

The operators above are combined to obtain the following amplitude structures
for the various processes.

• 4-fermion LL→ LL (same for RR→ RR)

dΓ(LL)(LL)
V

dm2
23dm2

12
=

|g(Lµ Lτ)(Lµ Lµ)
V |2

Λ4

(m2
τ − m2

µ)
2 − (2m2

12 − m2
τ − 3m2

µ)
2

256π3m3
τ

(D.5)
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• 4-fermion LL→ RR (same for RR→ LL with g(Lµ Lτ)(RµRµ)
V → g(RµRτ)(Lµ Lµ)

V )

dΓ(LL)(RR)
V

dm2
23dm2

12
=

|g(Lµ Lτ)(RµRµ)
V |2

Λ4

[
(m2

τ − m2
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µ(m2

τ + m2
µ − m2
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2
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τ

−
(2m2

13 − m2
τ − 3m2

µ)
2 + (2m2

23 − m2
τ − 3m2

µ)
2

1024π3m3
τ

]
(D.6)

• Radiative

dΓ(LR)
rad

dm2
23dm2

12
= α2

em
|g(LµRτ)

rad |2
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[
m2

µ(m2
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2

128π3m3
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1

m4
13
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128π3m3
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12 − 3m2
µ)

2

128π3m3
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 (D.7)

• Interference of Radiative and 4-fermion LL→ LL (same for RR→ RR)

dΓ(LL)(LL)
mix

dm2
23dm2

12
= α2

em
2vRe(g(Lµ Lτ)(Lµ Lµ)

V g∗(LµRτ)
rad )

Λ4 ×[
m2

12 − 3m2
µ
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τ

+
m2
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µ)(m2
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23)
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13m2
23

]
(D.8)

• Interference of Radiative and 4-fermion LL→ RR (same for RR→ LL)

dΓ(LL)(RR)
mix

dm2
23dm2

12
= α2

em
2vRe(g(Lµ Lτ)(RµRµ)

V g∗(LµRτ)
rad )

Λ4 ×[
m2

τ − m2
12 − 3m2
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256π3m2
τ

+
m2

µ(m2
τ − m2

µ)(m2
13 + m2

23)

256π3m2
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13m2
23

]
(D.9)

The relevant distributions of the events in the phase space are shown in Figure D.1
for the different amplitude models and are normalised in such a way that the evalua-
tion of the weights used to redistribute the events only depends on the phase-space.

For each amplitude model, the weights are evaluated as ratio between the Dalitz
plot of the relevant model and the one of the phase-space-generated events. To avoid
border effects, squared Dalitz plots are considered. The obtained weights distribu-
tions are shown in Figure D.2 for each amplitude model.

Once the weights distributions are determined, the effect of the reweighting is
calculated by integrating them after the selection cuts on the output of the multi-
variate classifiers (XGB>0.8 and SuperPNN>0.88) and after correcting for data/MC
differences and particle identification. The ratios of the integrals for each amplitude
model with respect to the phase-space are shown in Table D.1, where the last column
(Total) merges the results of each simulation sample after correcting for the fraction
of the relevant production process (as taken from Table 4.8).



Appendix D. Model dependence 189

FIGURE D.1: Dalitz plots of the distribution of the events generated
in the phase space (top-left) and reweighted by the amplitude of the
processes calculated with effective-field theory: 4-fermion LL → LL
(top-centre), 4-fermion LL → RR (top-right), radiative (bottom-left),
interference of radiative and 4-fermion LL→ LL (bottom-centre), in-
terference of radiative and 4-fermion LL → RR (bottom-right). The
Dalitz-plot variables are m2

−− = m2(µ−µ−) and m2
−+ = m2(µ−µ+).

TABLE D.1: Ratio of the sum of weights between the various am-
plitude models and the phase space in the simulated samples after
applying the selection. The final column shows the combination of
the results of the simulated samples after correcting for the fraction

of the relevant production process.

Model
D+→ τ+ντ D+

s → τ+ντ B+ → τ+X Total
from B+ Prompt from B+ Prompt

4-fermion LL→ LL 1.09 1.11 1.08 1.10 1.09 1.10
4-fermion LL→ RR 1.05 1.02 1.04 1.04 1.04 1.04

Radiative 0.80 0.86 0.79 0.81 0.79 0.81
Rad+4f LL→ LL 1.02 1.06 1.01 1.04 1.02 1.04
Rad+4f LL→ RR 0.95 0.94 0.96 0.94 0.95 0.95

The assumption on the amplitude model introduces an efficiency variation rang-
ing from −20% in the case of the purely radiative process to +10% for the 4-fermion
LL→ LL. This source of systematics will be taken into account in the evaluation of
the observed upper limit.
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FIGURE D.2: Squared Dalitz plots showing the distribution of the
weights obtained by calculating the bin-by-bin ratio of the normalised
amplitudes calculated with effective-field theory and the phase space.
They are shown as follows: the phase space as a cross-check (top-
left), 4-fermion LL → LL (top-centre), 4-fermion LL → RR (top-
right), radiative (bottom-left), interference of radiative and 4-fermion
LL → LL (bottom-centre), interference of radiative and 4-fermion
LL → RR (bottom-right). The squared Dalitz plot variables are

m′
−+ = 1

π arccos
(

2 m(µ−µ+)−m(µ−µ+)min
m(µ−µ+)max−m(µ−µ+)min

− 1
)

and θ′−+ = 1
π θµ−µ+ ,

where θµ−µ+ is the helicity angle of the µ−µ+ system, namely the an-
gle between the µ+ momentum in the µ−µ+ rest frame and the oppo-

site of the momentum of the µ−µ+ system in the τ+ rest frame.
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