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Zusammenfassung:

Der Detektor des LHCb-Experiments am CERN soll während der vierten
Wartungspause des LHC 2033 ein zweites Mal aufgerüstet werden, da der Lu-
minositätsanstieg an dem Kollisionspunkt des LHCb-Experiments zu hoch für
den aktuellen Detektor ist. Während diesem Upgrade soll der zurzeit betriebene
Szintillationsfaserdetektor durch den MightyTracker ersetzt werden. Dieser Sub-
detektor besteht aus zwei unterschiedlichen Detektortechnologien. Der innere
Teil des Detektors besteht aus HV-MAPS Pixelsensoren, die MightyPix Sen-
soren. Der äußere Teil des MightyTrackers besteht aus szintillierenden Fasern.
Ein Vorgänger des MightyPix Sensors, der ATLASPix3.1 Sensor, und eines seiner
Auslesesysteme, das GECCO-System, werden zur Entwicklung von Messauf-
bauten für MightyPix-Prototypen verwendet. Der ATLASPix3.1 Sensor wird
mit elektronischen Pulsen und radioaktiven Quellen getestet, um die Schwellen-
werte des Sensors zu optimieren. Die theoretische Begrenzung der Trefferraten
des ATLASPix3.1 Sensors wird berechnet und mit der experimentell bestimmten
maximalen Trefferrate verglichen. Für die Ratenmessung wird ein Photonenstrahl
aus einer Röntgenröhre verwendet. Die maximale Ausleserate des ATLASPix3.1
beträgt 9,7 MHz, was mit der berechneten theoretischen Grenze kompatibel ist.
Außerdem wird das Verhalten dieses Sensors in Ionenstrahlen mit experimentellen
Messungen und Simulationen untersucht. Es wird festgestellt, dass die Größe der
Hit-Cluster und das ToT des Clusters mit der Energiedeposition zunehmen und
dass Kernwechselwirkungen zwischen den Ionen des Strahls und dem Sensorma-
terial zu sehr großen Hit-Clustern führen.

Abstract:

The detector of the LHCb experiment at CERN will be upgraded a second time
during the long shutdown 4 of the LHC, starting in 2033, to cope with the fur-
ther luminosity increase at LHCb’s interaction point. In this upgrade, the scin-
tillating fiber tracker installed in Upgrade I is planned to be replaced by the
MightyTracker. This subdetector consists of an inner part made from HV-MAPS
pixel sensors called MightyPix and an outer part made from scintillating fibers. A
predecessor of the MightyPix, the ATLASPix3.1, and one of its readout systems,
the GECCO system, are used to develop measurement setups for MightyPix pro-
totypes. The ATLASPix3.1 is successfully tuned by using injection pulses and
radioactive sources.
The theoretical rate limit of the ATLASPix3.1 is calculated and compared to an
experimentally determined maximum rate. A photon beam from an X-ray tube
is used for the high rate measurement. The operational maximum readout rate of
the ATLASPix3.1 is 9.7 MHz, which is compatible with the calculated theoretical
limit. Furthermore, the behavior of the sensor in ion beams is studied with exper-
imental data and simulations. It is found that the size of the clusters hit as well
as the ToT of the cluster increase with energy deposition. Nuclear interaction
between ions and sensor material can lead to the formation of large hit clusters.
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1 Introduction

The interaction of fundamental particles is described by a quantum field theory,
the standard model of particle physics (SM). Since its development in the 1960 and
1970s, this theory has been tested and measured precisely by several experiments.
The most recent success of the standard model is the prediction [1] and the discovery
of the Higgs boson by the experiments ATLAS and CMS in 2012 [2][3].
Although the standard model is a well-established theory, it fails to explain obser-
vations and facts like the asymmetry of matter and antimatter in the universe [4],
the mass of neutrinos [5] or the existence of dark matter [6]. In order to explain
these observations, new theoretical models predicting new physics phenomena and
particles are necessary. To date, no new physics phenomena beyond the description
of the standard model have been observed. The quest for new physics is one of the
driving motivations for research at the large hadron collider (LHC). New physics
phenomena could manifest either directly, as new particles, or indirectly through
new quantum loops influencing the decay of very rare B- and D-mesons for exam-
ple.
LHCb is a dedicated experiment to search for new phenomena in the decay of heavy
mesons. The LHCb experiment has been upgraded recently and has started a new
data taking run. Until 2033, the current data sample of LHCb will have been in-
creased at least by a factor 6. Afterwards, the LHCb collaboration plans to upgrade
the detector a second time for it to run at an even higher luminosity to increase
the data sample even further. In this upgrade, many changes to the detector layout
and subdetectors are planned. One of them being the replacement of the scintil-
lating fiber (SciFi) tracker by the MightyTracker. The MightyTracker is planned
to consists of two detector technologies. In the inner region of the MightyTracker,
particles are detected by silicon pixels sensors, the so-called MightyPix, while the
outer region of the detector consists of scintillating fibers. The sensors chosen for
the silicon part of the detector are High-Voltage Monolithic Active Pixel Sensors
(HV-MAPS) [7] produced in HV-CMOS technology. These sensors consist of a pixel
structure, where every pixel includes a charge-detecting diode as well as the front-
end electronics to digitize the charge pulse created by the pixel diode. Since the
entire readout is already placed in the pixel, this technology has a smaller material
budget than hybrid silicon pixel detectors.

This thesis develops and validates measurement setups, which can be used for
MightyPix prototypes. For this a full-scale HV-MAPS prototype ATLASPix3.1,
a predecessor of the LHCb prototype MightyPix, is used.
This thesis is sketched as follows: The next chapter gives a short introduction into
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the underlying theory of particle physics. The third chapter describes the current
layout of the LHCb detector and the planned upgrade II. Chapter 4 introduces the
principles of particle detection and silicon pixel detectors, while Chapter 5 describes
the HV-CMOS sensor ATLASPix3.1 tested in this thesis. Subesquently, the data
acquisition system (DAQ) and the measurement setups used to test the pixel sensor
are explained in Chapter 6. The following Chapter 7 depicts the initial measure-
ments performed to confirm the proper functioning of the sensor under test and
the DAQ system. In Chapter 8, the delay of the sensor readout and the hit rate
capabilities of the sensors are determined by using X-ray. Lastly, the sensor under
test is operated in an ion beam. The observations in these measurements and simu-
lations performed to understand these observations are shown in Chapter 9. Finally,
a summary of the measurements performed in this thesis is given in Chapter 10.
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2 Standard Model of Particle Physics

The standard model of particle physics (SM) [9][10][11] describes the current knowl-
edge of the interaction of fundamental particles. The particles of the SM and their
masses are shown in Figure 2.1. The theory can be divided into two parts: the
electro-weak (EW) theory and quantum chromodynamics (QCD). The theory of
quantum chromodynamics describes the strong interaction between quarks. On the
other hand, the electro-weak theory describes the weak and the electromagnetic
force.
Since the SM is a quantum field theory, each force is mediated by gauge bosons with
spin 1 [12]. The weak force is mediated by the massive W± bosons and Z-boson, the
electromagnetic force by the massless photon γ and the strong force by eight mass-
less gluons g. Additionally, there is the Higgs boson with spin 0, which generates
the mass for the massive bosons and fermions by electroweak symmetry breaking.
[1]
In the standard model there are 12 fermions with spin 1

2
. The fermions are divided

into six quarks and six leptons. The six quarks are all massive and are divided into
two types. The up-, charm- and top-quarks, the so-called up-type quarks, have an
electric charge of +2

3
. On the other hand, the down-, strange- and bottom-quarks

are called down-type quarks and have a charge of −1
3
. The leptons consist of three

massive leptons, which are negatively charged (−1), the electron, muon and tauon
as well as three massless and neutral electron-, muon- and tauon-neutrino. Further,
these fermions can be grouped into three generations. Each generation consists of
an up-type quark, a down-type quark, a charged lepton and a neutral lepton, such
that these generations only differ by the mass of the particles. The generation and
mass structure of the standard model is currently not understood.
Quarks and gluons are the only particles carrying one of the three different color
charges of the strong interaction. Due to the asymptotic freedom of the QCD,
quarks and gluons can not be free. Instead, quarks form a bound and color neutral
state, the so-called hadrons, while gluons decay into hardrons. These hadrons are
divided into mesons, which are made of a quark and an anti-quark, and baryons,
which consist of three quarks or three anti-quarks.

2.1 The Weak Interaction and CP - Violation

In the electro-weak theory, the flavor of quarks is changed via the charged current
interaction by W±-bosons. In contrast, flavor changing processes involving neutral
bosons (Z, γ) are forbidden at the first order (tree level) of the standard model.
However, at higher order quantum corrections (box and penguin diagrams) flavor
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Figure 2.1: The fundamental particles of the standard model.[8]

changing neutral currents are possible but heavily suppressed by the GIM mecha-
nism.

The flavor change of the weak charged current interaction is described by the
Cabibbo-Kobayashi-Maskawa (CKM) matrix with the mixing parameter Vij, which
mix the flavor (weak) eigenstates (d’) and the mass eigenstates (d):d′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

d
s
b

 (2.1)

Because of the unitarity, the CKM matrix can be described with three rotation
angles and a complex phase. The appearance of this complex phase is responsible
for CP-violation in the quark sector of the standard model, where the abbreviation
CP stands for charge-parity conjugation. A charge conjugation transforms a particle
into its antiparticle (X → X̄), while a parity transformation inverts the spatial
coordinates (x⃗ → −x⃗). CP-violation can occur in a direct (Γ(X → f) ̸= Γ(X̄ → f̄))
or an indirect process, which can be a mixing process (P (X → X̄) ̸= P (X̄ → X)) or
the interference between mixed and unmixed states. While by rephasing the CKM
matrix all CKM elements can in principle be complex, it is very common to use a
parameterization, where at the lowest order only the two elements Vtd and Vub are
complex. The phase of the two complex parameter Vtd and Vub are generally called
β and γ, respectively:

VCKM =

 |Vud| |Vus| |Vub|e−iγ

|Vcd| |Vcs| |Vcb|
|Vtd|e−iβ |Vts| |Vtb|

 (2.2)
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This parameterization of the CKM matrix allows to make predictions for CP-
violating effects in B-mesons: Decays of B-mesons involving a b → u transition
could exhibit direct CP violation allowing a measurement of the phase γ. On the
other hand, decays involving an oscillation between B0 and B̄0 states with a box
diagram including top quarks could lead to time dependent CP-violation and thus
allow the measurement of β. An experiment dedicated to measuring CP-violation
in B- and D-mesons is the LHCb experiment at CERN. Moreover, the experiment
studies very rare B- and D-meson decays which may provide a hint on possible new
phenomena in quantum loops.
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3 The LHCb Experiment

The LHCb experiment is located at the circular proton-proton collider LHC (Large
Hadron Collider), which lies on the french-swiss border at Geneva and is operated by
CERN. The LHC has a circumference of almost 27 km and provides proton-proton
collisions with center of mass energy up to

√
s = 14 TeV. The LHCb experiment

operates since 2009 and has collected data corresponding to an integrated luminosity
of 9 fb−1 until the second long shutdown of the LHC (LS2) in 2018. During this
shutdown the entire LHCb detector has been upgraded to cope with the 5 times
higher instantaneous luminosity at LHCb’s interaction point. In the following runs
starting in 2022 LHCb is expected to measure data corresponding to an integrated
luminosity up to 50 fb−1 until its next major upgrade planned for the long shutdown
LS4 in 2033.

LHCb uses mesons containing bottom and charm quarks to measure CP-violation
and to search for rare decays. In the standard model these decays are possible
only through higher order quantum loops, which are highly suppressed. The de-
cays are therefore sensitive to new phenomena appearing as additional quantum
corrections. Because bottom quarks are created in pairs (bb̄) in either forward or
backward directions at LHC’s energies, the LHCb detector is built as a single-arm
forward spectrometer covering an angle of 300 mrad in the horizontal plane, the
bending plane of the experiment’s magnet, and an angle of 250 mrad in the vertical
plane.

3.1 The Upgrade I LHCb Detector

The LHCb detector consists of many subdetectors, which can be grouped into two
categories. One category comprises tracking detectors measuring the track and
momentum of the particle traversing the detector. The second detector group is
dedicated towards the identification of the particle species. The detector layout of
Run 3 (after Upgrade I) is described in the following and shown in Figure 3.1.
In contrast to Run 1 and Run 2, where LCHb used a hardware trigger, after Upgrade
I the LHCb detector is now taking data with a software trigger, which increases the
data taking rate. To allow an online event building in the software trigger structure,
it is necessary that all subdetectors are read out with the LHC bunch crossing
frequency of 40 MHz.
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Figure 3.1: The LHCb upgrade I detector of Run 3.[13]

3.1.1 Tracking system

The tracking system consists of three subdetectors, two in front of the dipole magnet
and one downstream of the magnet. The dipole magnet is used to bend the track
of charged particles in the horizontal plane. Using the Lorentz force, the particle’s
momentum is determined from the curvature of the bent track. To do so, the
deflection angle needs to be measured precisely and thus at least two measurement
points of the particle track in front and behind the magnet are needed. LHCb’s
dipole magnet creates a homogeneous magnetic field with an integrated field strength
of 4 Tm. In order to cope with the 5 times higher luminosity in Run 3 of the LHC,
the complete LHCb tracking system was upgraded during LS2. [13][14]

Vertex Locator

The Vertex Locator (VELO) is placed around the collision point of the two proton
beams to measure the track of b- and c-hadrons created in the collision. These par-
ticles fly through the detector for about 1 cm before they decay. The determination
of their decay vertex is important in order to be able to distinguish their decay
products from particles created in the primary proton-proton collision. Therefore,
the VELO layers need to be very close to the interaction point. The VELO is
split into two halves on either sides of the beam pipe, such that the VELO can be
moved in and out of the interaction point to reduce radiation damage by unstable
beams when the detector is not collecting data. Each half side consists of 26 mod-
ules on which 4 hybrid pixel sensors with 3 ASICs (Application Specific Integrated
Circuit) each, the so-called VELOPix, are placed. The sensors are orientated in an
L-like shape such that both detector halves can enclose the beam pipe completely
as shown in Figure 3.2. The VELO sensors consists of 256× 256 pixel with a pitch
of 55 × 55 µm2 allowing a precise spatial measurement. Moreover, this pixel pitch
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Figure 3.2: Structure of the VELO modules. The sensors and ASICs are shown in
red. The acceptance of the other is subdetectors is indicated in yel-
low.[14]

allows the VELOPix sensors to detect particles at a mean hit rate of 600 MHz in
the hottest regions. [14]

Upstream Tracker

The Upstream Tracker (UT) is, as its name suggests, placed upstream of the dipole
magnet. The subdetector consists of 4 layers of silicon strip sensors. Each layer
covers an active area of 2 m2. Due to different occupancy and radiation damage
during operation, four sensor types with different strip pitches are used. The sensors
closest to the beam pipe are exposed to higher occupancy and higher radiation
damage. Therefore their strip pitch is 93.5 µm while the outer sensors have a larger
pitch of 187.5 µm. Granularity in the horizontal and vertical plane is achieved by
orientating the first and last layer vertically and the second and third layer in ±5◦

with respect to the first and last layer. Figure 3.3 shows the stereo layers of the UT.
[13]

Scintillating Fibre Tracker

The Scintillating Fiber Tracker (SciFi) is located downstream of the dipole magnet.
The scintillating fibers have a diameter of 250 µm and produce scintillating light
when a charged particle traverses the detector. The scintillating light is transported
to the top or the bottom of the fiber, where the light is collected by silicon photo-
multipliers (SiPM). The SciFi consists of three tracking stations, where each station
is built similarly to the UT from 4 stereo layers. The first and last layer are orien-
tated vertically and the second and third layer are orientated ±5◦ with respect to
the vertical layers. The geometry of such a tracking station is shown in Figure 3.4.
Each layer covers an active area of 30 m2. [13]
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Figure 3.3: Scheme of the four UT layers. The different types of silicon strip sensors
are color coded.

SiPMs and Front-end electronics

fibre mat

mirror

XU VX

5.0°

(a) side view (b) front view 

Figure 3.4: Schematic depiction of one SciFi tracking station.
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3.1.2 Particle Identification

For B-physics it is important to reconstruct the B-meson from its decay products.
For that, the types of the final state particles have to be determined. Particles can
be identified via their mass or by a characteristic interaction which distinguishes
them from other particle types. The mass m of a particle can be determined by its
momentum p and relative velocity β:

m =
p

βγc
(3.1)

where c is the speed of light and γ the Lorentz factor.
The LHCb spectrometer uses two Ring Imaging Cherenkov detectors to identify
charged hadrons by their mass. An electromagnetic shower in the electromagnetic
calorimeter (ECAL) identifies electrons and photons, while hadrons leave a charac-
terizing particle shower in the hadronic calorimeter (HCAL). Muons are minimum
ionizing particles (MIPs) at LHC’s energies which distinguishes them from other
particles. They are identified by leaving tracks behind absorbers in the muon sta-
tions.

Ring Imaging Cherenkov Detectors

The Ring Imaging Cherenkov (RICH) detectors are used to distinguish charged
hadrons by measuring the emission angle of the Cherenkov light. Cherenkov radia-
tion is produced by a particle traversing a medium faster than the speed of light in
this material. The emission angle of the Cherenkov light is dependent on the rela-
tive velocity β of the particle. Thus, by measuring the emission angle the particle’s
velocity can be determined. Together with the momentum measured by the track-
ing system, the velocity measurement is used to determine the mass of the particle
following Equation 3.1. The Cherenkov light is detected using multi-anode photo-
multiplier tubes. LHCb uses two RICH detectors: RICH1 between VELO and UT
and RICH2 downstream of the SciFi. To provide particle identification over a large
momentum range, different radiator materials are used: RICH1 uses C4F10, which
allows to distinguish charged hadrons with a momentum between 10 − 50 GeV/c
while RICH2 uses CF4 to cover a range of 15− 100 GeV/c. [15]

Calorimeters

Downstream of RICH2, the electromagnetic (ECAL) and the hadronic calorimeter
(HCAL) are located. The calorimeters are used to identify electrons, photons and
hadrons and to measure their energy by using electromagnetic and hadronic particle
showers. Therefore, both calorimeters are composed of alternating layers of scintil-
lators and absorbers. The ECAL consists of 66 layers of 2 mm thick lead absorbers
and 4 mm thick scintillating tiles. In contrast, the HCAL uses 16 mm thick iron
absorbers and 4 mm thick scintillating tiles. The scintillation light is transported to
light-detecting photomultiplier tubes via wavelength-shifting fibers. The amount of
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scintillation light produced is proportional to the energy of the particle, such that
the energy and the structure of the shower can be measured. [15]

Muon System

Muon candidates are detected by the four muon stations M2 − M51. Between each
station 80 cm thick iron absorbers are placed, such that hadrons are filtered out.
Only muons with momenta larger than 6 GeV/c can traverse all 4 muon stations.
Since the particle density varies between the regions of the muon stations, 16 different
types of multi-wire proportional chambers (MWPC) are used to measure the track
and the penetration depth of muon candidates. [15]

1Named M2 − M5 for historic reasons. Before upgrade I an additional muon station M1 was
located upstream of the ECAL which was needed for the hardware trigger.
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Introduction The LHCb Experiment and Upgrade-II

LHCb Upgrade-II

The High Luminosity LHC (HL-LHC) will see
an order of magnitude increase in instantaneous luminosity to
1.5× 1034 cm−2s−1.
an increase in expected interactions per bunch crossing (≈ 40).

LHCb detector requires upgrades to cope with the new operating
conditions

Higher radiation dose.
Increased particle multiplicities and rates.

This talk will focus on
the upgrade of the
downstream tracking
system: the Mighty
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Figure 3.5: Luminosity and integrated luminosity at the LHCb detector against the

LHC schedule. [16]

3.2 LHCb Upgrade II Plans

Upgrade II of the LHCb detector is planned for the long shutdown LS4 (2033−2035)
and will allow LHCb to collect data at 5 times higher luminosities of 1.5× 1034 cm−2s−1

(Figure 3.5). [17] With the increase of the instantaneous luminosity the occupancy
in the different subdetectors will increase significantly. The total integrated lumi-
nosity of 180 fb−1 at the end of Run 5 will also increase the radiation damage for
the different subdetectors. During the upgrade process all existing detectors will
be replaced or modified to increase the rate capabilities and the radiation hardness.
Similarly to Upgrade I, the planned Upgrade II detector will run with a software
trigger. In addition, to the abilities for flavor physics, the installation of new detec-
tors will make LHCb a multipurpose detector in the forward region. In the following,
the proposed design of the detector which is shown in Figure 3.6 is described.

3.2.1 Detector Layout

The layout of the Upgrade II tracking system will be similar to the tracking setup
of the current detector. Again, three subdetectors, VELO, UT and MightyTracker,
the upgraded version of the SciFi detector, will be used. Additionally, the tracking
system will be extended by so-called magnet stations. These magnet stations will
cover tracks of low momentum particles leaving the acceptance of the spectrometer
at the sides of the magnet. The particle identification system will consist of the two
RICH detectors RICH1 and RICH2, the four muon stations M2-M5, the ECAL and a
newly installed time-of-flight detector (ToF) using a TORCH (Timing Of internally
Reflected CHerenkov photons) detector. The HCAL will be removed completely in
favor of additional absorber material in front of the muon stations in order to reduce
the hadronic background in the muon station, since the HCAL information was only
needed for the hardware trigger used in the initial detector layout of Run 1 and 2.
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Figure 3.6: The foreseen baseline for the planned upgrade II (Run 5) detector layout
of the LHCb experiment.[17]

3.2.2 MightyTracker

The MightyTracker (MT) will be the upgraded version of the SciFi detector. The
5 times higher luminosity would increase the occupancy in the inner part of the
currently installed SciFi to a level where tracking is not possible anymore. More-
over, the strong irradiation in Run 5 would quickly damage the inner part of the
detector significantly [18]. By constructing only the inner and middle part (cyan
and magenta in Figure 3.7) of the tracking station with silicon pixel detectors this
effect can be reduced, since for the outer parts of the tracking station the SciFi
technology is still a viable option. Even so, the radiation damage is too large for the
currently installed SiPMs. Different options to replace the SiPMs are discussed. As
one mitigation measure to reduce the thermal noise created by the radiation damage
the operation of the SiPMs at cryogenic temperatures of about −150 ◦C is proposed.

For the silicon sensor part of the MightyTracker High-Voltage Monolithic Active
Pixel Sensors (HV-MAPS) are proposed. Because of their monolithic structure
HV-MAPS have a lower material budget than other types of silicon sensors, re-
ducing scattering and absorption effects. HV-MAPS are produced in a commercial
HV-CMOS process, making them less expensive than other types of pixel sensors
and intrinsically radiation-hard. An introduction into this technology is given in
Chapter 4. Currently it is planned to equip each tracking station with two stag-
gered layers of MightyPix sensors, resulting in a total of 6 layers of silicon sensors.
Each layer will cover an area of 3 m2, resulting in 18 m2 of silicon pixel detectors in
the MightyTracker.

Since the MightyPix sensors have to cope with the 25 ns bunch structure of the
LHC, they have to fulfill several performance requirements. The time resolution of
the MightyPix sensors is required to be below σt ≲ 3 ns to match hits to the correct
25 ns bunch crossing window of the LHC at a confidence of 99%. A pixel pitch of
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Figure 3.7: The three tracking stations of the Mighty Tracker. The SciFi modules
are shown in brown and the MightyPix modules of the inner and middle
tracker are shown in magenta and cyan.[17]

50× 150 µm, which is used by previous prototypes, provides a sufficient spatial res-
olution for a high tracking performance. The MightyPix sensors closest to the beam
pipe (magenta in Figure 3.7) will detect a mean of 1.7 particle per non-empty bunch
crossing, resulting in a mean particle rate of 50 MHz on the sensor. Furthermore,
the sensors in the inner part of the MightyTracker need to withstand a radiation
damage of 1 MeV neutron equivalent fluence of 6× 1014 neq/cm

2. Lastly, the mate-
rial budget of the silicon sensors and their support structure should be equal or less
than 1% of a radiation length. Currently it is planned to use 100 µm thick sensors
in the MightyTracker. Therefore, the sensors contribute to the material budget with
0.11 % of a radiation length, which is 4 times lower than the material budget of the
hybrid pixel sensor VELOPix with 0.44 % of a radiation length. [17][19]
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4 Particle Detection

Particles are detected by energy loss in the detection material. The most common
processes of particle detection in silicon-based tracking detectors are listed in the
following sections. The third section of this chapter gives a short introduction into
the working principle and types of semiconducting sensors.

4.1 Charged Particle Interaction in Matter

A particle traversing a detector can interact with its material. The most common
type of interaction of charged particles with matter is electromagnetic interaction.

4.1.1 Ionization

Charged particles traversing a material ionize atoms of the material along their track
and transfer some of their energy to the material. For charged particles, this energy
loss due to ionization is described by the Bethe-formula [21]. The mean energy loss
per distance

〈
dE
dx

〉
is given as

−
〈
dE

dx

〉
= Kz2

Z

A

1

β2

[
1

2
ln

(
2mec

2β2γ2Emax

I2

)
− β2 − δ(βγ)

2

]
(4.1)

where K is a constant (K = 0.307 MeVcm2/mol), z the charge of the particle in
electron charges e, Z the atomic number and A the relative atomic mass of the
material, I the mean ionization energy of the material, Emax the maximal energy
transfer to the material and δ is the so called density-correction. The Bethe-formula
shows a dependence on the relative velocity β of the traversing particle and the
Lorentz factor γ. The formula is valid between 0.1 < βγ < 1000 [20]. Typically, the
energy loss due to ionization is expressed normalized to the density of the material
ρ and in dependency of either βγ or the particle momentum following Equation 3.1.
The energy loss due to ionization is shown in Figure 4.1 for different materials.

Particles with a βγ = 3 lose the least amount of energy by ionization, typically
1 − 2 MeV cm2/g, hence they are called minimum-ionizing particles (MIP). Since
they lose the least amount of energy in the detector material, a tracking detector
has to be designed in such a way that it is able to detect MIPs. A MIP loses a mean
energy of about 390 eV/µm by ionization in a silicon detector [22]. For particles with
a βγ lower than a MIP, the Bethe formula is dominated by the 1

β2 -part leading to an
increased energy deposit for lower momenta. In contrast, the energy deposition of

20



6 34. Passage of Particles Through Matter

 1

 2

 3

 4

 5

 6

 8

10

1.0 10 100 1000 10 0000.1

Pion momentum (GeV/c)

Proton momentum (GeV/c)

1.0 10 100 10000.1

1.0 10 100 10000.1

βγ = p/Mc

Muon momentum (GeV/c)

H2 liquid

He gas

C
Al

Fe
Sn

Pb〈–
d
E

/d
x〉

 (
M

eV
 g

—
1
cm

2
)

1.0 10 100 1000 10 0000.1

Figure 34.2: Mean energy loss rate in liquid (bubble chamber) hydrogen, gaseous helium, carbon,
aluminum, iron, tin, and lead. Radiative effects, relevant for muons and pions, are not included.
These become significant for muons in iron for βγ & 1000, and at lower momenta for muons in
higher-Z absorbers. See Fig. 34.23.

34.2.4 Mean excitation energy
“The determination of the mean excitation energy is the principal non-trivial task in the eval-

uation of the Bethe stopping-power formula” [15]. Recommended values have varied substantially
with time. Estimates based on experimental stopping-power measurements for protons, deuterons,
and alpha particles and on oscillator-strength distributions and dielectric-response functions were
given in ICRU 49 [6]. See also ICRU 37 [12]. These values, shown in Fig. 34.5, have since been
widely used. Machine-readable versions can also be found [16].

1st June, 2022

Figure 4.1: Energy loss by ionization dependent on βγ and on the momentum for
muon, pion and proton in different materials. [20]
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19 34. Passage of Particles Through Matter

The radiation length in a mixture or compound may be approximated by

1/X0 =
∑

wj/Xj , (34.27)

where wj and Xj are the fraction by weight and the radiation length for the jth element.

Figure 34.11: Fractional energy loss per radiation length in lead as a function of electron or
positron energy. Electron (positron) scattering is considered as ionization when the energy loss
per collision is below 0.255 MeV, and as Møller (Bhabha) scattering when it is above. Adapted
from Fig. 3.2 from Messel and Crawford, Electron-Photon Shower Distribution Function Tables
for Lead, Copper, and Air Absorbers, Pergamon Press, 1970. Messel and Crawford use X0(Pb) =
5.82 g/cm2, but we have modified the figures to reflect the value given in the Table of Atomic and
Nuclear Properties of Materials (X0(Pb) = 6.37 g/cm2).

34.4.3 Bremsstrahlung energy loss by e±

At very high energies and except at the high-energy tip of the bremsstrahlung spectrum, the
cross section can be approximated in the “complete screening case” as [42]

dσ/dk = (1/k)4αr2
e

{
(4

3 − 4
3y + y2)[Z2(Lrad − f(Z)) + Z L′rad] + 1

9(1− y)(Z2 + Z)
}
, (34.28)

where y = k/E is the fraction of the electron’s energy transferred to the radiated photon. At small
y (the “infrared limit”) the term on the second line ranges from 1.7% (low Z) to 2.5% (high Z) of
the total. If it is ignored and the first line simplified with the definition of X0 given in Eq. (34.25),
we have

dσ

dk
= A

X0NAk

(
4
3 − 4

3y + y2
)
. (34.29)

This cross section (times k) is shown by the top curve in Fig. 34.12.

1st June, 2022

Figure 4.2: Total energy loss and energy loss per interaction type of electrons and
positrons in lead depending on the particle energy. [20]

particles with higher momenta than a MIP increases logarithmically with momenta,
since the term ln(β2γ2) is dominant. The statistical distribution of the energy loss
by ionization in a thin detector is described by the Landau function [23], which is
an asymmetric function with a tail structure to higher values. Therefore, the mean
energy loss by ionization is larger than the most probable energy loss.

δ-Electrons

The tail structure of the ionization distribution is caused by the creation of so-called
δ-electrons. These electrons are bound in the atomic shell of the material and are
lifted into an unbound state by an interaction with a particle traversing the material.
After their creation δ-electrons lose energy by ionization in the detector material and
are absorbed in the detector material in most cases.

Ionization by Electrons and Positrons

As a result of their much lower mass the energy loss of electrons and positrons
can not be completely described by the Bethe equation, since the energy loss by
bremsstrahlung is predominant for large momenta. This effect is visualized in
Figure 4.2. The critical energy, where bremsstrahlung predominates the energy loss
by ionization, is 40.2 MeV for electrons in silicon and 582 GeV for muons. [22]

4.1.2 Bremsstrahlung

Bremsstrahlung occurs when a highly relativistic charged particle (β ≈ 1) passes
the Coulomb field of a nucleus. The electromagnetic interaction between a particle
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and a nucleus of the material leads to the emission of a photon, the so-called
bremsstrahlung photon. Thus, the incident particle loses energy to the photon.
The energy loss dE/dx of a particle with energy E can be approximately described
by a radiation length X0:

dE

dx
= − E

X0

(4.2)

The radiation length X0 is a material property. For example, a silicon detector has
a radiation length of about 9.36 cm. [22]

4.2 Interaction of Photons with Matter

Photons can interact with matter in three ways: Photo absorption, inelastic scatter-
ing (Compton scattering) or pair production. Photo absorption is the predominant
process for photons in silicon with an energy below Eγ ≈ 100 keV. Since within
the scope of this thesis only photons with a maximum energy of 35 keV are used,
Compton scattering and pair production are not discussed here.
A photon is absorbed in matter if its energy is high enough to lift an electron bound
in an atom of the material into an unbound state. This unbound electron loses en-
ergy in the material due to ionization. The absorption cross section σ is dependent
on the photon energy Eγ and the atomic number of the material Z [22]:

σ ∼ E−7/2
γ Z5 (4.3)

4.3 Semiconductor Sensors

4.3.1 Working Principle

A semiconductor is a solid material whose valence band states are fully occupied,
such that the conduction band is empty at temperature T = 0 K. Because of the
small band gap between valence and conduction band in semiconductors, electrons
can move from the valence band into the conduction band leaving a positive ion
(hole) in the valence band at temperatures above 0 K. Thus, semiconductors become
conductive with an intrinsic resistivity typically between 10−3 − 108 Ωcm at room
temperature. Silicon is the most common used semiconducting material for particle
detection. [22]

Doping

At room temperature the intrinsic charge carrier density of silicon is too low to act
as a conductor. The charge carrier density can be increased by adding so-called
dopants to the semiconductor causing a defect in its crystal structure. Dopants are
different elements with more or less valence electrons than silicon. Elements adding
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Figure 4.3: Schematic of a pn-junction in thermal equilibrium. [24]

additional electrons to the conduction band of the semiconductor are called donors.
In contrast, acceptors are elements which add an additional hole to the material
by capturing a valence electron of a neighboring silicon atom. A semiconductor
doped with donors is called n-doped while a material doped with acceptors is called
p-doped.

pn - Junction

The contact zone between a p-doped and an n-doped substrate is called pn-junction,
which is also known as diode. Positive holes diffuse from the p-doped part to the
n-doped part while electrons diffuse from the n-doped to p-doped substrate. At
the pn-junction electrons and holes can recombine with each other, such that a
charge-free region between the doped substrates is created, the so-called depletion
zone. Due to the recombination of electron-hole pairs, the charge of the p- and n-
dopants in the depletion zone is not compensated by the free charge carriers in the
conduction band. Hence, a negative and positive space charge is created respectively.
Between the negative space charge in the p-doped part and positive space charge
in the n-doped part of the depletion zone a potential, the so-called built-in voltage,
is created resulting in an electric field. The electric field creates a drift current
of electrons and holes which cancels the diffusion current. A pn-junction in this
equilibrium is shown in Figure 4.3. If an additional external bias voltage Vbias

is applied to the pn-junction in direction of the built-in voltage V0, the size of
the depletion zone and the electric field strength are increased. The width of the
depletion zone w is approximated by:

w =

√
2ϵ0ϵ(Vbias − V0)

e

NA +ND

NDNA

(4.4)

where ϵ0 is the vacuum dielectric constant and ϵ is dielectric constant of silicon, e is
the electron charge, ND is the donor density and NA is the acceptor density. [25]
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Figure 4.4: Conceptual scheme of an HV-MAPS detector.[7]

In a silicon detector the depletion zone acts as the particle detecting volume. The
energy loss of a particle traversing the depletion zone creates free electron-hole pairs.
In silicon with a small band gap of 1.12 eV, a mean energy transfer of only 3.65 eV
to the material is required to create 1 electron-hole pair at T = 300 K. [22]

4.3.2 Silicon Pixel Detectors

Silicon pixel detectors are widely used in particle physics. All of the four large LHC
experiments use pixel sensors in their detectors. Pixel sensors can be divided into
two categories: Hybrid and monolithic pixel sensors.
Hybrid pixel detectors like the VELOPix [26] consist of a sensor chip and a read-
out chip, which are bump-bonded together. The sensor chip contains the charge-
detecting diodes in a pixel structure, while the readout chip contains the front-end
electronics to read the pixels. This type of sensor shows an excellent performance
for particle tracking. The diodes of hybrid pixel sensors can be depleted with a high
bias voltage resulting in a high signal to noise ratio. However, the production of
these types of sensors is costly and difficult. Moreover, the two-chip approach leads
to an increased material budget and thus increased multiple scattering deteriorates
the spatial resolution.
In contrast, monolithic sensors consist of only one chip, which contains the charge-
detecting diode and the readout electronics in the same pixel, reducing the material
budget and the production cost of the sensor. Since the depletion zone and the
amplifying-transistors needed for the readout share the same substrate, the mono-
lithic sensors are not as radiation-hard as hybrid sensors.

4.3.3 HV-CMOS High-Voltage Monolithic Active Pixel
Sensors

High-Voltage Monolithic Active Pixel Sensors (HV-MAPS) [7] are monolithic sensors
produced in a commercial HV-CMOS process.
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Signal Generation

Every pixel of an HV-MAPS contains a diode detecting the energy loss of a particle.
The diode of HV-MAPS can be biased with a high voltage, which distinguishes them
from MAPS like the ALPIDE [27] sensor used in the ALICE experiment. This dif-
ference between HV-MAPS and MAPS is caused by the production process of these
sensors. MAPS are produced in a CMOS process with a small epitaxial layer. On
the other hand, HV-MAPS are produced in a commercial 180 nm HV-CMOS process
developed for automotive industries allowing to deplete the pn-junction with much
higher voltages than the standard CMOS process. A scheme of an HV-MAPS sen-
sor is shown in Figure 4.4. The detection volume of an HV-MAPS, the pn-junction,
is created at the junction of the p-substrate (orange in Figure 4.4) and the deep
n-wells which form the pixels of the sensor (blue in Figure 4.4). The pixel diode is
typically depleted by a bias voltage of up to 100 V. When a particle traverses the
depletion zone of an HV-MAPS electron-hole pairs are created by ionization. Be-
cause of the applied bias voltage in the depletion zone, the electrons and holes drift
to the positive and negative electrodes creating the field respectively. Following the
Shockley-Ramo theorem [28], these drift currents induce a signal on the electrodes,
which can be read out by signal processing electronics in the pixels.
Every pixel includes an in-pixel amplifier circuit creating an electronic pulse from
the charges collected in the pixel diode. Typically, a comparator applies a thresh-
old to the amplified pulse to suppress noise hits. Depending on the specific sensor
design this comparator circuit is also included in the pixel structure or is located
in the peripheral structure of the sensor. The signals from the pixels are sent to a
peripheral readout structure via metal layers, where the hits are digitized. The tran-
sistors used for the in-pixel circuits are placed in shallow wells in the deep n-wells.
NMOS transistors are placed in a shallow p-well, while PMOS transistors are placed
in a shallow n-well. Depending on the specific sensor design, the shallow n-wells are
placed directly in the deep n-well, which leads to a capacitive coupling between the
PMOS transistor and the diode, or a deep p-well is placed between the two n-wells
reducing the capacitive coupling between the shallow and deep n-wells.

Time-over-Threshold & Timewalk

The charge pulse generated in the depletion zone is typically amplified and a com-
parator is used to apply a threshold to the amplified pulse to suppress noise hits. A
comparator has a high output as long as the amplified pulse is above the threshold.
When a comparator signal is further processed, the rising edge of the comparator
pulse contains the time information of a particle hit and is typically named time-of-
arrival (ToA or TS1). Since the rise time of the amplifier signal depends on the pulse
height, large signals pass the threshold earlier than small signals. Hence, large sig-
nals are detected earlier than small signals. This effect known as timewalk leads to
a decreased time resolution of the sensor. A scheme of the timewalk effect is shown
in Figure 4.5. However, the timewalk effect can be corrected, when the pulse height
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Figure 4.5: Scheme of two arbitrary amplifier pulses depicting time-over-threshold
and timewalk.

of the signal is known. The pulse height of the signal is linearly dependent on the
time the signal is above the threshold, the so-called time-over-threshold (ToT). This
time information can be obtained by recording the trailing edge of the comparator
pulse, the time-over-threshold timestamp (ToT or TS2)1. The time-over-threshold
can be determined from the difference of both timestamps:

ToT = TS2 − TS1 (4.5)

Due to saturation effect in the amplifier circuit, both the pulse height and the ToT
may not be linearly dependent on the energy deposition in the pixel diode.

1To avoid ambiguities ToT is used as an abbreviation of the time-over-threshold and TS2 of the
trailing edge timestamp in the following.
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5 HV-CMOS Sensor ATLASPix3.1

ATLASPix3 (AP3) and ATLASPix3.1 (AP3.1) are full-scale prototypes of a trig-
gered HV-MAPS sensor for the inner tracker of the ATLAS experiment at CERN
[30]. AP3 and AP3.1 differ only in minor changes in the structure of the sensor
and do not lead to major performance differences between AP3 and AP3.1. There-
fore, the abbreviation AP3 includes both versions of the sensor in the following
description of them. Although the AP3 is designed for triggered readout, it con-
tains an additional untriggered readout structure, which is similar to the Mu3e1

prototype MuPix8 [31]. The ATLASPix3 consists of 49104 pixels with a pixel
pitch of 150 × 50 µm2 in 132 columns and 372 rows, resulting in an active area
of 19.8 × 18.6 mm2 as shown in Figure 5.1. At the bottom of the active area, a
2 mm high peripheral structure contains the triggered and untriggered pixel read-
out, the DAC (digital to analog converter) registers and the configuration unit. The
hits are read from the pixels column-wise and are sent to a data acquisition sys-
tem (DAQ) by low-voltage differential signaling (LVDS) at a nominal link speed of
1.28 Gbit/s. [29][32]

1Mu3e is an experiment at the Paul Scherrer Institute (PSI) studying the rare decay
µ+ → e+e−e+.
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Figure 5.1: Layout of the HV-MAPS prototype ATLASPix3(.1). The active area is
indicated in red, while the periphery is indicated in black. Adapted from
[29]

Parameter Function
Th External applied reference voltage to comparator
Bl Baseline voltage of the comparator

Blres Baseline Restoration
Inj Injection pulse amplitude

VPLoad Load of the amplifier
VNFb Fall time of the amplifier

VNFoll Feedback stabilization
TDAC Threshold tuning

VNDAC Tuning range of TDAC’s
VNbiasRec Input level signal receiver
VPbiasRec Input level signal receiver

Table 5.1: Selection of parameters of AP3.1.
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Figure 5.2: In-pixel circuit of the AP3(.1).

Voltage Function
HV Bias voltage

VDD Pixel power domain
VSSA Amplifier supply voltage

VMinus Ground level of the signal line
Gate Load of the NMOS comparator

Table 5.2: Voltages applied to the ATLASPix3.1 sensor.

5.1 Pixel Matrix

Every pixel of the ATLASPix3 contains a charge-collecting diode, the pn-junction
where the energy loss of a particle is detected. The particle detecting diode of the
AP3 is depleted by a reverse-biased high voltage of HV ≈ −60 V. As discussed in
Section 4.3.3 all the in-pixel electronics is located within this diode. The pixel elec-
tronics consist of a PMOS charge sensitive amplifier (CSA), an NMOS comparator
and a RAM (Random-Access Memory) for the tunable pixel threshold. Figure 5.2
shows the circuit of an AP3 pixel. The tuneable voltage parameters described in
this chapter are shown in Table 5.1 while the voltages supplied to the sensor are
shown in Table 5.2.

Analog Circuit

The charge pulse created by the pixel diode is amplified by the CSA. The rise time of
this pulse is determined by the feedback capacitor Cfb, which leads to an exponential
rise of the signal. The fall of the signal is determined by a linear feedback created by
the resistor Rfb, which is tunable with parameter VNFB. Typically, the rise time is
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Figure 5.3: Test outputs of AP3.1 measured with an oscilloscope. Blue shows the
injection pulse created by discharging the injection capacitor. Yellow:
Amplified injection pulse. Magenta: Digital signal of the comparator
caused by the injection pulse. The comparator pulse is shaped by the
receiver unit in the periphery.

of the order of O(10 ns) while the falling time is of the order of O(1 µs). The pulse
shape of the amplifier output with its exponential rise and linear fall can be seen in
yellow in Figure 5.3. To stabilize the feedback, a tunable source follower VNFoll is
implemented.

Digital Circuit

The amplified pulse is capacitively coupled to the baseline of the comparator circuit.
The baseline is supplied via the tunable voltage Bl. This voltage is generated on-chip
using the power domain VDD. The restoration of the baseline can be tuned using
the parameter BLres. The comparator applies a threshold to the signal and creates a
digital signal. The threshold of the comparator is externally applied to the pixel via
a tuneable voltage DAC (VDAC) Th. Since the amplifier amplitude and threshold
may vary between pixels, an in-pixel threshold tuning is implemented. The so-called
3-bit tune DAC (TDAC) values can shift the height of the threshold for each pixel
separately. The tuning range of the TDAC can be set with the parameter VNDAC.
The TDAC value of a pixel is stored in its pixel RAM. An additional bit of the pixel
RAM, the mask bit, is used to disable the pixel’s comparator, which is for example
needed if the pixel measures very high electronic noise. Because of the NMOS-type
structure of the comparator, the current flow through the comparator has to be
regulated via an external load. In the AP3 sensor, an externally provided voltage
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Gate realizes the load. A comparator pulse of the AP3.1 can be seen in magenta in
Figure 5.3.

The digital comparator signal is sent to the peripheral readout structure along the
column as shown in Figure 5.4. The high level of this signal is given by the voltage
VDD and the low level is given by the voltage VMinus :

LowLvl = VMinus (5.1)
HighLvl = VDD (5.2)

The line driver voltage VMinus can be created on-sensor using the VDAC minus or
can be applied externally. The signal lines connecting the pixels with the periph-
eral readout structure are all of the same length to reduce a row-dependent delay
structure in the timing of the signal.

Test Outputs

For testing purposes, the amplified pulses behind the CSA can be accessed using the
AmpOut test line for pixels in row 0. The digital signals of the comparators in one
column can be accessed using the HitBus test output for all columns. Since HitBus
test output is located behind the receiver unit in the periphery, the signal seen at
the test output is shaped by the receiver circuit. So-called injection pulses can be
injected into the pixel readout structure by discharging a capacitor Cinj to test the
analog and digital in-pixel circuits of every pixel. The negative amplitude of the
discharge of the capacitor can be seen in cyan in Figure 5.3. The strength of such
a test pulse can be controlled using the VDAC parameter Inj or using an external
pulse generator.
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5.2 Readout

The structure of the pixel readout of the ATLASPix3 sensor is shown in Figure 5.4.
The digital signal sent from the pixels along the columns to the periphery is digi-
tized by a receiver circuit. The input level of the receiver can be tuned using the
parameters VNBiasRec and VPBiasRec. The receiver digitizes the leading- and
trailing-edge timestamp of the comparator signal and stores the time information in
a hit buffer. Since each pixel has one corresponding hit buffer in the periphery, only
the timestamp information is saved in the buffer. The hit information is further
processed column-wise by the readout system. Since the ATLASPix3 contains a
triggered and an untriggered readout mode, two different structures can be used to
read the hit information from the hit buffers.

5.2.1 Untriggered Readout

In case of the untriggered readout structure the information in the hit buffers is
processed further by an end-of-column structure (EoC). All 372 pixels in one column
share a fixed EoC. In one readout cycle of the finite state machine (FSM) one hit
data per column can be shifted from the hit buffers into the EoC. This process is
done simultaneously for every column with hits in their hit buffers. Which non-
empty hit buffer is read in a column is determined by the spatial position of the
hit buffers. The priority order of this process can be expressed in terms of the row
address of the pixel corresponding to the hit buffer: The priority order starts at row
185 and goes from there to row 0. After row 0 the priority order continues at row
186 and goes to row 371. After the hit information is shifted to the EoC, the finite
state machine reads the hit information from the EoC starting in column 131 and
ending in column 0. The hit information is encoded via 8b/10b aurora encoding
and is sent to the DAQ system by the FSM. The data is sent to the DAQ system
at both edges of the readout clock (640 MHz)2 resulting in a nominal data rate of
1.28 Gbit/s. After that, the FSM restarts its readout cycle with loading the hit
information from the hit buffers in the EoC.

5.2.2 Triggered Readout

The triggered readout is structured differently. The hit information in the hit buffers
is processed by content-addressable memory (CAM) buffers, the so-called trigger
buffers. These buffers are used to store up to 80 hits per column until a trigger
with matching timestamp arrives. The priority order, in which hit information is
transferred from the hit buffers to the CAM, is similar to the priority order in
the untriggered readout. Moreover, the trigger buffers are used to group hits into
events, which will be sent to the DAQ system together. The trigger decision sent
to the sensor is stored in a trigger table for a given trigger delay time, since the hit

2see Section 5.3.
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100 6 The ATLASPix3 Integrated Sensor
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Figure 6.2: The periphery of ATLASPix3 consists of one hit buffer per pixel, end-of-column
(EoC) registers and N = 80 trigger buffers per column. The pixels digitise
the signal and transmit this information to hit buffers in the periphery via
a one-to-one connection. From this point, two readout options exist: Either
hit-driven readout or triggered readout can be used: For hit-driven readout,
the hits are loaded into the first set of EoC buffers and are then written out
encoded and serialised. For triggered readout, the hits are first transferred to
trigger buffers where they stay until the arrival of the delayed trigger signal.
Without a trigger signal, they are deleted. Otherwise, the readout occurs in
a similar way to the hit-driven readout, but the trigger table is used to select
only one event at a time resulting in time sorted hit data written out via the
second set of EoC buffers and the triggered RCU.

the triggered events are then moved to the second set of EoC buffers sorted by events.
Both hit buffers and CAM elements are arranged in double columns inside the column
structure as for their smaller width. In both readout modes, the data from the EoC buffers
is transmitted to a serialiser and encoder module.

Between the pixels and the hit buffers, the configuration elements are placed. Since they
are inactive without configuration activity, they are not emitting noise from switching
enhancing the shielding of the pixel matrix from noise generated by digital activity. The
configuration elements include the configuration bits for column control, row control and
tuning DAC control in three independent shift registers going through all columns. The
row control register is implemented as mapping from the column to three rows: The first
column structure contains the row register bits for the rows zero to two, the second column
structure for the rows three to five and so on.

The one-to-one connection of the pixels to the hit buffers makes use of three metal layers.
Each one connects 124 pixels to the hit buffers. In order to equalise the timing between
the pixels with a physical distance of 19 mm, the transmission lines were designed to be all
of similar length to obtain similar capacities resulting in similar timing. A visualisation of
the mapping from pixels to hit buffers is shown in figure 6.3.

100

Figure 5.4: Scheme of the readout periphery of AP3(.1). Data flow of the untriggered
readout shown in blue and triggered in green. [32]

data from the pixels typically arrive later than the trigger. After the delay time,
events with matching timestamp to the trigger, are shifted in the EoC. Similarly to
the untriggered readout structure the hit data is read from the EoC sent to DAQ
system. However, the hit information is encoded to 64b/66b aurora encoding instead
of 8b/10b, because a different data format is necessary for the event building.

5.3 Clock Distribution

The readout clock of ATLASPix3 sensor can be provided in three ways: As reference
clock for the PLL (Phase-locked loop), as CMD interface and as external signal.
Nominally, this clock should run at 640 MHz. From the readout clock, the clocks of
the readout control units (CU) of the triggered and untriggered readout are derived.
The triggered control unit is 4 times slower than the readout clock (160 MHz) and
the untriggered 5 times slower (128 MHz). The control unit clock provides the clock
for the state machine for both readout modes. The FSM clock speed fSM can be
tuned by the timerend setting:

fSM =
fCU

2 (1 + timerend)
(5.3)

Due to timing constrains in the routing of the FSM of the untriggered readout, the
FSM is not able to run at its frequency of 64 MHz and has to be slowed down by a
factor of 2 using the timerend = 1 setting. It is observed that the FSM is working
correctly up to a frequency of 40 MHz.
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Additionally, the timestamp clocks are derived from the control unit. In untrig-
gered readout the timestamp clock fTS has the same clock speed as the control unit
(128 MHz). In contrast, the timestamp clock of the triggered readout is 4 times
slower than its control unit (40 MHz). The clock speed of TS1 fTS1 and TS2 fTS2

can be tuned by the parameters ckdivend and ckdivend2, respectively:

fTS1 =
fTS

1 + ckdivend
(5.4)

fTS2 =
fTS

1 + ckdivend2
(5.5)

To calculate the ToT correctly TS2 has to be slowed down, such that the maximum
time-over-threshold is smaller than the interval of the 128 TS2 steps. The slow-
down parameter ckdivend2 has to be chosen, such that there are no ambiguities
when calculating the time-over-threshold. The possible values can be derived in the
following way:

log2

(
ckdivend2 + 1

ckdivend + 1

)
∈ N0 (5.6)

5.4 MightyPix v1

The MightyPix v1 is the first prototype dedicated to the MightyTracker project.
The prototype was submitted to production in May 2022 and is expected to arrive
in December 2022. The pixel structure will be similar to the AP3. However, both the
amplifier and the comparator, are CMOS-based. The CMOS-based pixel electronics
will increase the radiation hardness, reduce the timewalk and the delay of the signals.
Moreover, the pixel matrix is reduced to 29× 320. This should increase the hit rate
capability of the MightyPix in respect to the AP3 by a factor 4, since the active area
read by the readout structure is reduced by the same factor. In later iterations of
the MightyPix sensors four of this pixel matrices will be combined to one sensor with
four readout structures with one data link each. The pixel pitch of the MightyPix v1
is 165 × 55 µm2 resulting in an active area of 4.8 × 17.6 mm2. It is foreseen that
the pixel diode can be biased with a high voltage above −120 V, which reduces
the sensor capacitance and increases the signal to noise ratio. In contrast to the
ATLASPix3, the MightyPix contains only an untriggered readout structure, which
can be accessed using a LHCb-like readout like a LpGBT-board (Low Power GigaBit
Transceiver). [33]
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6 Measurement Setup

The goal of this thesis is to develop different measurement setups for studying
HV-MAPS prototypes for the LHCb MightyTracker. The ATLASPix3.1 sensor,
a predecessor of the MightyPix, is tested in this thesis. The sensor is read out by
the GECCO readout system, which is described in the next section. The second
section of this chapter describes the different electronic signal and particle sources
used to test the AP3.1, while the third section depicts the configuration of the sensor
used for the measurements.

6.1 GECCO Readout System

The GECCO (GEneric Configuration and COntrol) system [34] is a data acquisition
(DAQ) system for HV-MAPS. It was developed by Felix Ehrler and Rudolf Schi-
massek at KIT (Karlsruhe Institute of Technology). The GECCO system is designed
to read out the ATLASPix1 and ATLASPix3 prototypes, but has been adapted to
other HV-MAPS developed at KIT like the HITPix and the ASTROPix. [32][35]
The system contains a single-sensor setup and a telescope setup with 4 sensor layers.
The single-sensor setup can be used to determine the characteristics of one sensor,
like the signal response or the hit rate capabilities. In contrast, the telescope setup
can be used to study the time resolution and hit efficiency of a sensor under test us-
ing particle beams. Three of the four layers of the telescope can be used as tracking
and time reference, while the time resolution and hit efficiency of one sensor layer
is studied. Since only the single-sensor setup is used within the scope of this thesis,
the telescope setup is not explained.

6.1.1 Hardware

The hardware of the GECCO system consists of three parts, which are shown in
Figure 6.1. The first part is the carrier board. The sensor under test, here the
AP3.1, is attached and bonded to this carrier board. On the board are probe
pins for the different externally applied voltages, which can be used for testing
purposes. In addition, the shift registers used for writing the configuration to the
sensor are placed on the carrier board. The carrier board is connected to the GECCO
board via a PCIe×16 connector, which routes the voltages and the differential lines
used for configuration and data output. The GECCO board is used to apply the
external voltages and contains the more expensive components, for example LVDS
receivers, needed for the connection between sensor and FPGA (field-programmable
gate array), which is used to control the sensor. The GECCO board is connected to
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Figure 6.1: Picture of the GECCO DAQ system for AP3(.1).

the FPGA via FMC (FPGA Mezzanine Card). The FPGA is used to configure the
sensor and to process the data before sending it to the computer, where the data is
written to the hard drive. The FPGA used in the GECCO system is a commercial
Artix-7 on a Nexys video development board [36].

6.1.2 Firmware

The firmware on the FPGA that is used to control the sensor is written in Verilog1.
The firmware can be divided into three main firmware modules. One is the configu-
ration module sending commands received from the computer to the configuration
modules of the sensor. The configuration is done by two independent firmware mod-
ules: writing via shift-registers or SPI (Serial Peripheral Interface) protocol. The
main module of the firmware is the readout. The readout receives the data from the
sensor, decodes it and writes it to the FIFOs (First In First Out)2 of the commu-
nication modules. In the readout module of the firmware the timestamps TS1 and
TS2 of the sensor are extended from 10 bit (1024 clks)3 and 7 bit (128 clks) to 40
bit (1012 clks) to achieve a time ordering of the data at FPGA level. Additionally,
the readout module includes a trigger module, which can be used to include trigger
information into the data stream to provide an external time reference. The com-
munication to the computer used to control the measurement can be established via
Ethernet or USB. Each connection type has its own firmware module, which can be
used simultaneously. However, the Ethernet connection can be only used to read
the data output but not to configure the sensor. Additionally, the FPGA is used

1Verilog is a standardized hardware description language.
2A FIFO is a data buffer.
3clks: Clock cycles of the timestamp.
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to provide the readout clock of the pixel sensor AP3. In the GECCO system, the
FPGA provides a 200 MHz external clock as the readout clock for the sensor, re-
sulting in a 400 Mbit/s data rate, since the data is sent at both edges of the readout
clock.

The firmware of the GECCO system is improved in this thesis to increase the clock
speed (and readout speed) from 200 MHz to 400 and 600 MHz. The clock speed
can not be increased to reach the maximum AP3 clock speed of 640 MHz, since
the FPGA used in the GECCO system can not provide higher clock frequencies.
Additionally, changes are applied to the readout module of the firmware to provide
a data arrival timestamp in the FPGA. Although not used here, the trigger infor-
mation in the firmware of the untriggered readout is improved, which can be used
for a time resolution measurement with a scintillator as time reference for example.

6.1.3 Control Software

The control software is the visual interface to the user. In the control software, the
user sets the DAC values and configuration of the sensor. Additionally, the control
software writes the data stream coming from the FPGA to the hard drive. It is
possible to decode the data stream from binary to decimal data during the storing
process. Online monitoring of the measurement and debugging features are imple-
mented as well. In addition, measurement routines are implemented. Moreover, the
control software is written in a way that it is easily adaptable to extend the catalog
of measurement routines.

UDP Readout

Another part of the control software is the UDP readout protocol, which is used
for the Ethernet connection between computer and FPGA. This readout software
is excluded from the main control software. The UDP readout software uses two
different threads on the computer to read the data from the FPGA and write it
onto the hard drive to achieve the highest possible data rate in the storing process.
Hence, only the binary data stream from the FPGA is written to storage without
an online decoding. Online monitoring of the data taking and the beam profile are
implemented as well.
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6.2 Signal & Particle Sources

A signal to determine the sensor characteristics of an HV-MAPS can be created in
various ways. Electronic injection pulses can be used to determine the threshold
of the pixels, while particles from radioactive sources can be used to determine the
energy response of the sensor under test. Photons from an X-ray tube can be used
to study hit rate dependent effects in the data taking of HV-MAPS. Large energy
depositions in the sensor and their impact on the sensor response can be analyzed
with ion beams. The following sections describe the different sources used in this
thesis to create a signal in the sensor.

6.2.1 Injection Pulses

Injection pulses created on the sensor (Section 5.1) can be used to characterize
the sensor. The chip allows to inject an electronic pulse into the amplifier circuit
independent of a charge deposition in the pixel diode. The pulse height can be
chosen with a small variation in amplitude and allows to characterize the behavior
of the amplifier and comparator circuit at a chosen signal height. For example, the
injection pulses are used to determine the threshold of a pixel.

6.2.2 Radioactive Particle Sources

For measurements in the lab two radioactive sources are used: Iron-55 (55Fe), a
γ-source and strontium-90 (90Sr), a β−-source. Both sources can be used to deter-
mine the energy response of an HV-MAPS.

Iron-55

The dominant decay process of the iron-55 (55Fe) isotope is electron capture with a
half-life of τ1/2 = 2.7 years. Electron capture is a weak interaction, where an electron
of closely bound state interacts with a proton from the nucleon. The electron and
proton convert into a neutron and an electron neutrino (e− + p → νe + n). In
case of 55Fe, the resulting isotope produced by electron capture is manganese-55
(55Mn). An electron in a higher state occupies the now empty state of the captured
electron. During its transition into the lower state, an Auger electron or a photon
is emitted. The emittance of an Auger electron is the most dominant process.
However, due to its low energy of E = 5.2 keV, the Auger electron does not leave
the source and therefore can not be detected. The second most dominant process is
photon emission. The most probable photon emissions are the Kα1 and Kα2 lines.
Because of their small energy difference, these two different lines can be treated as
one monochromatic line with Eγ = 5.9 keV, which makes 55Fe suitable for energy
calibration measurements. At production in 2008 the iron-55 source, which is used
for the measurements presented in this thesis, had an activity of 740 MBq and
an emission rate of 15 MHz/steradian, which is lower than the activity, since the
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Auger electrons and several photons are absorbed in the source. This results in an
estimated emission rate of 250 kHz/steradian during the measurements performed
here.

Strontium-90

Strontium-90 (90Sr) decays via a β− decay (n → p+ e− + ν̄e) into yttrium-90 (90Y)
with a half-life of τ1/2 = 28.8 years. During this decay an electron with a maximum
energy of Emax = 0.55 MeV is emitted. Since yttrium-90 is not a stable isotope, it
decays via a β− decay into zirconium-90 (90Zr), which is stable. The electron emitted
in this process has a maximum energy of Emax = 2.3 MeV and this process has a
half-life of τ1/2 = 64 hours. Thus, the observable electron spectrum is continuous
and ranges up to a maximum energy of 2.3 MeV. Since electrons with an energy
of 1 − 2 MeV lose a similar amount of energy in silicon as a MIP, electrons from a
strontium-90 source can be used to mimic a MIP-like energy deposition. [22] The
strontium source used in this thesis had an activity of 3.7 MBq at production in
1985. It is estimated that the strontium-90 source has an activity of 1.5 MBq during
the measurements performed in this thesis.

6.2.3 X-Ray Tube

An X-ray tube can be used for high particle rate measurements. X-Ray is created
by an electron beam hitting an anode material. The electrons emit bremsstrahlung
photons or create photons by scattering with the anode material. These photons
created by scattering are the so-called characteristic X-ray lines, whose energy de-
pends on the anode material. Thus, an X-ray tube creates a beam of photons with
an energy distribution consisting of a continuous bremsstrahlung spectrum and dis-
crete energy peaks created by the characteristic lines. The intensity of this photon
beam is linearly dependent on the electron flux incident on the anode material, such
that the photon rate of the tube can be controlled via the applied electron current.
The end-point energy of the bremsstrahlung spectrum depends on the acceleration
voltage of the electron beam. In this thesis a PHYWE XR 4.0 [37] X-ray tube with
tungsten, copper and molybdenum anodes and an acceleration voltage of V = 35 kV
is used. The electron anode current can be regulated between 0.01 and 1.0 mA in
steps of 0.01 mA.
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Figure 6.2: Graphic of the HIT accelerator complex. 1: Ion injection. 2: Linear
accelerator. 3: Synchrotron. 4: Beam Lines. 5, 6, 8: Patient treatment.
7: Gantry. 9: Testbeam location.[39]

6.2.4 Heidelberg Ion Therapy Center

The Heidelberg Ion Therapy Center (HIT) [38] is a medical facility treating cancer
patients. An ion beam is accelerated using a synchrotron, which accelerates protons
and helium ions to about 220 MeV/u and heavier ions like oxygen and carbon up
to about 430 MeV/u. For treatment intensities are typically between 106 − 109 s−1

[38]. The accelerator complex is shown in Figure 6.2. The testbeam location marked
with 9 is used for the measurements presented in this thesis. Ion beams can be used
to study the effect of large energy deposition in the sensor diode. Additionally, high
intensity ion beams are suitable to measure single event upsets in an HV-MAPS
sensor. Single event upsets are bit flips caused by ionization in the configuration
modules and registers of the sensor, leading to errors in the configuration of the
sensor.

6.3 Sensor Configuration

Since the MightyPix will be an untriggered sensor, the AP3.1 is used in untriggered
readout mode within this thesis. The sensor under test is operated with different
clocking configurations, which change for example the readout speed and the times-
tamp precision. Table 6.1 shows the different clocking configurations of the AP3.1
used in this thesis. As explained in Section 5.3, the state machine of ATLASPix3
sensors can not be operated above 40 MHz. The data corruption observed at a state
machine speed of 60 MHz is shown in appendix B.1. Therefore, the state machine of
the 1.2 Gbit/s readout is slow downed by a factor of 2 with the setting timerend = 1,
while the 400 Mbit/s and 800 Mbit/s configuration use the setting timerend = 0.
Unless otherwise specified, the 1.2Gbit/s configuration of the sensor is used for the
measurements presented in this thesis. The values of the parameter of the sensor
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Readout Mode External Clock Readout Speed Command State Machine Timestamp
Untriggered 200 MHz 400 MBit/s 40 MHz 20 MHz 40 MHz
Untriggered 400 MHz 800 MBit/s 80 MHz 40 MHz 80 MHz
Untriggered 600 MHz 1.2 GBit/s 120 MHz 30 MHz∗ 120 MHz

Table 6.1: Settings used in measurements presented in this thesis. ∗timerend = 1

configuration and the voltages supplied to the sensor can be found in appendix A.

The substrate of the sensor under test is not thinned to 100 µm, which will be
the thickness of the MightyPix sensors, which will be operated at LHCb. As a
consequence, more than 600 µm of undepleted silicon is beneath the depletion zone
of the sensor under test. It is therefore possible that ionization in the undepleted
region contributes to the signal.
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7 Calibration Measurements

In this chapter, measurements to calibrate the sensor response are presented, since
within the scope of this thesis the GECCO system is commissioned in Heidelberg.
Therefore, the basic characteristics of the sensor like the diode breakdown and the
threshold are measured to confirm the functioning of sensor and DAQ system. More-
over, the threshold tuning algorithm of the GECCO DAQ system is tested. Thresh-
old tuning on pixel basis is important for large scale detectors like the MightyTracker
to achieve a high hit efficiency with a low noise rate, which is necessary for a high
tracking performance of the detector. Lastly, the energy deposition response of the
sensor is determined using radioactive particle sources.

7.1 Global Sensor Calibrations

In the following the characteristics of the global parameters of the sensor, like the
on-sensor generated voltages and the breakdown of the sensor diode, are determined.
The calibration of the on-sensor generated voltages can be used to determine the
threshold applied to a signal, while the sensor diode characteristics can be used as
a measure of functionality. Firstly, the IV-characteristic of the sensor diode is de-
termined. Secondly, the tuneable voltages parameters Bl, Th and Inj are calibrated
to the voltage generated on-sensor.
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Figure 7.1: Leakage current against depletion voltage

IV - Scan

An IV-scan measures the leakage current against the bias voltage of the sensor diode.
This measurement can be used as a quick check if the diode of the sensor is working
correctly. Additionally, the IV-curve can be used as a measure of irradiation effects,
which change the effective charge carrier density of the sensor.

As a first measurement, the breakdown1 of the sensor diode is measured. For that,
an IV-curve between 0 and −60 V with a step size of 10 V and between −60 and
−70 V with a step size of 1 V is measured (Figure 7.1). The breakdown is deter-
mined to be at VBias = −67± 1 V. The leakage current in the plateau region of the
IV-curve is in the order of O(1 µA). This leakage current is not measured directly
on the sensor but with the power supply. Therefore, the measured current includes
currents created by safety components in the DAQ system. Both breakdown voltage
and leakage current are compatible with measurements performed in [32].

1The breakdown described here is likely caused by a local effect in the pixel structure. The
breakdown of the diode of the ATLASPix3 is currently under investigation.
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Figure 7.2: Calibration measurement of Bl VDAC: Applied voltage against DAC
counts.

Baseline Voltage Calibration

The baseline voltage VBl of the comparator, where the amplifier signal is coupled
to, can be tuned between 0− 1.8 V in 256 steps using the VDAC Bl. The baseline
voltage has to be determined to know the low level of the comparator input. A
measurement is performed to determine the baseline voltage against the VDAC
values. The measured voltage is linearly dependent on the VDAC value (Figure 7.2)
as it is designed. The measured data is fitted with a linear function to determine a
calibration function. The fit yields a slope of ≈ 6.4 mV/DAC count, which deviates
slightly from the theoretical value of 7 mV/DAC count. The theoretical value is
determined by a linear spacing between 0 and 1.8 V in 256 steps. It is only possible
to measure the globally applied baseline voltage and not the actual in pixel baseline,
which may vary between pixels.

45



0 50 100 150 200 250
DAC

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

Vo
lta

ge
 [V

]

Threshold
Linear Fit

Figure 7.3: Calibration measurement of Th VDAC: Applied voltage against DAC
counts.

Threshold Voltage Calibration

Similarly to the baseline, the threshold voltage V set
Th used for the comparator can be

tuned between 0−1.8 V in 256 steps using the VDAC Th. Again, a linear calibration
curve with a slope of ≈ 6.4 mV/DAC count is determined (Figure 7.3), which agrees
with the baseline VDAC. With the baseline and threshold calibrated to a voltage
value, the global threshold V global

Th applied to a signal is calculated:

V global
Th = V set

Th − VBl (7.1)

In the following measurements a baseline of 140 DAC counts (1.03 V) and thresholds
between 155−170 DAC counts corresponding to a voltage of 1.12−1.22 V are used,
which results in thresholds applied to the comparator between 100− 200 mV.
Since the amplitude of the amplifier and the threshold and baseline of the comparator
of different pixels may vary, the threshold can be tuned with a so-called tune DAC
(TDAC) on pixel basis. Hence, the pixel threshold V Pix

Th is given as:

V Pix
Th = V set

Th − VBl + V Pix
TDAC (7.2)

The calibration between tune voltage V Pix
TDAC and TDAC value is determined in [32],

where a linear dependency between threshold height and TDAC value is observed.
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Figure 7.4: Calibration measurement of Inj VDAC: Applied voltage against DAC
counts.

Injection Pulse Calibration

The in-pixel electronics of every pixel can be tested with a so-called injection pulse,
which injects a charge signal into the pixel readout structure. The amplitude of
the injected pulse can be set using the VDAC Inj. The calibration between volt-
age amplitude and DAC counts can be found in Figure 7.4, where the amplitude
is given as the voltage difference between high level (charged capacitor) and low
level (discharged capacitor). The slope of the fit yields a calibration factor of
≈ −5.5 mV/DAC count.

7.2 Injection Pulses: Local Threshold Calibrations

Since the threshold applied to the amplifier pulse varies between pixels, the on-sensor
created threshold has to be calibrated locally on pixel level. Injection pulses, which
do not vary significantly in amplitude between pixels, are used to measure the in-
pixel threshold of the comparator with so-called S-Curves. A threshold calibration
at pixel level is required, since sensors operated in a tracking detector need a per-
pixel calibrated threshold to achieve a consistent hit efficiency for all pixels of the
detector.
Injection pulses are on-chip generated test pulses created by discharging the injection
capacitor. In the ATLASPix3.1, it is observed that large injection signals create
crosstalk2 between injection lines of the same column. As a result, a small fraction
of the signal which is injected into one pixel of a column is injected into the other
pixels of the column.

2Crosstalk is the effect of a signal inducing a signal on a neighboring line. More information on
crosstalk between injection lines can be found in [32].
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Figure 7.5: Example of a measured S-Curve with an error-function fit. µ indicates
the 50% value and the threshold.

7.2.1 S-Curves

S-Curve measurements are used to determine the actual in-pixel threshold. An
S-Curve describes the number of hits passing the threshold as a function of the
injection amplitude. Since the threshold is a binary decision one would expect a
step function between 0 and 100 % of the injected pulses detected. However, due to
electronic noise in the amplifier and comparator circuit, the step function is smeared
out. If one assumes a Gaussian noise source, this smeared out step function can be
described with the Gaussian error function erf, the S-Curve (Figure 7.5):

N(Vinj) =
Ninj

2

(
1 + erf

(
Vinj − µ√

2σ

))
(7.3)

where N(Vinj) is the number of detected injection pulses for an injection amplitude
Vinj, Ninj the number of injected pulses, µ the 50% value corresponding to the thresh-
old and σ the Gaussian noise. With a fit to the data of a single pixel, its threshold
and its electronic noise can be determined. An example of such a fit is given in
Figure 7.5. 100 pulses are injected into the amplifier of a pixel for different injection
voltages between 0.14 − 0.5 V. For each voltage step, the number of hits passing
the threshold is recorded. The number of detected pulses per injection amplitude is
fitted with an S-Curve. The error-function fit describes the data well and yields in
this example a threshold of 310 mV and an electronic noise of 14 mV.

This measurement and fit can be performed for every pixel to determine the pixel
threshold distribution of the sensor. The threshold distribution of an AP3.1 sen-
sor with an externally applied threshold of V set

th = 160 DAC counts and a constant
threshold tuning for all pixels of TDAC = 4 is shown in Figure 7.6 in blue. The
mean of pixel threshold distribution at this threshold setting is about 138 mV, which
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corresponds to a signal of 1290 electrons3 in the pixel diode. However, the standard
deviation of the threshold distribution is broad with 15 mV (150 e). The mean
of the noise distribution is 9 mV (95 e) with a standard deviation of 3 mV (30 e)
(Figure 7.7). The threshold and noise distribution of the sensor under test shows
no dependency on the position of the pixel.
A wide threshold distribution reduces the time of the sensor. Additionally, the pixel
thresholds of a sensor have to be calibrated to achieve a narrow threshold distribu-
tion and a high detection efficiency. The threshold distribution can be calibrated
to a target threshold and the width of the distribution can be decreased using the
threshold tuning TDAC’s. The process of threshold tuning is called TDAC trim-
ming.

0 1000 2000 3000 4000
Pixel Threshold [e]

0.0 0.1 0.2 0.3 0.4 0.5
Pixel Threshold [V]

0

2000

4000

6000

8000

10000

12000

En
tri

es

Untrimmed
=  0.138 V
=  0.015 V

Trimmed
=  0.122 V
=  0.0061 V

Figure 7.6: Histogram of all pixel thresholds determined with S-Curve measurement.
The blue histogram shows the measured threshold with an untrimmed
sensor and the orange the resulting threshold distribution after trimming.

3A calibration measurement between threshold and signal height in electrons is performed in
Section 7.3.2
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trimmed sensor.

7.2.2 Threshold Trimming

A threshold (TDAC) trimming can be used to fine-tune the global threshold on pixel
basis in 8 steps (0 − 7) by the tune DACs (TDAC). An algorithm for tuning the
TDAC values of every pixel is already implemented in the GECCO DAQ system. For
this algorithm a so-called target threshold has to be specified. The target threshold
voltage does not necessarily have to be the chosen external threshold voltage V set

Th .
However, the target threshold should be chosen such that the resulting trimmed
TDAC values have an average of 3.5 over the entire sensor, since this allows to use
the maximum trimming range to higher and lower pixel thresholds.
The trimming algorithm determines the TDAC value of a pixel, which matches the
target threshold, in a binary search. For that, 3 to 4 S-Curve measurements at
different TDAC values are performed for every pixel. The decision tree at which
TDAC values S-Curve measurements are performed is shown in Figure 7.8. The
first S-Curve measurement is performed at TDAC = 3. The resulting pixel thresh-
old is compared to the target threshold. If the pixel threshold is larger than the
target threshold the second S-Curve is measured at TDAC = 1, if it is smaller than
the target the second S-Curve measurement is performed at TDAC = 5. As be-
fore, the pixel threshold at this TDAC value is compared to the target threshold.
If the threshold is smaller than the target threshold the TDAC value is increased
by 1, if its larger the TDAC value is reduced by 1 and an S-Curve measurement
to determine the threshold is performed at the changed TDAC value. If the last
TDAC value measured is 6 and the measured threshold is larger than the target, a
fourth S-Curve measurement at TDAC = 7 is performed to determine the threshold
at this value. After the 3 or 4 S-Curve measurements the threshold determined by
the S-Curves is compared with the target threshold. The TDAC value at which the
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corresponding pixel threshold deviates the least from the target threshold is selected
as the tuned TDAC value of the pixel. Due to the multiple S-Curve measurements
this trimming process can take several hours. A more detailed description of the
trimming process can be found in [32].

The sensor tested in this thesis is trimmed to a pixel threshold of 120 mV at an
external threshold of 160 DAC counts. After the threshold trimming, an S-Curve
measurement is performed to validate the resulting threshold distribution (orange
in Figure 7.6). The mean of the resulting threshold distribution is 122 mV (1190 e),
which corresponds to the target threshold within the measurement accuracy. The
standard deviation of the threshold distribution is 6 mV (60 e). This value is
more than two times smaller than the standard deviation of the threshold of the
untrimmed sensor (15 mV), which shows that the trimming is successful. As ex-
pected, the trimming does not affect the electronic noise (Figure 7.7), since the noise
is independent of the threshold height.

In addition, to the threshold trimming, a noise trimming is performed to reduce
the number of pixel measuring noise hits on the targeted threshold. Noise hits are
fluctuations of the noise which pass the threshold of the comparator. For the noise
trimming, the noise hits of the sensor are measured for a chosen period of time. All
pixels measuring hits exceeding a specified number are assigned a higher TDAC to
suppress noise hits. This process is repeated until an acceptable noise rate is seen.
If a pixel with a TDAC value of 7 still measures noise, it is deactivated by setting
the mask bit. However, for an unirradiated sensor with a threshold of 122 mV only
minimal noise trimming needs to be performed and no pixels need to be masked
to achieve a noise rate close to 0 Hz/pixel. Although it is not done here, further
noise trimming can allow the operation of the sensor at lower thresholds, which may
improve the time resolution of the sensor. [40]
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Figure 7.9: a) Measured hit map of a 90Sr source 2 cm in front of the sensor.
b) ToT spectrum of 90Sr measured with AP3.1.

7.3 Radioactive Particle Source: Energy Response

With injection pulses only the amplifier and comparator circuits of the pixels are
tested. A radioactive particle source can test the characteristics of the charge de-
position in the pixel diode together with the readout of the sensor. For this, a
strontium-90 β-source and an iron-55 γ-source are used. In addition to the abilities
as a general test of the sensors diodes, electrons from 90Sr can be used to mimic the
energy deposition of a MIP, since 1 - 2 MeV electrons deposit a similar energy as
MIP in silicon [22]. On the other hand, the monochromatic photons from 55Fe are
suitable for energy calibration measurements of the pixel response.

7.3.1 Strontium-90

The measurement with a 90Sr source shows that all pixel diodes of the sensor under
test are responding and are working correctly. The hitmap of this measurement can
be seen in Figure 7.9a. A clear but diffuse irradiation spot is visible in the lower
left quadrant due to the distance between source and sensor. In the source profile
no obvious electronic effects are seen. The interaction between the electrons and
the sensor material lead to the formation of clusters of hits. The distribution of
the size of these clusters is shown in Figure 7.10. Since electrons of a strontium-90
source have a MIP-like energy deposition in silicon, one expects little charge sharing
between pixels and a mean cluster size of 1 pixel. However, in the measurement a
mean cluster4 size of 1.95 pixel and a standard deviation of 1.5 is measured. The dif-
ference between the expected and the actual size can be explained by inclined tracks

4A cluster is defined here as hits, which have a distance of 5 pixels to the cluster and occur in a 2
µs time window after the first hit of the cluster. More information on the clustering algorithm
can be found in Section 9.2.
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Figure 7.10: The size of hit cluster in pixel measured with a strontium-90 source.

of the electrons through the sensor, causing the electrons to traverse several pixels
where they deposit energy. This is visible in the spatial structure of large clusters.
These clusters do not extend equally in column and row direction, which would be
expected for charge sharing, but are observed to have a bias in one direction.

The time-over-threshold spectrum of the measurement shows the energy deposi-
tion of the 90Sr electrons, although the ToT spectrum is not linearly dependent on
the energy deposition. The ToT spectrum (Figure 7.9b) peaks at 1.2 µs (180 clks)
and has a long tail structure up to 5 µs (600 clks). One would expect that this
spectrum is described by a Landau distributed energy deposition. However, the
spectrum is deformed by the non-linearity of the ToT measurement. The pulse
height and time-over-threshold of a pixel is logarithmically dependent on the en-
ergy deposition as found in [32]. Additionally, the ToT spectrum varies between
pixels. This variation is mainly created by a variation of the feedback currents in
the amplifier circuit between different pixels. [32] This feedback current of the AP3
is of the order of 60 pA nominally. However, such a small current is sensitive to
production variance, hence the current varies between pixels. The rise time of the
amplifier and thus the time-over-threshold is logarithmic dependent on the feedback
current. [32] Therefore, the time-over-threshold distribution of the sensor is given
by a log-normal distribution. As a result the observed ToT spectrum of the 90Sr
β-particles is a Landau distribution of the ionization loss folded with the log-normal
distribution of the sensor response.
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Figure 7.11: a) Measured time-over-threshold spectrum of iron-55. b) Measured
cluster size distribution of iron-55 photons.

7.3.2 Iron-55

In contrast to the 90Sr source, which produces a continuous energy spectrum, iron-55
produces monochromatic photons with an energy of about 5.9 keV. Additionally,
photons detected by the sensor are absorbed in one pixel, which reduces the charge
sharing between pixels almost completely. This effect can be seen in the cluster
size distribution measured with a 55Fe source in Figure 7.11b. The largest cluster
observed consists of 2 pixels and the mean cluster size is 1.00 pixel with a standard
deviation of 0.02. Therefore, the iron source can be used for an energy calibration
of the sensor under test.
The time-over-threshold spectrum of the iron-55 source is shown in Figure 7.11a.
Because of the lower energy deposition the ToT spectrum of the 55Fe photons peaks
at 1 µs (150 clks). The spectrum still shows the tail structure produced by the ToT
variation between pixels. However the tail contribution is reduced in respect to 90Sr
with a maximum ToT of 3 µs (400 clks), since the observed energy deposition of
the photons follows a Gaussian distribution instead of a Landau distribution. Be-
cause of the non-linear dependence between ToT and energy deposition, the iron-55
line alone is not sufficient for energy calibration of the time-over-threshold response.
However, 55Fe can be used to calibrate the amplitude of injection pulses to an energy
deposition.

The ToT spectrum of the iron-55 source peaks at about 1 µs, which corresponds to
an injection pulse amplitude of 30 DAC counts. Therefore, the injection amplitude
of 165 mV (30 DAC) corresponds to an energy deposit of 5.9 keV or 1620 electron
charges collected by the pixel diode. The calibration measurement in Section 7.1.1
is used to calculate the corresponding energy deposition of an injection amplitude.
With the injection strength known in terms of energies and electron-hole pairs, the
pixel threshold measured by S-Curves can be expressed in terms of energy or number
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of electrons. The threshold measured in Section 7.2.2 and used in this measurement
(Vth = 122 mV) corresponds to about 1200 electrons detected or an energy deposi-
tion of 4.3 keV in the sensor. As a reference, a MIP produces a signal of 10 ke in
100 µm of silicon [22].

7.3.3 Crosstalk Hits

In measurements with strontium-90 and iron-55 sources and in later measurements
at HIT (chapter 9) crosstalk hits are observed. Crosstalk is the effect of signals
on the transmission lines between pixel and periphery spilling over from one line
to another. Therefore, crosstalk hits are only observed in the same column as the
crosstalk-inducing hit [41]. Crosstalk is a short pulse induced by the raising edge
of a signal. Crosstalk hits are therefore short with a ToT of 0− 5 clks. The pulses
can be shorter than the step size of the timestamps. As a result, the hit time can
be digitized in the wrong timestamp bin, which results in a ToT calculation to the
maximum ToT value of 1024 clks. Both possible ToT values make crosstalk hits eas-
ily distinguishable from physical hits in the sensor. Crosstalk hits occur with a row
dependency matching the metal layers of the signal lines as shown in Figure 7.12.
The lowest metal layer M4, which is the signal line for row 125 − 247, shows the
least crosstalk, while the top metal layer, which corresponds to row 248−371, shows
the most crosstalk. Additionally, twelve rows, four per metal layer, show less to no
crosstalk. The signal lines of a column are arranged in two bunches, which are
divided by the power lines to the pixel. Therefore, four lines per metal layer are
placed at the edges of the signal line bunches. Hence, the corresponding pixels of
these signal lines are less likely to observe crosstalk, since fewer lines which could
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induce a signal are in the neighborhood.
Since crosstalk between the transmission lines leads to ghost hits in the sensor
and deteriorates the tracking performance of a large scale detector like the Mighty-
Tracker, crosstalk must be reduced. Two sensor parameters can be used to reduce
crosstalk. The first parameter is the line driver voltage VMinus, which can be gen-
erated on chip with the VDAC minus or applied externally, which is done here.
Increasing VMinus reduces the pulse height on the signal line (see Equation 5.1
and 5.2) and so the induced current on neighboring lines. However, a smaller sig-
nal worsens the time resolution of the sensor [40][42]. Secondly, the input level of
the receivers in the periphery VNBiasRec and VPBiasRec can be increased to re-
duce crosstalk. Increasing the input level of the receiver reduces time resolution
of the sensor, however the influence on the time resolution is lower than that of
VMinus [40][42]. With a VMinus of 0.58 V and a receiver of VNBiasRec = 30 and
VPBiasRec = 30 it is possible to reduce crosstalk below a measureable level.
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8 High Rate Measurements

The MightyPix sensors will be located close to the beam pipe and will be operated
at mean particle rate of 50 MHz per sensor1. At this particle rate, the challenge for
the detector is to read all hit information from the pixels and send it to the DAQ
with a minimum latency allowing an online event building at a rate of 40 MHz. The
high rate behavior of the ATLASPix3.1 sensor is therefore studied in the following.
An X-ray tube can provide high rates of photons, which can be used to study the
behavior of the sensor at LHC-like particle rates. As described in Section 6.2.3, the
photon rate of an X-ray tube is linearly dependent on the anode current. Hence,
the X-ray tube provides a photon rate tuneable within its range of anode currents
of I = 0.01−1.0 mA. It is measured that the mean hit cluster size of X-ray photons
with a maximum energy of 35 keV is 1.03 with a standard deviation of 0.28 as shown
in Figure 8.1a. The clustering algorithm applied to the data is described in Section
9.2. Since the cluster size is about 1, the photon rate provided by the X-ray tube is
approximately equal to the hit rate on the sensor. To confirm this hypothesis, the
hit rate on the sensors is measured in dependency of the anode current of the X-ray
tube. The measured hit rate is indeed linearly dependent on the anode current and
a linear fit agrees well with the measured data as seen in Figure 8.1b. Therefore, the
anode current of the X-ray tube can be used as a measure of photon and hit rate on
the sensor. The rate measurement shown here is further discussed in Section 8.2.
The X-ray tube is used to study the rate dependent delay in the readout and the
hit rate capability of the sensor under test.
In the following measurements, the untriggered readout mode is used in different
clocking configurations, which are shown in Table 6.1. The main difference between
the different clocking configurations is the external clock applied to the sensor.
As a result, the state machine speed and the timestamp precision differ between
the configurations. Since the data stream from the FPGA is too large for the
USB 2.0 standard, the Ethernet / UDP readout of the GECCO system is used for
all measurements presented in this chapter. The two different measurement setups
used in this chapter are depicted in Figure 8.2. The readout delay measurement is
taken as the first proof of principle measurement that the AP3.1 and the GECCO
system can be stably operated in an X-ray tube. The sensor uses the 400 Mbit/s
readout speed in this measurement, which is not optimized for a delay measurement.
The measurement should be therefore re-done with a faster clocking configuration.

1See Section 3.3.2
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Figure 8.1: a) Measured cluster size distribution of tungsten X-ray. b) Hit rate on
the sensor measured against the anode current of the X-ray tube using
a 1 mm collimator.
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Figure 8.2: Scheme of the two setups used for X-ray measurements. a) shows a
backside and b) a frontside irradiation.
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8.1 Readout Delay

Although the delay between the particle hit and the time-of-arrival timestamp TS1 is
in the range of ∆thit = O(ns) in the ATLASPix3(.1) sensors [32][40], the processing
of the hit information can be delayed by O(µs). The readout structure of the
ATLASPix3(.1) allows for multiple kinds of delay effects in the processing of a
hit, which are shown in Figure 8.3. The first delay ∆tToT in the readout of a hit is
caused by the digitization of the hit in the periphery. A hit is only processed in the
peripheral readout once both of its timestamps, the leading (the hit timestamp) and
trailing edge timestamp, are recorded. Therefore, the readout of a hit is delayed by
its time-over-threshold:

∆tToT = ToT (8.1)

Moreover, the readout of a hit can be delayed by the column drain structure and
the finite state machine (FSM) of the readout. Since only one pixel per column
can be read out in a single readout cycle, hits have to be stored in the hit buffers
until they are processed by the end-of-column structure. In addition to the waiting
time in the hit buffers, a delay is caused by the process time of the FSM to collect
the data from the hit buffers and send it to the DAQ system. The delay caused by
the hit buffers and the state machine is referred to as ∆tFSM in the following. To
confirm this expectation, a measurement of the readout delay is performed. Since it
is not possible to measure the delay of the readout on the sensor itself, a timestamp
tFPGA, which marks the arrival of the hit data in the FPGA of the DAQ system, is
implemented in the firmware of the GECCO system. This timestamp is in phase
with the timestamp clock of the sensor. The readout delay ∆tmeas is determined by
the time difference between the time-of-arrival timestamp TS1 and the arrival of the
hit data on the FPGA:

∆tmeas = tFPGA − TS1 (8.2)

This definition of the readout delay measures the delay caused by the digitization of
a hit and by the processing of a hit in the FSM. Additionally, the measured readout
delay includes a processing time on the FPGA ∆tFPGA in the order of O(10 ns),
which may vary between different DAQ systems:

∆tmeas = ∆tToT +∆tFSM +∆tFPGA (8.3)

Since the delay caused by the FPGA is two orders of magnitude smaller than the
delay caused by the sensor, the delay of the FPGA ∆tFPGA is neglected in the
following:

∆tmeas ≈ ∆tToT +∆tFSM (8.4)

The readout delay of the ATLASPix3.1 is measured as a function of the hit rates
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Figure 8.4: a) The mean delay in sensor readout measured with 200 MBit/s readout,
the error bars give the standard deviation. b) The time-over-threshold
spectrum of the tungsten X-ray anode used for the measurement in a).

provided by the X-ray tube. The sensor under test is placed behind two 2 mm colli-
mators, as shown in Figure 8.2b. As a consequence of the small focus, only 40 rows
(row 220 − 260) and 14 columns (column 24 − 39) are irradiated. The sensor uses
the 400 MBit/s readout speed configuration with a timestamp width of 25 ns. The
readout delay is measured for 10 different X-ray currents in steps of 0.1 mA over
the entire current range of the tube. The resulting hit rate range detected by the
sensor is between 0.22−2.3 MHz and in the beam spot between 59−594 kHz/mm2.
At the lowest photon rate a mean readout delay of ∆tmeas = 3.3 µs with a standard
deviation of 0.7 µs is measured (Figure 8.4a). The delay caused by the digitization
of a hit ∆tToT can be determined from the time-over-threshold distribution of the
measurement. Looking at the time-over-threshold spectrum of the measurement
(Figure 8.4b) one can see that the mean time-over-threshold is about 1.5 µs. There-
fore, a mean delay of 1.5 µs is created by waiting for the trailing-edge timestamp.
As a consequence, a delay ∆tFSM ≈ 1.8 µs is caused by the FSM and hit buffers
(Equation 8.4). Since the standard deviation of the measured time-over-threshold
distribution is about 500 ns, the standard deviation of the readout delay distribution
(0.7 µs) is mainly caused by the ToT distribution. The magnitude and distribution
of the delay caused by the ToT can be decreased by shortening the pulse length of
the signal. The time-over-threshold can be shortened by a faster fall time of the am-
plified pulse. This can be tuned with the feedback DAC parameter of the amplifier
circuit.
The mean of the measured readout delay ∆tmeas and the width of the distribution
increase non-linearly with the photon rate. At the highest measured photon rate of
594 kHz/mm2, the mean delay of the readout is ∆tmeas ≈ 4 µs (see Figure 8.4a). An
increasing delay with the hit rate is expected, since more events need to be processed
by the readout structure. Since the delay caused by the digitization of a hit ∆tToT
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Figure 8.5: Histogram of delay in readout against row address for lowest (a) and
highest (b) rate setting. The beam spot is between row 220 - 260.

depends on the ToT and is independent of the photon rate, the increased delay has
to be caused by the FSM. Moreover, the standard deviation of delay distribution
increases with the hit rate. The column drain structure of the readout can create a
row dependent delay ∆tFSM caused by waiting times in the hit buffers, which would
increase the magnitude and width of the delay distribution with the hit rate.
To verify this assumption, the row dependency of the readout delay is analyzed.
Figure 8.5 shows the correlation between row address and readout delay ∆tmeas of
hits in the beam spot for the lowest and highest hit rate measured. For the lowest
rate, no row dependency of the readout delay is observed. On the other hand, the
measurement taken with the highest hit rate shows an increasing delay distribu-
tion with row address in a triangular shape. The readout delay in higher rows is
larger and more widely distributed than in lower rows. This fits the expectation
of an increased delay ∆tFSM caused by the column drain structure, since the read-
out structure is only able to read one hit with the lowest row address per column
in a single readout cycle. Therefore, hits in lower rows are more likely to be read
out without a waiting time in the hit buffers than hits with higher row addresses.
Hence, the waiting time in the hit buffers increases with the row number, resulting
in a larger delay. The delay ∆tFSM should be reduced by a faster state machine
speed. This can be achieved by a faster external clock of 400 or 600 MHz for ex-
ample. However, no readout delay measurements with these sensor configurations
have been performed yet, such that this hypothesis is still under investigation.

To measure the readout delay and the row dependency of the delay in a MightyTracker-
like setup, the whole sensor has to be irradiated uniformly, such that all pixels mea-
sure an equal hit rate. For this, the sensor is irradiated without a collimator from the
backside close to the X-ray tube (Figure 8.2a). During this measurement, it is seen
that the readout of the sensor works only up to a hit rate in the order of 2− 4 MHz.
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At higher rates the sensor measures noise pattern. Since this noise pattern occurs
at the second lowest current setting of the X-ray tube, it is impossible to measure
the hit rate dependency of the readout delay in a full-sensor irradiation. At the
lowest rate setting, the hit rate detected by the sensor is 2.0 MHz (5.3 kHz/mm2),
the mean readout delay is 4.1 µs and the standard deviation is 1.7 µs. At this hit
rate, no significant row dependency of the readout delay is observed.

8.2 Rate Limitations

Triggered by the limitations seen in the readout delay measurement, a study about
the rate limitations of the GECCO system and the ATLASPix3.1 is performed. For
that, estimations on the theoretical limitations of the sensor and the GECCO DAQ
system are made and the experimental rate limitations are measured. Moreover, rate
measurements will be important for MightyPix prototypes, which will be operated
at higher particle rates than other HV-MAPS, to be able to scan for hit rate induced
effects. Rate measurements with the AP3.1 can be used as a proof of principle that
lab X-ray tubes can be used to determine hit rate limitations.

8.2.1 Theoretical Limitations of the Setup

The rate limitations observed in Section 8.1 can be caused by the sensor itself or by
the DAQ system. In this section the theoretical rate limitations of the DAQ system
and the ATLASPix3.1 are determined.

Rate Limitation of ATLASPix3(.1)

The only possible limitation of the sensor is the finite state machine collecting the
data from the hit buffers and sending them to the DAQ system. Rate limitations
from dead/busy pixels can be excluded, since the hit rate per pixel is much smaller
than the maximum readout delay observed in the previous measurement.
The FSM can process one hit per column in one readout cycle. (Section 5.2.1) As-
suming one hit in every column, the theoretical rate limitation can be calculated
from the duration of one readout cycle. Each readout cycle starts with nine prepara-
tion steps, which shift the hit information from the hit buffers to the end-of-column
buffers. Four steps per available hit are required to read the hit information from
the EoC and send it to the DAQ system. A detailed description of the state machine
can be found in [32]. At maximum hit rate, a readout cycle takes 9+132× 4 states.
One readout cycle with a hit in every column takes about 18 µs at a state machine
frequency of 30 MHz. 132 hits processed in 18 µs results in a rate limitation of
about 7 MHz. Table 8.1 shows the theoretical rate limitation of different clocking
configuration used in this thesis. These theoretical rate limitations are much lower
than the expected particle rates at the MightyTracker, which was to be expected
since the ATLASPix3 is designed for a triggered readout.
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Readout Speed External Clock State Machine Readout Cycle Maximum Hit Rate
400 Mbit/s 200 MHz 20 MHz 26.9 µs 4.9 MHz
800 Mbit/s 400 MHz 40 MHz 13.4 µs 9.8 MHz
1.20 Gbit/s 600 MHz 30 MHz∗ 17.9 µs 7.3 MHz

Table 8.1: Theoretical rate limitations of the AP3(.1) state machine. ∗timerend = 1

Rate Limitation of GECCO DAQ

The hit rate capability of the DAQ system is limited by the connection to the com-
puter. In the GECCO system, 192 bit (3× 64 bit) per hit are sent to the computer
to be written to the hard drive. The connection to the computer can be established
by using USB or UDP (Ethernet) protocols.
The rate limitation of the USB based readout can not be determined precisely, since
it is used to send data to the computer and configuration to the sensor. However,
the link speed is estimated to be in the order of Mbit/s [34], which corresponds to
a rate limitation of approximately 10 kHz.
The rate limitation of the Ethernet based readout can be determined more easily,
since it is only used to send the data output to the computer. The Ethernet con-
nector on the FPGA is capable of a data rate of 1 Gbit/s, which results in a rate
limitation of 5.2 MHz at a data size of 192 bit/hit sent to the computer. Since
this value is smaller than the rate limitation of the sensor, it is assumed that the
observed rate limitations in Section 8.1 are caused by the DAQ system. Therefore,
the firmware of the DAQ system is adapted to reduce the number of bits per hit
sent to the computer. By removing the trigger (time reference) information (64 bit)
from the data flow, which is unused in the setup used for the X-ray measurements,
the data per hit can be reduced to 128 bit/hit. However, this data size corresponds
to a rate limitation of 7.8 MHz, which is still smaller than the rate limitation of
the sensor. Therefore, the data per hit ratio needs to be reduced further. Since the
firmware is built to send 64 bit data words to the computer, this structure remained
unchanged. Therefore, a decision has to be made what information is stored into
theses 64 bit. In principle, all information of one hit sent from the sensor is stored in
34 bit (10 bit TS1, 7 bit TS2, 8 bit column, 9 bit row). However, both timestamps
are extended to 40 bit timestamps in the DAQ system to achieve a time ordering
of the data on FPGA level, because the latency between FPGA and computer is
too large to achieve a time ordering at software level. Since the ToT information is
not needed for measuring the rate limitation, the following data format was chosen:
7 bit identifier to identify the starting of a hit, 8 bit column, 9 bit row and 40 bit
TS1. The identifier is needed in the decoding process of the binary data on the
computer. With a data format of 64 bit/hit, the GECCO system is capable of a hit
rate above 15 MHz. A summary of the maximum hit rate of different data formats
is shown in Table 8.2.
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Data Format Data per Hit Maximum Hit Rate
3× 64 bit/hit 192 5.2 MHz
2× 64 bit/hit 128 7.8 MHz
1× 64 bit/hit 64 15.6 MHz

Table 8.2: Theoretical rate limitations of GECCO 1 Gbit/s Ethernet readout

0.02 0.04 0.06 0.08 0.10 0.12 0.14
Anode Current [mA]

0

1

2

3

4

5

6

7
Ev

en
t R

at
e 

[M
H

z]
Data Format

192 bit
64 bit

Figure 8.6: Measured hit rate with the 192 bit and 64 bit data format against the
anode current of the X-ray tube.

8.2.2 Experimental Limitation

To verify the assumption made in the previous section, rate measurements with
photons from the X-ray tube are performed. The sensor is irradiated from the
backside as shown in Figure 8.2a. Firstly, the influence of the data size in the
DAQ system on the rate limitation is determined. Secondly, the rate limitation is
measured in dependency of the state machine frequency to compare the experimental
to the theoretical limitations. Lastly, local rate limitations depending on the beam
size are measured.

Rate Limitation of GECCO DAQ: Ethernet

The rate limitation is measured with the 192 bit and 64 bit data format (Table 8.2)
of the DAQ system to determine if the previously observed rate limitations are
caused by the DAQ system. If the rate capability of the 64 bit data format is higher
than that of the 192 bit data format, it is likely that the previously observed rate
limitations are caused by the DAQ system. Therefore, the hit rate observed by the
sensor is measured against the anode current of the X-ray tube, which is linearly
dependent on the photon rate. It is assumed that rate instabilities of the tube are
negligible. The sensor backside is irradiated using a 5 mm collimator with X-ray
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Figure 8.7: Measured beam profile of tungsten X-ray using a 5 mm collimator.

anode currents between 0.01 − 0.20 mA in steps of 0.01 mA. The measurement is
performed using the 1200 Mbit/s readout configuration (external clock of 600 MHz),
which has a theoretical rate limitation of 7.3 MHz (Table 8.1).
At lower photon rates, the measured rate is linearly dependent on the anode current
for both readout data formats as expected (Figure 8.6). Moreover, the measured hit
rate anode current dependency of both readout formats are compatible. However,
the measured hit rate with the 192 bit data format (blue in Figure 8.6) drops steeply
to 0.7 MHz at photon rates larger than 4.5 MHz. On the other hand, the hit rate
measured with the 64 bit data format (orange in Figure 8.6) increases linearly to
6.0 MHz. After this point, the measured rate increases non-linearly to the next data
point and stays constant at 7.5 MHz for the last data points. Looking at the beam
profiles in Figure 8.7 and 8.8, the effects observed in the rate measurements of the
two data formats can be explained.
Figure 8.7 shows the photon beam profile taken with the 64 bit data format at a
hit rate of 6 MHz, where a linear dependency between anode current and hit rate is
measured. The edge in the beam spot is caused by photo absorption in the material
of the carrierboard to which the sensor under test is attached since the sensor is
irradiated from the backside. The measured hit maps (Figure 8.8a) in the falling
slope of rate measurement of the 192 bit data format at I = 0.09 and 0.10 mA show
that pixels in columns with lower column addresses are less likely to be read out,
although the beam profile of the X-ray tube is symmetrical in column direction, as
seen in Figure 8.7. This kind of effect can not be caused by on-chip effects since
during every readout cycle one hit in every column can be read out. Hence, this
effect has to be caused by the DAQ system. Since the estimated hit rate of these two
data points are above the 5 MHz limitation of the 192 bit data format, it is assumed
that the DAQ system is the cause of the rate limitation. The observed structure
in the measured hit map might be caused by a blocked FIFO in the DAQ system.
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Figure 8.8: Hit map pattern observed above the Ethernet (a) and sensor state ma-
chine limitation (b).

The state machine on the sensor starts its readout cycle at column 131 and ends in
column 0, therefore hits with high column number are sent to the DAQ system first.
It is likely that, the FIFO of the UDP readout is full after the first couple of hits
have arrived from the sensor. Thus, hits with lower column address are less likely
to be send to the computer and written on the hard drive. The data measured at
an X-ray current of more than 0.10 mA, which equals a photon rate of 6.5 MHz
estimated by extrapolation, shows the same pattern in the measured hit maps of
both data formats. The hit maps (Figure 8.8b) show an extreme column drain effect.
A column drain effect is the effect that only pixels with low readout addresses2 are
read, while higher addresses are not. Since only one pixel per column can be read out
in one readout cycle, only the hit with the lowest address is processed by the state
machine. If the hit rate is so high that a second hit in a lower row occurs before a hit
in a higher row is read, pixels in higher rows are not read at all from their hit buffers
by the state machine. This effect is observed at a rate above 6 MHz in every column
of the sensor. However, the hit rate outside of the beam spot is not high enough to
cause a column drain effect there. This kind of hitmap pattern is also observed in a
so-called oscillation state of the sensor. If the sensor is not configured correctly or
the threshold is very low, an oscillation like structure is observed on the signal lines
from the pixels to the periphery. These oscillations are an ATLASPix3(.1) specific
problem and are currently under investigation. The data sent to the DAQ system is
still valid and at least for the 64 bit data format, the data is sent with the maximum
theoretical rate calculated. Thus, it is assumed that this effect might not be caused
by the peripheral readout structure of sensor but by the in-pixel structure or the
signal lines. However, this rate-induced oscillation is not understood. Because of
the rate limitation observed with the larger data format, the 64 bit data format is
used in the following rate measurements.

2Priority order: Row 185 → 0; 186 → 371
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Figure 8.9: Measured hit rate with different readout and state machine speed against
anode current of the X-ray tube. The theoretical rate limitations of the
state machine are indicated with dashed lines.

Rate Limitation: State Machine

The next measurement performed determines the influence of the speed of the state
machine on the rate capabilities of the sensor. For that, a hit rate measurement with
the 800 Mbit/s readout mode (external clock of 400 MHz) and the 1.2 Gbit/s readout
mode (external clock of 600 MHz) is performed. Since the base speed of the state
machine of the 800 Mbit/s configuration is lower than in the 1.2 Gbit/s configuration
(Table 8.1), the state machine can run at its base speed without an extra slow-down
factor (timerend = 0). As a consequence, a higher rate capability of 9.8 MHz is
expected for the 800 Mbit/s readout mode (Table 8.1). A rate measurement with a
5 mm collimator is performed for both sensor configurations.
The hit rate measurements and the theoretical limitations of the two state machine
speeds are shown in Figure 8.9. As described in the previous section, the hit rate
measured with the 1.2 Gbit/s readout (blue in Figure 8.9) increases linearly with the
anode current of the X-ray tube up to a hit rate of 6 MHz. At higher photon rates the
sensor measures only a noise oscillation pattern with a rate of 7.5 MHz. On the other
hand, the rate measured with the 800 MBit/s readout speed (orange in Figure 8.9)
increases linearly to 9.7 MHz. At higher photon rates (anode currents) the measured
hit rate is constant at 9.7 MHz. Unlike with the 1.2 Gbit/s readout speed, the sensor
does not oscillate at photon rates higher than the hit rate limitations, which can be
seen from the pattern observed in the hitmap (Figure 8.10). Although the pattern
of the 800 Mbit/s readout seems to be similar to the oscillation patterns, a beam
spot can still be seen in the hitmap at photon rates above 9.7 MHz. The beam
spot (column ∼ 40 to ∼ 80) shows a column drain effect. Since the photon rate is
higher than the rate limitations of the state machine, the FSM can not process all
hits in a column before new hits in lower rows occur. As a result pixels, in higher
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Figure 8.10: Hit map pattern observed above the rate limitations of the 800 Mbit/s
readout.

rows are not read out. This hypothesis is supported by the fact that the column
drain effect in the beam spot slightly increases with the anode current and so the
incident photon rate as well (Figure 8.10). However, the column drain effect should
be symmetric in columns in respect to the center of the beam spot, which is not
observed here. A second column drain effect-like structure is observed on the left
side of the beam spot (column 0 to ∼ 40). This structure is caused by highly noisy
pixels between rows 150− 185, which block the column drain for pixel with higher
row addresses. This noise is not observed at lower photon rates. It is still under
investigation why this noise is created at this the photon rate.
The theoretical rate limitations of the state machine agree well with the measured
limitations. The sensor is operational up to the last hit rate data point before the
rate limitation. At photon rates above the rate limitation of the state machine, noise
pattern with hit rates close to the theoretical rate limitations are observed. The
occurrence of noise patterns at photon rates close to the theoretical rate limitation
needs to be studied with higher granularity in photon rate. This could be achieved
by for example inserting photon absorbers between the X-ray beam and the sensor
under test.
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Figure 8.11: Rate measurement of different collimator sizes in terms of global rate
(a) and local rate (b)

Beam Spot Size

Lastly, the impact of the beam size on the rate limitations is studied. For that, mea-
surements with 1 and 2 mm collimators and no collimator are taken and compared
to the 5 mm collimator measurement. The 1.2 Gbit/s readout configuration with
the theoretical hit rate limitation of 7.3 MHz is used (Table 8.1).
The measured hit rate against the anode current of the four different collimator sizes
is shown in Figure 8.11a. For the measurements with the 1 and 2 mm collimator the
entire current (photon rate) range of the tube is used. The hit rate measurement
with the 1 mm collimator is below 2 MHz for the whole anode current range of the
tube. As shown in Figure 8.13a, no rate dependent effects in the beam profile are
observed. The hit rate measured with the 2 mm collimator increases linearly with
the X-ray anode current from 1 to 6 MHz. Figure 8.12a shows the beam profile
of a 2 mm photon beam taken at a hit rate of 6 MHz. After this data point, the
measured hit rate saturates to 6.8 MHz. This saturation is created by a column
drain effect in the beam spot, which can be seen in the beam profile taken at an
anode current of 1 mA in Figure 8.12b. The local rate in the beam spot is so high
that pixels in higher rows are not read out before a hit in the same column but
with lower row address is registered. Therefore, higher rows are not read out. In
contrast to the 5 mm collimator measurement, no noise structures are observed and
the column drain effect is limited to the beam spot. Without a collimator, only
the hit rate of the lowest anode current can be measured. At the second lowest
anode current, the hit rate estimated by extrapolation is above the theoretical rate
limitations of the sensor and the sensor measures oscillation patterns. Since the
sensor under test is irradiated from the backside, the structure of the carrierboard
on which the sensor is attached and bonded is visible in the beam profile (Figure
8.13b) due to photo-absorption in the material of the carrierboard. The edges of
the sensor measure a lower photon rate, since they are attached to the carrierboard
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Figure 8.12: Measured X-ray beam profile using a 2 mm collimator at 6 MHz (a)
and 6.8 MHz (b).

0 25 50 75 100 125
Column [pix]

0

50

100

150

200

250

300

350

R
ow

 [p
ix

] 1200 MBit/s; 1 mm collimator; I_XRay = 1.00 mA

5000

10000

15000

20000

25000

30000

35000

C
ou

nt
s

(a)

0 25 50 75 100 125
Column [pix]

0

50

100

150

200

250

300

350

R
ow

 [p
ix

] 1200 MBit/s; no collimator; I_XRay = 0.01 mA

100

200

300

400

500

600

C
ou

nt
s

(b)

Figure 8.13: Beam profile measured with a 1 mm collimator (a) and without a col-
limator (b).
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Readout Collimator Theoretical Experimental Cause of Limitation
Rate Limitation Rate Limitation

800 Mbit/s 5 mm 9.8 MHz 9.7 MHz Column drain
1200 Mbit/s None 7.3 MHz 3.4 MHz Sensor Oscillation
1200 Mbit/s 5 mm 7.3 MHz 6.0 MHz Sensor Oscillation
1200 Mbit/s 2 mm 7.3 MHz 6.8 MHz Column drain
1200 Mbit/s 1 mm 7.3 MHz − Limit above measure range

Table 8.3: Theoretical and measured hit rate limitations of the ATLASPix3.1

while the center of the sensor measures a higher hit rate since the carrierboard is
cut out behind the center of the sensor.
These measurements show that the hit rate limitation of the state machine does not
depend on the number of irradiated pixels. However, effects caused by the column
drain mechanism are possible at high local rates. For example, the local rate is 540
kHz/mm2 in the 2 mm beam spot when the column drain effect occurs. Figure 8.11b
shows the local rate as a function of the X-ray current for the four different colli-
mator measurements performed. Since the readout is limited by the global rate, a
higher local rate is achieved for smaller beam profiles. With the 1 mm collimator,
the highest local hit rate is achievable. At the highest possible anode current of
1 mA, the hit rate reaches almost 660 kHz/mm2 in the beam spot. This value is
more than 5 times higher than the expected mean local particle rate of the hottest
sensor at the MightyTracker (125 kHz/mm2) [19]. This measurement shows that
the in-pixel electronics of the AP3.1 are capable of operation at MightyTracker-like
particle rates.

8.2.3 Summary

The hit rate limitations of the ATLASPix3.1 are determined for different readout
speeds and depending on the collimator sizes. The observed rate limitations agree
with the theoretically calculated rate limitations. The results of the rate measure-
ments are summarized in Table 8.3, where the experimental rate limitations are
given by the highest hit rate at which physical data is measured.

A 20×20 mm2 sized sensor, which is located at the innermost region of the Mighty-
Tracker, is expected to detect a mean of 1.7 particles per non-empty bunch crossing.
[19] At a non-empty bunch crossing rate of 30 MHz, this results in a particle rate
of 50 MHz per 20 × 20 mm2. This is about 5 times higher than the measured hit
rate limitation of the ATLASPix3.1. Therefore, the readout of the MightyPix v1 is
structured differently. The number of data links is increased from 1 link to 4 links,
which reduces the active area per data link by a factor of four (5× 20 mm2). As a
consequence, the mean particle rate per data link and readout structure is reduced
to 12.5 MHz and only 29 columns are read out by one finite state machine. The
state machine of the MightyPix v1 will run at 40 MHz and will have a link speed
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of 1.28 Gbit/s achieving a rate capability above 12.5 MHz. This hit rate capabil-
ity is sufficient for the sensors in the outer regions but not in the innermost part
of the MightyTracker, where peak particle rates exceeding the rate capabilities can
occur. [33] In principal, the state machine of the MightyPix v1 could be operated
at higher frequencies which would increase the rate capability. However, a faster
state machine of 80 MHz would increase the data stream from 1.28 Gbit/s to 2.56
Gbit/s for example. Further investigation has to be undertaken to determine wether
a link speed higher than 1.28 Gbit/s to the DAQ system is feasible for the innermost
sensors or if the data size per hit can be reduced to operate the sensor with a faster
state machine and a link speed of 1.28 Gbit/s.
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9 Ion Beam Measurements

An ion beam is useful to determine the response of the ATLASPix3.1 to very large
energy depositions, which might occur at a low rate in MightyPix sensors in the
MightyTracker. With a carbon ion beam, energy deposition 100 times larger than
that of a MIP can be created. A large energy deposition in the sensor can lead to
saturation effects in the amplifier circuit or can increase the occupancy in the sensor
due to extensive charge sharing created by the large energy deposition. Large charge
generation by ions in the DAC registers and RAM of the sensor could lead to single
event upsets, which changes the sensor parameters and configurations, resulting in
an altered sensor response.

Within the scope of this thesis, it was possible to join a testbeam effort for a scin-
tillating fiber beam monitor at the Heidelberg Ion Therapy center [43]. Typically,
the synchrotron provides ion beams with intensities of up to 106 − 109 s−1 depend-
ing on the ion type. Since the testbeam at HIT was for a beam monitor, which
operates at lower intensities, the beam intensities of this campaign were chosen
to be O(104 − 105 s−1). The intensities and particle types are varied for different
measurements. Table 9.1 provides an overview of the different particle beams used
during the testbeam. Three different types of beam particle were provided during
the testbeam: protons, helium and carbon ions. The helium ion and proton beam
measurements are taken with one energy setting, while the carbon ion beam is mea-
sured at 4 different energy settings (Table 9.1). The measurement setup at HIT is
shown in Figure 9.1. For measurements with the helium beam, the scintillating fiber
detector is placed in front of the AP3.1 as shown in Figure 9.1, while for measure-
ments with the carbon ion and proton beam, the position of the two detectors is
switched. No shielding is applied in front of the peripheral structure of the sensor
as it will be the case for the MightyPix sensor at the MightyTracker. Therefore, sig-
nificant energy is deposited in the configuration registers and the readout structure.

During the testbeam, the sensor experienced an increased amount of noise and
crosstalk. It is found that the noise and crosstalk is created by a bad grounding
scheme of the sensor and DAQ system. However, the grounding problem could not
be fixed during the testbeam, since the testbeam lasted only for 5 hours in one night.
Therefore, the following measurements show significant noise and crosstalk.
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Figure 9.1: Measurement setup at the HIT testbeam. The scintillating fiber beam
monitor is indicated as SciFi here.

Particle Beam Energy Beam Energy Energy Deposition
[MeV/u] [MeV] [ MeV/mm]

Proton 221 221 0.795
Helium Ion 220 880 3.19
Carbon Ion 430 5160 20.0
Carbon Ion 354 4250 22.0
Carbon Ion 242 2900 27.1
Carbon Ion 176 2110 33.1

MIP 0.390

Table 9.1: Particle types and their energies used for measurements during the HIT
testbeam. The mean energy deposition is calculated using the Bethe
formula (Equation 4.1). The energy deposition of a MIP in silicon is
included as a reference.
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Figure 9.2: Histogram of the time-of-arrival timestamp TS1 of a measurement with
helium ions of E = 220 MeV/u.

9.1 Spill Structure

To verify the proper operation of the sensor under test the measured spill structure
is analyzed and compared to the specifications of the accelerator. In standard oper-
ation, HIT’s synchrotron provides ion spills of 3 s with a constant intensity every 8
s. Since the machine is operated below its typical intensity settings during our test,
the intensity control mechanism can not provide constant intensities during a spill.
Moreover, the intensities vary between spills.

For all particle types, the measured spill structure agrees with the specification
of a 3 s spill with 5 s break between the spills. Figure 9.2 shows the histogram of hit
timestamps TS1 of a measurement with helium ions with an energy of 220 MeV/u.
The histogram displays the structure and the varying intensities of the spills pro-
duced by HIT. If one neglects the intensity difference, the structure of the spills is
as expected. Figure 9.3a shows a zoom into a single spill. At the beginning, a short
ramp up of intensity is observed. Then, the intensity falls almost exponentially for
the first second of the spill. After the first second, the intensity control mechanism
attempts to ramp up the intensity, which results in a second intensity peak. After
this second peak, the spill fades out. Due to problems with the DAQ system, which
can not be solved during the test beam, the UDP based readout is not used. Hence,
the USB readout of the FPGA has to be used. Since the particle rates are above the
limitations of the USB readout, data is lost randomly in the FIFO of the FPGA,
resulting in saturation effects in the measured spill structure (Figure 9.3b). Thus,
it is not possible to determine the hit rate on the sensor from the sensor data itself.
Since the scintillating fiber beam monitor and the ATLASPix3.1 are not aligned, the
data collected by the fiber detector can not be used to determine the particle rate on
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Figure 9.3: Timestamp distribution of a spill of helium ions with energy of E =
220 MeV/u at lower (a) and higher (b) intensities showing the saturation
effect.

the silicon sensor either. However, the time structure observed by the scintillating
fiber detector is similar to the time structure measured with the AP3.1 [44].

9.2 Energy Spectra & Clustering

Since the energy deposition of ion beams is much larger than that of radioactive
sources in the lab, it is of interest to analyze the response of the sensor for high
energy depositions. Table 9.1 shows the calculated energy deposition of the differ-
ent particles and beam energies measured during the test beam. Comparing the
energy deposition of the ions with the energy loss of a MIP in silicon, one sees that
the helium ion beam deposits an energy 10 times higher in the silicon than a MIP,
while the carbon ion beam loses up to 100 times more energy in silicon than a MIP.
Since the amplifier of the ATLASPix3(.1) is designed to detect MIP-like particles,
it is expected that the energy deposition in the sensor diode creates a charge pulse,
which saturates the amplifier leading to saturation effects in the ToT response.

Figure 9.2 shows the hit profiles measured with the proton, helium ion and carbon
ion beam. From the hitmaps it is already visible that the high energy deposition
of ions in the active area and the periphery does not lead to oscillation effects as
observed in the X-ray measurements in Chapter 8. However, the large energy de-
position in the detector leads to large clusters of hits in the beam profiles of helium
and carbon ion measurements. Hence, a cluster algorithm is developed and applied
to the data.
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Figure 9.4: Beam profiles of proton of 221 MeV/u (a), helium ion of 220 MeV/u (b)
and carbon ion of 176 MeV/u measured at HIT.
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Figure 9.5: a) Cluster size distribution observed at HIT for proton, helium and car-
bon ion beams. b) Time-over-threshold distribution of single hits oc-
curred in protons, helium and carbon ion measurements in clock cycles
and ns measured at HIT. No clustering applied.

Since the rate is rather low and the beam spot is large, loose clustering cuts are
applied. The clustering algorithm starts with a so-called seed pixel which is the first
hit of the cluster recorded by the sensor. Other hits are added to this cluster if they
occur in a time window of 4 µs together with the seed hit and if their distance to
the cluster is below 5 pixels. Due to the difference in energy deposition the average
cluster size varies between ion types. The size of the resulting hit clusters of the
3 different particle types is shown in Figure 9.5a. The proton beam produces hit
clusters with a mean size of 1 pixel and the helium beam clusters with a mean size
of 2 − 3 pixels. In contrast, the carbon ion beam produces two different types of
clusters: one with a mean cluster size of 1 and larger clusters with a mean cluster
size of 8. The data has to be further analyzed to understand the two peak structures
in the carbon ion measurement.

It is expected that the ToT spectra of different ion types differ, caused by their
differing energy deposition in the sensor. The measured time-over-threshold spec-
tra, where no clustering is applied to the data, (Figure 9.5b) differ from the spectra
measured with electrons and photons in previous chapters (Figure 7.9b and 8.4b).
In all ToT spectra of ion beams, no clear peak structure as in the lab measurements
is visible. Naively, one would expect that there is a clear order of peak positions.
The peak of the carbon ToT spectrum should have the largest average ToT value
and the proton spectrum the lowest average ToT value of the three particles. In
contrast, the ToT spectra of helium and carbon ions peak below the ToT spectrum
of protons. This is caused by the formation of hit cluster for the carbon and helium
ion beams. The peaks at low ToT values in the spectra of the helium and carbon ion
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Figure 9.6: a) Sum of the ToT response of clusters for proton, helium and carbon ion
beam. b) Mean measured cluster size (blue) and mean cluster ToT (red)
as a function of the energy deposition in silicon with the particle type
indicated. A cut on the non-ion like cluster of the carbon measurement
is set at cluster size > 4 pixels.

beam are created by pixels measuring charge sharing, since pixels detecting charge
sharing measure smaller signals with lower ToT values. The tail structure towards
higher ToT values is created by the ion hits. Since the ToT response varies between
pixels and the amplifier of the pixels saturate at different amplitudes, the ion hits
do not create a peak but a tail structure in the ToT measurement. Furthermore,
the ToT distributions of helium and carbon ions extend over the entire acceptance
range of the time-over-threshold measurement of 8.5 µs. As can be seen, the ToT
spectrum of carbon is non-zero at the maximum possible ToT value of 1024 clks
(8.5 µs). Time-over-thresholds larger than 8.5 µs lead to an overflow of the ToT
measurement and are recorded with a lower ToT value. However, this effect con-
tributes to less than 1% in the measurements performed here.
To compare the ToT measurement and energy deposition of the different particle
types, the ToT response of a cluster has to be calculated. Although the ToT re-
sponse between different pixels varies non-linearly, the ToT measurement of the
pixels in a cluster is summed up to obtain an estimation of the energy loss of the
particle detected. The non-linearity is caused by three different effects described
in Section 7.3.1. Figure 9.6a shows the resulting ToT cluster distributions of the
proton, helium ion and carbon ion measurement. In this distribution the expected
order of peak position of the different ions is observed. The ToT sum of the proton
clusters peaks at a similar ToT value as in Figure 9.5b where no clustering is applied,
since the protons produce hit clusters with a mean size of almost 1. Since the helium
beam produces hit clusters with a size of 2 to 3 pixels, the ToT sum of the helium
ion measurements peaks at 1000 clks. In the cluster ToT distribution of the carbon
beam, two peak structures are seen similar to the cluster size distribution: A broad
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peak at higher ToT values of 3000 clks and a sharp peak below 500 clks. This leads
to the assumption that not only carbon ions but also another type of particle are
detected by the sensor. The origin of this second particle type is studied in detail in
the next section. For now it is assumed that the cluster with high ToT and larger
cluster size corresponds to the ion hit. Neglecting the second peak at low ToT in
the carbon ToT sum distribution, a positive dependency between energy deposition
and ToT response is observed.

Since the mean cluster size and the mean cluster ToT are positive dependent on
the energy deposition, the mean cluster size and mean cluster ToT can be used
as estimative measure of the energy deposition. The mean ToT of a cluster as a
function of the energy deposition in silicon is shown in red in Figure 9.6b, while the
mean cluster size as a function of the energy deposition is shown in blue. A cut is set
on the non-ion-like clusters (cluster size < 4) for the calculation of the mean cluster
size and mean cluster ToT in the carbon measurements, since it is assumed that
these clusters are not caused by carbon hits. In addition to the HIT measurements,
Figure 9.6b includes the typical cluster size and ToT observed in lab measurements
with β-particles from strontium-90 (Figure 7.9b and 7.10) and photons from the
X-ray tube (Figure 8.1a and 8.4b). In Figure 9.6b, an increase in cluster size and
ToT with the energy deposition is observed. However, the β-particles from 90Sr
produce larger cluster sizes than the protons from the HIT beam even so the energy
deposition is lower. This is likely caused by a skewed track of the electrons through
the sensor, since the radioactive source is not orthogonally aligned to the sensor
and the beam profile of the source is diffuse (Figure 7.7a). The increase in cluster
size and ToT with energy deposition is expected since the number of electron-hole
pairs produced in the silicon substrate, which create the signal amplitude and can
be shared between pixels, is proportional to the energy deposition. However, both
measured quantities are not linearly dependent on the energy deposition and a sat-
uration effect is observed. The saturation of the energy dependency of the mean
cluster ToT is likely caused by the saturation of the ToT measurement for large
energy depositions, described previously. The saturation effect of the mean cluster
size is likely caused by a supression of signals created by charge sharing which have
a low amplitude. Since the signal created by charge sharing decreases with the dis-
tance from the particle hit, outer pixels of the cluster measure a signal which does
not pass the threshold.

For the carbon data it is observed that the ion-like cluster extends in time up
to 3.5 µs, where the signal in outer pixels of the cluster arrives later. The time
distribution of the cluster is spatially symmetric around the seed hit, such that a
skewed track can be excluded. It is assumed that these hits are produced by lat-
eral diffusion caused by ionization in the undepleted region of the sensor. Since the
electrons created in the undepleted region are diffusing into the depletion zone, they
are delayed by the diffusion time. Since the sensor under test is not thinned, more
than 600 µm of undepleted silicon is beneath the depletion zone. It is unknown how
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Figure 9.7: a) Measured cluster size distribution of carbon ions for four different
beam energies. The black dashed line indicates the cut used between
ion-like and non-ion-like cluster. b) Distribution of the ToT sum of
clusters for different carbon beam energies. The peaks at 0, 1024 and
2048 clock cycles are created by crosstalk.

many of the electron-hole-pairs created in the undepleted region contribute to the
signal seen in the pixels. Since no thinned sensor is available, the difference between
an almost completely depleted sensor and a largely undepleted sensor can not be
determined experimentally. Delayed hits are not observed in the data of protons
and helium. Since helium and protons create 10 and 100 times fewer electron-hole
pairs in silicon than carbon ions (Table 9.1), respectively, this might be a hint that
only a fraction of the diffusing charges are reaching the depletion zone and create a
signal which passes the threshold. Therefore, the influence of diffusing electrons on
the signal is studied in a simulation performed in Section 9.3.2.

9.2.1 Cluster Analysis of the Carbon Ion Measurements

In this section, the cluster structure of the carbon beam is analyzed to study the
origin of the two types of clusters. Comparing the cluster size histograms of different
beam energies of carbon ions (Figure 9.7a), it is observed that the distribution of the
small clusters (size < 4) does not change with energy, although the cluster size of
the larger clusters (size ≥ 4) decreases with the beam energy (increases with energy
deposition). This leads to the assumption that the small clusters are not caused by
the ions from the beam.

The sum of the ToT of hits in a cluster can serve as hint for the energy of the
particle causing the cluster. Figure 9.7b shows the histogram of the ToT sum dis-
tribution of the 4 different energies of the carbon beam used. The histogram shows
two peaks for all beam energies: A sharp one at lower ToT below 500 clks and a
broad peak at ToT larger than 2000 clks. The peak position of the broad peaks
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Figure 9.8: a) Comparison of the ToT histogram of non-ion-like clusters observed in
the carbon beam measurement with the ToT distributions of electrons
and protons. b) Measured time difference between a carbon-like cluster
and an electron-like cluster.

shifts towards higher ToT with decreasing beam energy which is expected as the
energy transfer to the sensor increases. In contrast, the position of the sharp peak
at lower energies does not change with the beam energy. This is in accordance with
the hypothesis that these hits are "non-ion like".
The ToT distribution of the non-ion-like small clusters is compared to the ToT
spectra of electrons and protons to hint on the particle type of these clusters
(Figure 9.8a). The electron ToT spectrum is measured with 90Sr β-particles in
the lab, while the proton ToT is measured at HIT. The comparison of the spectra
shows that the ToT of the non-ion like clusters is similar to the ToT distribution of
electrons. Therefore, these clusters are called "electron-like" in the following.

Another argument for the hypothesis that there is another type of particle measured
is the time structure between the ion- and electron-like hits. Electron-like clusters
are heavily time correlated to the ion-like clusters, however they are not spatially
correlated. The time difference between ion-like and electron-like hits is shown in
Figure 9.8b. The minimum difference between the seed timestamp of the ion-like
and electron-like clusters peaks around 10 ns, where the peak width is mainly given
by the time resolution of the sensor and is affected by timewalk, since all electron-
like hits have small ToT (Figure 9.7b). Although they are heavily time-correlated,
these electron-like hits are no delta electrons created by an ion hit in the silicon,
since delta electrons are created by an ion hit and are therefore spatially correlated
with the ion hit. Additionally, almost all delta electrons are clustered together with
the ion hits because of their small range in silicon and the clustering cuts applied to
the data. At this point, no other production process of these electron-like particles
is obvious such that a simulation studying this effect is performed in Section 9.3.1.
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Figure 9.9: Position and structure of bumps measured with carbon ion beam with
an energy of 176 MeV/u.

9.2.2 Bumps

In the measurements of helium and carbon beams, very large hit clusters with a
size of more than 75 pixels are observed (Figure 9.10a). Because of their size and
their round profile, they are referred to as bumps in the following. Bumps that
have occurred in a measurement of carbon ions with a beam energy of 176 MeV/u
can be seen in Figure 9.9. The non-circular clusters observed in this hit map are
caused by delta-electrons scattering in the sensor until they are absorbed. Due to
the readout limitations caused by a blocked FIFO on the FPGA, some hits of a
bump are not recorded, which can be seen by the missing hits in the center of the
bumps in Figure 9.9. Each of these so-called bumps has a seed pixel with a high
ToT in the center of the cluster and the ToT distribution of the hits in a bump
decreases towards the edges of the cluster. Because of their large size their readout
is delayed by buffer times in the column drain up to 100 µs. For a correct time
ordering on the FPGA a hit has to be read out in the time period of the 10 bit TS1
of 8.5 µs (600 Mbit/s readout), otherwise a TS1 with a delay of 8.5 µs is assigned to
the hit. Therefore, hits of bumps with higher row addresses are delayed by multiple
TS1 time periods. Hence, bumps are very hard to detect in the data and therefore
to assign to the cluster. However, the delay effect can be corrected in the clustering
algorithm. Firstly, the time cut on the time ordering timestamp is set above 100 µs
to be able to cluster bump hits to one cluster. However, this reduces the efficiency
of the clustering algorithm, because hits are asigned to a cluster to which they are
not connected. This effect can be reduced by introducing an additional time cut on
the 10 bit TS1 (8.5 µs), which is not delayed by the readout. This second time cut
is set to 4 µs as in the clustering algorithm in the previous sections. Because of the
low rate, this change in the clustering algorithm has no influence on the clustering
performance of non-bump clusters.
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Figure 9.10: a) Logarithmic histogram of the measured cluster size distribution with
a carbon ion beam of E = 176 MeV/u. The red dashed line indicates
the definition of a bump by cluster size. b) The occurrence probability
of a bump by particle type and energy deposition.

Since a physical ToT structure similar to the hit clusters is observed, it is unlikely
that these bumps are created by an electronic effect on the sensor. A first assump-
tion is that these bumps are statistical outliers of the energy deposition distribution
of the ionization. If this is the case, the probability of the occurrence of a bump
will increase with the energy deposition. Therefore, the probability Pbump of the
occurrence of a bump is calculated for the different ion types and beam energies.

Pbump =
Ncluster>75

Ncluster

(9.1)

Ncluster describes the total number of measured clusters, while Ncluster>75 describes
the number of clusters with a size larger than 75 pixels. The statistical uncertainty
on the bump probability is described by σP :

σP =

√
Ncluster>75

Ncluster

(9.2)

For the probability calculation, a cut on the electron-like clusters in the carbon
measurements is set. Because of this cut on the carbon measurement, the statistical
uncertainties on the bump probability of the carbon measurements are larger than
on the helium measurement. Unfortunately, the calculation of the bump probability
suffers from the data loss in the USB FIFO, which is not considered in the calculation
of the uncertainties. Figure 9.10b shows the bump probability against the mean
energy deposition of the beam. No energy dependence on the probability, especially
in the difference between helium and carbon ions, is found. Thus, it can be concluded
that these bumps are no statistical outliers of the ionization distribution.
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Geometric
Ion cross section Target length Bump probability

Helium 5300 mb 100 µm 2.7× 10−3

600 µm 1.6× 10−2

Carbon 7100 mb 100 µm 3.5× 10−3

600 µm 2.1× 10−2

Table 9.2: Calculated geometrical cross section of helium and carbon ion nuclear
interaction with silicon using Equation 9.3 and 9.4.

The bump occurrence is independent of the energy deposition and these bumps
could be created by nuclear interaction between ion beam and the silicon of the
sensor substrate. This hypothesis is consistent with the non-observation of bumps
in measurements with protons, since they are less likely to collide inelastically with
the silicon atoms because of their nucleon number of 1. A theoretical upper limit on
the probability of nuclear interaction can be calculated using the geometrical cross
section σ:

σ = πr20(A
1/3
Si + A

1/3
Ion)

2 (9.3)

where r0 is the electron radius and A the nucleon number. From the cross section
the interaction probability PIA is determined:

PIA = nσx (9.4)

where n is the atom density of silicon and x the target length. Since the effect
of ionization in the undepleted region is not known, the interaction probability is
calculated for a thickness of 100 and 600 µm for helium and carbon ions, which is
an upper limit on the size of the depletion zone and a lower limit on the size of
the undepleted region. The results are shown in Table 9.2. The upper limit on
the interaction probability for 100 µm silicon is one order of magnitude larger and
for 600 µm silicon two orders of magnitude larger than the measured probability of
a bump. The observed bumps can thus be caused by nuclear interaction and this
hypothesis has to be studied further using a simulation.

9.2.3 Sensor Response

Since large energy depositions in the sensor might change the response or damage
the sensor, the sensor response is monitored. During the operation at HIT, no
significant change in sensor response is observed. It is therefore assumed that the
ion beam and bumps do not lead to a measurable rate of single event upsets in the
periphery of the sensor at the measured beam intensities. This assumption has to
be verified with a measurement on the change of the configuration stored in the
DAC registers in the periphery of the sensor during ion beam irradiation, which was
not performed during the testbeam campaign. Before and after the measurement
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Figure 9.11: Threshold difference per pixel between S-Curve measurements before
and after the HIT testbeam.

at HIT, S-Curve measurements are taken to determine a possible permanent change
in sensor response. The threshold distribution of both measurements is compatible
in terms of the measurement accuracy and all pixels are responding. Figure 9.11
shows the distribution of the threshold changes per pixels between the two S-Curve
measurements. Moreover, both S-Curve measurements yield a compatible noise
distribution. It is therefore concluded that the ion beams and the bumps do not
have a permanent damaging effect on the pixels of the sensor.

9.3 Simulation

In order to qualitatively understand the bumps and electron-like cluster observed at
the testbeam, two simulations are performed. First, a GEANT4 [45] simulation ded-
icated to the interaction between ion beams and sensor material is performed. Sec-
ond, an AllPix2 [46] simulation is performed, focusing on in-pixel effects. However,
all simulations performed in this section are only used for a qualitative understand-
ing rather than a quantitative analysis of the expected response of the HV-MAPS
in ion beams.

9.3.1 GEANT4 Simulation

GEANT4 is a Monte Carlo simulation for particle-matter interaction developed by
the GEANT4 collaboration [45]. This toolkit is widely used in high energy physics.
For example, all 4 large LHC experiments use GEANT4 for detector simulation.
GEANT4 is based on C++ and has a modular structure allowing an easy access to
the toolkit. Physics processes can be simulated by different so-called physics lists.
These lists describe an interaction process and can be divided into electromagnetic
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Figure 9.12: GEANT4 event display of 100 primary carbon ions with an energy
of 430 MeV/u. The silicon sensor is shown in black. The tracks of
positively charged particles are shown in yellow and negatively charged
in blue. The primary particles fly from the right side to the left side of
the event display.

and hadronic components. The simulation performed here uses the standard elec-
tromagnetic physics module of GEANT4 EMStandard, which covers an energy range
of 0− 100 TeV, however the accuracy worsens below energies of 1 keV. The electro-
magnetic interaction of ions is described by the Urban model [47] and the ionization
by ions is described by the Bethe equation (Equation 4.1) in this physics module.
The entire description of this physics description can be found in [48]. The inelastic
hadronic component is described by the physics list QGSP_BIC_HP1 and by the
additional inelastic ion cross section module IonPhysicsXS. [48] The track of every
primary and secondary particle is simulated in a customizable step size. At each
step, ionization and scattering effects are calculated. It is possible to suppress the
simulation of short-ranged secondary particle tracks with a minimum track length
requirement. If the track of a particle is shorter than the chosen minimum track
length requirement, the particle is not produced and its absorption energy is added
to the ionization loss of the primary particle. In this simulation, the cut on the
track length of secondary particle is set to 50 µm, which would correspond to a
secondary particle traveling at least to the neighboring pixel. The toolkit allows to
build detectors and absorbers out of different pre-built and customizable materials.
For each created volume all information on the particle traversing the material is
accessible and can be logged, for example its particle type or its energy. It is also
possible to create an active detector response and electromagnetic fields. However,
this is beyond the scope of the simulation performed here.

The simulation setup is chosen here to consist of a 20× 20× 0.6 mm3 passive silicon
block in a volume consisting of air using the pre-built material G4Air. The silicon

1QGSP: Quark-gluon string precompound model. BIC: Binary light ion cascade. HP: High
precision neutron model.
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sensor is not simulated as an active pixel sensor, since a pixel structure increases the
computing time significantly. If a particle loses energy by ionization in or scatters on
the silicon, the position, the time, the energy loss and the particle type are logged.
In front of the sensor 15 µm SiO2

2 are placed, representing the NMOS and PMOS
transistor layer and metal layers of the sensor. This layer may lead to absorption
or creation of secondary particles. GEANT4 allows to produce primary particles
with a given energy. In addition, the particles can be produced point like or in a
diffuse beam-like shape. Since this simulation does not focus on a readout or pixel
structure, the position of the primary particle is not of significance. The ion beam
is created point-like 20 cm in front of the sensor, which is shorter than the distance
between beam window and sensor at HIT to reduce the computing time. For each
particle and beam energy used at HIT a simulation run with 105 primary particles
is produced. Figure 9.12 shows the event display of 100 primary events of a carbon
ion with an energy of 430 MeV/u.

The resulting energy deposition distribution (Figure 9.13a) shows two peaks for
all simulations. One at the expected position of ionization energy loss calculated by
the Bethe-formula (Equation 4.1) and a second peak below < 100 keV energy loss.
This second peak corresponds to mostly short ranged secondary particles created
in the silicon, for example δ-electrons. However, in case of the carbon energy loss
distribution, this peak is larger than in the distribution of protons and helium.

Carbon Beam Analysis

The GEANT4 simulation is used to determine whether the electron-like particles
observed in the HIT measurements are created by a carbon ion beam and whether
these particles are electrons which are in time but not spatially correlated with
carbon hits. The larger peak of secondary particles below < 100 keV energy deposi-
tion in the carbon spectrum could explain the additional electrons observed at HIT.
Since the GEANT4 simulation includes the particle type creating the energy loss, it
is determined that this second peak is almost entirely created by electrons traversing
the detector (Figure 9.13b). However, other types of secondary particles contribute
to this peak, which is discussed in more detail in the next section. In case of the
carbon beam, an electron is detected every second event, while for a helium beam of
220 MeV/u only in 2 % of all events an electron is detected (Figure 9.14). The other
particles detected and shown in Figure 9.14 are created by interactions discussed in
the next section. The number of electrons detected in the sensor includes δ-electrons
created in the silicon, but in addition electrons which are not created in silicon are
detected. These electrons are produced by ionization in the air in front of the sensor
and fly with the ion beam to the detector. The event display in Figure 9.12 visualizes
this effect, where the carbon beam is shown in yellow and the electrons in blue. The
cross section of this process is quadratically dependent on the charge number Z of

2Estimation: Typical thickness of the transistor and metal layers in HV-CMOS sensors. [49]
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Figure 9.13: a) Histogram of the energy deposition of different particles in 600 µm
silicon simulated with GEANT4. b) Simulated energy deposition of
carbon ion beam with an energy of 176 MeV/u.

the particle beam. Thus, the ratio Re− of electrons detected in the sensor between
a helium and a carbon beam should follow:

Re− =
Z2

He

Z2
C

=
22

62
=

1

9
(9.5)

Re− ≈ 0.11 (9.6)

In contrast, a ratio of Re− = 0.03 is determined by the Monte Carlo simulation. The
deviation between expectation and simulation is caused by the different beam energy
of helium and carbon. Since the energy transfer to the electron depends on the beam
energy, it is more likely that electrons created by an interaction between air and the
carbon beam have high enough energy to reach the detector than electrons created
by a helium beam. The electrons produced in the air and reaching the detector are
not spatially correlated to the ion hit and can explain the additional electron-like
clusters. Additionally, it is observed that the carbon ion and the electron hit are
correlated in a time range of about 2 ns. At HIT a time correlation of 10 ns is
measured, which is compatible with the simulation in terms of the time resolution
of the sensor. Therefore, it is concluded that the small clusters observed in the
carbon ion beam at HIT are electrons. However, a quantitative comparison of the
number of electrons detected between simulation and experiment is not possible.
On one hand, the readout and pixel structure is neglected in the simulation, hence
it is not possible to determine the number of detected electrons correctly. On the
other hand, the total number of electrons measured at HIT can not be determined
precisely, since the ToT and the cluster size distribution of electrons and carbon ions
are overlapping and therefore they are not precisely distinguishable. Additionally,
data is lost in the FIFO, which results in large uncertainties.
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Figure 9.14: Histogram of particle types traversing a 600 µm silicon sensor. Carbon
(a) and helium (b) beams are used, simulated by using GEANT4. The
bin "Ion" contains other ions excluding 12C and 4He ions.

Bumps

Lastly, GEANT4 is used to simulate the number of inelastic nuclear interactions.
For that, the same simulation data set as before is used. The particle types ob-
served in the sensor hint on the inelastic interaction between silicon atoms and the
ion beam, since secondary ions are produced. Figure 9.14 shows the histogram of
particle types traversing the detector using a helium and carbon beam. The simula-
tion shows that secondary ions produced by an inelastic collision between a carbon
beam and silicon sensor material deposit up to 200 MeV in the sensor, which equals
55 × 106 electron-hole pairs created in the silicon (Figure 9.15b). For helium and
proton beams, secondary ions created by an inelastic collisios deposit up to 50 MeV
and 20 MeV in the sensor material, respectively. The high number of electron-hole
pairs produced in an inelastic collision of helium and carbon ions with the silicon
sensor could lead to a large cluster structure like a bump. A second simulation is
performed to determine the number of inelastic collisions more precisely.
GEANT4 includes various example simulations to become familiar with the toolkit.
One of these simulations is Had03, which simulates a fixed target experiment to
quantify nuclear processes and simulate the particles produced. This simulation is
used to determine the probability of an inelastic interaction in order to compare it
with the bump probability. The Had03 simulation uses the same hadronic physic
model as before, however it neglects electromagnetic interaction. Neglecting ion-
ization effects reduces the computing time significantly. As a result the number of
simulated events is increased to 106. The definition of a silicon target and an ion
beam is easily possible in this pre-built simulation. This simulation is performed
for the different helium and carbon beam settings used at the HIT testbeam for a
100 and a 600 µm silicon target simulating an upper limit on the depleted and a
lower limit on the undepleted region of the detector. The resulting probabilities for
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Figure 9.15: a) Comparison between measured bump probability and probability of
inelastic collision simulated with GEANT4 in dependency of the cal-
culated energy deposition. The simulation data is shown for a 100 µm
and 600 µm thick silicon target. b) Energy deposition per particle type
of a 176 MeV/u (2.1 GeV) carbon ion beam simulated with GEANT4.

an inelastic collision are shown in Figure 9.15a. The simulation yields almost 4000
inelastic interaction between a carbon ion with an energy of 2.1 GeV and 600 µm
silicon out of 106 primary events. 17000 free protons and 16000 neutrons are pro-
duced together with isotopes in the 4000 inelastic collisions. The most common
isotopes produced are deuterons, helium (including α-particles), silicon, aluminum
and magnesium.
The resulting probabilities of an inelastic interaction are compared to the bump
probability measured at the HIT test beam in Figure 9.15a. The simulated proba-
bility of an inelastic interaction in 600 µm is almost an order of magnitude larger
than the measured bump probability for carbon and helium. This indicates that
nuclear interactions in the undepleted region do not create a bump like signal in
the detector. The interaction probability for a 100 µm target is about 1.5 larger
than the measured bump probability. Different reasons could cause the discrepancy
between the 100 µm simulation and the measured data. Firstly, it is unknown how
much energy deposition is needed to create a bump. Therefore, it is not known if
every inelastic interaction can create a bump cluster. Secondly, the depletion zone
is likely smaller than 100 µm and the contribution of diffusing charges to the signal
is unknown. Hence, the number of inelastic collisions determined by the simulation
overestimates the number of detected bumps in the sensor. To understand the effect
of diffusion charges on the signal, a simulation including the pixel structure needs
to be performed.
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Figure 9.16: Number of electron-hole-pairs detected by a QDC-like readout simu-
lated using Allpix2.

9.3.2 Allpix2 Simulation

Allpix2 [46][50] is a simulation toolkit for simulating the pixel structure of a silicon
detector. The major difference between GEANT4 and Allpix2 is that Allpix2 allows
different approaches to simulation of drifting and diffusing electron-hole pairs created
by ionization, which reduces the computing time of a simulated active pixel sensor
significantly. Additionally, it simulates the charge collection and signal generation in
the pixel electronics. The initial charge deposition in the detector can be simulated
in three ways, a point like deposition of a specified number of electron-hole pairs, a
charge deposition based on GEANT4 and a cosmic ray module. In the simulation
used here, the GEANT4 based deposition module is used. A similar description as
in the GEANT4 simulation performed before (Section 9.3.1) is used. However, it is
not possible to adapt the pre-built physics list as used in the GEANT4 simulation.
As a result, the optional IonIneleasticXS description is not used, which provides a
more precise cross section of light ion interaction.
The creation of detector material is similar based on GEANT4. AllPix2 allows to
build the device under test as a monolithic or hybrid pixel sensor. In addition, it is
possible to arrange multiple sensor layers in one simulation. An AP3.1 like mono-
lithic silicon sensor with a substrate thickness of 700 µm with a depletion zone of
100 µm, which is probably larger than the depletion zone of AP3.1, and a transistor
and metal layer of 15 µm silicondioxid, like in Section 9.3.1, is created. This sensor
is placed in a volume of air. The start of the beam simulation is 20 cm in front of
the sensor to allow ionization effects in air similar to the GEANT4 simulation. The
depletion zone of the sensor and the electric field can be described by a mathemat-
ical function, for example a constant, a linear or a parabolic function or by a mesh
of field strength externally provided in an "INIT" data file. Within the scope of
this simulation here, a linear description of the electric field in the entire depletion
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Figure 9.17: a) Initial position of charge carries detected by the readout implant.
b) Simulation of the detected signal per pixel in electron for all pixels
and different sensor thicknesses.

zone with a bias voltage of −60 V is assumed to be sufficient. The electron charges
generated by the deposition module are propagated to the readout implants in the
depletion zone. During this propagation, both diffusion and drift effects are simu-
lated. Allpix2 provides three different ways to describe the propagation of charge
carriers. For this simulation, the projection module is used to reduce the comput-
ing time, caused by the large amount of electron-hole pairs created by the carbon
ion beam. In addition to the charge propagation charge sharing between pixels is
also simulated, where one can choose between the 3 different types of charge shar-
ing mechanisms: CapacitiveTransfer, InducedTransfer and PulseTransfer. In this
case, only the PulseTransfer module can be used, because the other modules need
a more complex description of the electric field. This module sums up the propa-
gated charges to one short pulse per pixel. This approach overestimates the effect
of a diffusion current, since it creates a short pulse out of a long but low current of
diffusion charges.
The simulated pulse is read by a digitizer module. One can choose between the
simulation of a charge sensitive amplifier (CSA), a QDC (Charge-to-digital) and
TDC (time-to-digital). For this simulation, a QDC like readout without a threshold
is chosen to register the amount of collected charge, although the CSA is a better
description of the amplifier in the AP3.1. The CSA is not used because it does
not simulate the saturation effects of the amplifier, which are required for the large
pulses created by the ion beam. Additionally, the CSA module amplifies the short
pulse created by the PulseTransfer module, which leads to an overestimation of the
signal amplitude in respect to the experiment, where a long pulse with low ampli-
tude has to be amplified by the CSA. The simulation description used here is not
suitable for studying the effects of diffusion charges in the AP3.1, since it will detect
small but constant current of charge carriers, which might not induce a signal in a
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real sensor. The simulation is still used to determine the number of electron charges
reaching the depletion zone of the sensor.

A proton beam with an energy of 221 MeV, a helium beam of 880 MeV and a
carbon beam of 2.1 GeV with 105 primary particles each are simulated. For each
event, a hit information of the QDC digitizer is stored for all hits. The hit informa-
tion contains the pixel address, the timestamp and the number of electrons collected
in the pixel. Additional debug histograms of the simulation modules are stored for
each simulation run.
The histogram of the detected electron-hole pairs (Figure 9.16) looks similar to the
energy deposition histogram (Figure 9.13a) created by the GEANT4 simulation. In
the spectra of the helium and carbon beams, two peaks are visible, one at a higher
number of electron-hole pairs corresponding to the particle hit and a peak below
10 ke corresponding to hits in adjacent pixels detecting charge sharing. In case of
the proton beam the peak of the proton hit and the peak caused by charge sharing
are overlapping. However, the number of detected electrons in the seed pixel is
much lower than in the GEANT4 simulation for all three particle types. For exam-
ple, the number of created electron-hole pairs of the carbon beam with an energy
of 176 MeV/u (2.1 GeV) is more than 7 times higher in the GEANT4 simulation
than in the Allpix2 simulation. This leads to the assumption that not all diffusion
charges are detected by the pixel readout. The propagation module of the simulation
produces a histogram of the initial position of the electron-hole pairs created by ion-
ization that are detected by the pixels. Figure 9.17a shows that almost all detected
electrons are created in the depletion zone of the sensor. A steep step between the
depleted and undepleted region of the sensor is visible. This step is caused by the
description of the electric field in the sensor, since no variation of the electric field
between different pixels is simulated. Outside of the depletion zone, the number
of detected electrons decreases exponentially with the initial position of the charge
carrier creation in z-direction (depth). To understand the contribution of diffusion
charges to the signal, a simulation with different sensor thicknesses is performed.
For that, a carbon beam with a beam energy of 2.1 GeV is used. The histogram of
the detected electrons for different sensor thicknesses is shown in Figure 9.17b. For
all sensor thicknesses, the same two peak structure as in Figure 9.16 is observed.
The broad peak, which corresponds to the seed pixel of a hit cluster, peaks at 900 ke
for all sensor thicknesses between 200 and 700 µm, while for the 100 µm sensor the
peak is shifted to a lower value by 100 ke. This yields that the number of detected
charge carriers in the seed pixel, the pixel hit by the ion, do not increase with the
sensor thickness above a sensor thickness of 200 µm. In contrast, the number of pix-
els recording a small signal, which corresponds to the sharp peak in Figure 9.17b,
increases with the sensor thickness. The hits with a small signal are caused by
charge sharing due to lateral diffusion in the undepleted region of the sensor. In
total, the number of electrons collected by all pixels is 1.7 times larger in a 700 µm
sensor than in a completely depleted 100 µm silicon sensor. This indicates that
the sensor thickness affects the cluster size of an ion hit, but does not increase the
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signal amplitude at the center of the cluster significantly. Thus, the observed delay
of hits in outer pixels of a cluster in the carbon measurement can be caused a con-
tribution of lateral diffusion to the signal. However, this simulation cannot be used
to determine the expected cluster size of ion hits for the HIT test beam because it
is not known how many of these small signals will pass the threshold of a real sensor.

9.3.3 Summary

In this section a GEANT4 and an Allpix2 are performed to qualitatively study
the observation of the ion beam measurement. GEANT4 is a useful simulation
tool to determine the interaction between beam particles and sensor material. The
simulation used here yields that electrons are created by interactions between carbon
beam and air and hints that bumps are created by nuclear interaction between an
ion beam and the sensor material.
In contrast, Allpix2 is a tool to simulate the electronic response of pixels sensors.
Different approaches can be used to reduce the computing time for the simulation
of a pixel detector. However, the response of a largely undepleted sensor can not be
simulated easily. The Allpix2 simulation performed here hints that only a fraction of
the electron-hole pairs created in the undepleted region of the sensor create a signal
in the sensor. However, the diffusing charges in the undepleted region can increase
the size of hit clusters due to lateral diffusion.
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10 Conclusion

In this thesis, the ATLASPix3.1 HV-MAPS sensor together with the GECCO DAQ
system are used to develop and validate different measurement environments which
can be used to test the MightyPix v1 prototype with respect to its application in the
LHCb experiment. Moreover, the measurements performed in this thesis can hint on
the expected performance of the MightyPix v1 prototype, since the ATLASPix3(.1)
is predecessor of the MightyPix.

The GECCO DAQ system is commissioned in Heidelberg and its proper functioning
is verified. The firmware of the GECCO system is improved to operate the sensor
at higher data rates and to increase the hit rate capabilities of the DAQ system.
The ATLASPix3.1 is successfully tuned using injection pluses, which are calibrated
using an iron-55 γ-radiation source. A similar tuning procedure is foreseen for the
calibration of the MightyPix prototype.

The hit rate capabilities of the ATLASPix3.1 are determined using a photon beam of
an X-ray tube. It is determined that the hit rate limitations of the ATLASPix3.1 are
caused by its finite state machine. The experimental rate limitations of the AP3.1
is 9.7 MHz and agrees with the theoretical limit calculation of 9.8 MHz. Rate mea-
surements with X-ray tubes can be a useful to determine hit rate dependent effects
in MightyPix prototypes, which will be operated in a high particle rate environment.

It is demonstrated that ion beams can be used to study the response of the AP3.1
sensor to large energy depositions. The energy deposition of an ion beam in the
ATLASPix3.1 sensor is correlated with the size of the hit cluster and the ToT of a
cluster. Large cluster, here called bumps, are observed in the beam of helium and
carbon ions. There is evidence that these bumps are created by nuclear interac-
tion between an ion beam and the sensor material. The knowledge of the detector
response of HV-MAPS to ion beams is important for future tests using ion beams
to study the effect of single events upsets and the energy dependence of hit cluster
sizes.
For a more comprehensive understanding of the physical processes driving the detec-
tor response of HV-MAPS to large energy depositions by ion beams a GEANT4 and
an Allpix2 simulation are performed. The GEANT4 simulation is used to determine
effects in the interaction between ion beam and sensor material. The results of this
simulation support the hypothesis that the bumps are caused by nuclear interactions
between the beam and the sensor material. An Allpix2 simulation is performed to
determine the influence of ionization in the undepleted substrate of the sensor. This
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simulation yields that electron-hole pairs created in the undepleted region of the
sensor increase the size of a hit cluster. However, a more detailed simulation study
is necessary to determine how many of the signals created by lateral diffusion in the
undepleted region pass the threshold of an HV-MAPS. A simulation study about
the signal caused by diffusing charges can be supplemented by a comparison mea-
surements between sensors, which have different thicknesses.

In conclusion, setups to study hit rate dependent effects in the readout of the AP3.1
and setups and simulations to study large energy deposition in the AP3.1 have been
developed. The developed measurement setups allowed to systematically study the
ATLASPix3.1 sensor and these setups can be used to test the MightyPix sensors as
well.
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A Sensor Configuration

Voltage Voltage on Sensor Voltage on GECCO
HV −60 V −60 V
VDD33 − 3.10 V
VDD 1.85 V 1.93 V
VSSA 1.26 V 1.30 V
VMinus 0.58 V 0.63 V
VLVDS − 1.60 V
Gate 2.08 V 2.10 V

Table A.1: Voltages applied to the sensor and DAQ system.

VDAC Parameter DAC Value
Bl 140
Th 155− 170
Inj 0− 255

Table A.2: VDAC settings used for measurements.

Configuration Parameter Value
ckdivend 0
ckdivend2 7
timerend 0 or 1*
slowdownd 3
maxcycend 255

Table A.3: Configuration bits used for measurements. *Only for external clock of
600 MHz.
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Parameter DAC Value
BlRes 8
IThRes 8
VN1 20
VNFoll 13
VNRegc 8
VNDel 8
VPComp 8
VPDAC 8
VN2 0
VBlresdig 8
VNBias 8
VPLoad 8
VNOut 8
VPDclMux 11
VNDclMux 11
VPDelDcl 11
VNDelDcl 11
VPDelPreEmp 11
VNDelPreEmp 11
VPDcl 11
VNDcl 11
VNLVDS 20
VNLVDSDel 3
VPPump 0
VPRegCasc 20
VPrampDig 20
VNComp 22
VPFoll 16
VNDAC 7
VPBiasRec 30
VNBiasRec 30

Table A.4: DAC settings used for measurements
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B Hitmap Pattern

B.1 State Machine Error

When the state machine of the 1.2 Gbit/s readout runs at 60 MHz the hit information
is corrupted. The data is corrupted by the FSM not setting certain bits of the data.
This shows up in the hitmap as a kind of grid pattern. Additionally, both timestamps
are corrupted as well.
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Figure B.1: Pattern observed at fSM = 60 MHz using an 90Sr source. Radiation
spot in row 250− 350.
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B.2 Oscillation

If many pixels are noisy, the other pixels of the sensor also become noisy. This leads
to a cascade effect, whereby all pixels send hits continuously. This effect is visible
at the Hitbus test output, where only a noisy high level is seen (Figure B.2). In the
hitmap (Figure B.2a) this leads to encoding failures and column drain effects.
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Figure B.2: Sensor in oscillation state: a) Measured hitmap. b) Hitbus test output.
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