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Untersuchung von B0→ K∗0γ Übergängen
im K∗0e+e− Endzustand

Diese Arbeit präsentiert eine Messung des Verzweigungsverhältnisses und
eine Analyse der Winkelverteilungen des B0 → K∗0e+e− Zerfalls. Die
Messungen basieren auf einem Datenset von pp Kollisionen, das mit dem
LHCb Experiment aufgenommen wurde und einer integrierten Luminosität
von 9.0 fb−1 entspricht. Die Analyse beschränkt sich auf den Bereich
mit sehr niedrigem invarianten Massenquadrat des Elektronenpaares (q2)
zwischen 0.0008 und 0.257 GeV2, in dem der Zerfall hauptsächlich durch
den B0 → K∗0γ Übergang mit einem virtuellen Photon stattfindet. Das
Verzweigunsverhältnis in diesem Bereich wird zu B(B0 → K∗0e+e−) =
(2.06± 0.10± 0.08)× 10−7 bestimmt, wobei die erste Unsicherheit statistis-
cher Natur ist und die zweite sich aus Unsicherheiten der externen Eingabew-
erte ergibt. Die Analyse der Winkelverteilung ergibt FL = (4.4±2.6±1.4)%,
wo die erste Unsicherheit statistisch und die zweite systematischer Natur ist,
sowie AReT = −0.064±0.077±0.015, A(2)

T = 0.106±0.103±0.017 und AImT =
0.015± 0.102± 0.012 für die restlichen Parameter der Winkelverteilung. Die
letzten beiden sind sensitiv auf die Polarisation der virtuellen Photonen. Alle
gemessenen Werte sind mit Vorhersagen des Standard Models vereinbar und
stellen die stärksten Einschränkungen für die b → sγ Photon Polarisation
dar.

Studies of B0→ K∗0γ transitions
reconstructed in the K∗0e+e− final state

This thesis presents a branching fraction measurement and angular analysis
of the B0→ K∗0e+e− decay. The data sample corresponds to an integrated
luminosity of 9.0 fb−1 of pp collisions collected with the LHCb experiment.
The analysis is conducted in the very low dielectron mass squared (q2) in-
terval between 0.0008 and 0.257GeV2, where the decay is dominated by the
B0→ K∗0γ transition with a virtual photon. The branching fraction is mea-
sured to be B(B0→ K∗0e+e−) = (2.06± 0.10± 0.08)× 10−7, where the first
uncertainty is statistical and the second due to the uncertainty of external
inputs. The angular observables are measured to be FL = (4.4± 2.6± 1.4)%
and AReT = −0.064 ± 0.077 ± 0.015, where the first uncertainty is statisti-
cal and the second systematic, as well as A(2)

T = 0.106 ± 0.103 ± 0.017 and
AImT = 0.015± 0.102± 0.012. These last two observables are sensitive to the
virtual photon polarization. The results are consistent with Standard Model
predictions and provide the world’s best constraint on the b → sγ photon
polarization.
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1 Introduction

The Standard Model (SM) of particle physics is currently the best known the-
ory that describes fundamental interactions between particles. It covers three
of the four fundamental interactions, namely the electromagnetic, weak and
strong interaction. The Standard Model has been tested extensively over the
past decades and has stood strong in nearly all experiments. But it is not
a complete theory of fundamental interactions since it does not include a de-
scription of gravity and falls short of explaining some phenomena, such as the
non-zero mass of neutrinos for example.
The last missing piece of the SM itself was experimentally found in 2012, when
the ATLAS and CMS collaborations announced the discovery of the Higgs
boson. So the quest of particle physics today is to find physics beyond the
Standard Model (BSM physics).
This can be done in two different ways. The first option is to find new particles
that are not part of the elementary particles predicted by the Standard Model,
which are direct evidence of BSM physics. (One example are searches for Dark
Matter particles.) The other option involves precision measurements of quan-
tities that the Standard Model can predict. Deviations between experimental
results and theory predictions would require BSM physics to explain them.
One ideal channel that is sensitive to possible BSM contributions is the transi-
tion of b quark to an s quark with the additional emission of a photon, b→ sγ.
Decay processes that are mediated by this transition are suppressed in the SM,
which makes them more susceptible to even small BSM contributions. The
photons emitted in these b→ sγ transitions predominantly have a left-handed
polarization. A larger right-handed polarization would indicate BSM physics.

In this thesis, the B0→ K∗0e+e− decay is studied, which is mediated by the
b→ sγ transition with a virtual photon if one restricts the analysis to the very
low region of dielectron invariant mass squared (q2). The symbol K∗0 denotes
the K∗0(892) meson reconstructed via its decay K∗0 → K+π−. The inclusion of
charge-conjugate processes is implied throughout this thesis and natural units
with c = 1 are used.
An angular analysis is performed, which allows the determination of the pho-
ton polarization in the b → sγ transition with great precision. In addition
the branching fraction of the B0→ K∗0e+e− decay in the selected q2 region is
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measured. The data that is used in this analysis was recorded by the LHCb
experiment in proton-proton collisions produced by the Large Hadron Collider
(LHC) from 2011 to 2018.

This thesis is structured as follows. First, there is a short theoretical overview
of the Standard Model and it is explained how an angular analysis of the
B0 → K∗0e+e− decay can be used to measure the b → sγ photon polariza-
tion in Chapter 2. The LHCb detector is described in Chapter 3. Then an
overview of the analysis strategy follows in Chapter 4. The data selection and
background contributions are discussed in Chapter 5. The next Chapter 6 de-
scribes a fit to the invariant mass of the final state particles from which the
branching fraction of the B0→ K∗0e+e− decay can be measured. This is fol-
lowed by Chapter 7, where the angular fit is presented that is the integral part
of the angular analysis. These fits are validated with different methods that
are described in Chapter 8. At last, the results are presented and discussed in
Chapter 9.
The author of this thesis worked together with other LHCb collaborators

on the angular analysis presented here. The results of the angular analysis
were published recently as part of an official LHCb analysis in Ref. [1]. In
addition, the angular analysis is documented in detail in the PhD thesis of one
of the LHCb collaborators in Ref. [2]. The author of this thesis contributed
mainly to the angular fit and the fit validation in the angular analysis. In
addition, the author performed the necessary steps to do the branching fraction
measurement, which is presented here for the first time.
In order to deliver a comprehensive thesis, all parts of the analysis will be
introduced. It will be marked, where work from the other collaborators is
summarized.
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2 Theory

2.1 Standard Model of particle physics

The Standard Model (SM) of particle physics is currently the best known quan-
tum theory that describes the interactions of subatomic particles. It describes
three of the four fundamental interactions, namely the electromagnetic, weak
and strong interactions, while a quantum description of gravity is not included.
The interactions between particles are mediated by spin 1 particles, called gauge
vector bosons. The gluons mediate the strong interaction. There are eight types
of gluons, each carrying a color and anti-color, which is the charge of the strong
interaction. The W± and Z bosons mediate the weak interaction, while the
photon γ mediates the electromagnetic interaction. The W± and Z bosons are
massive and therefore have three degrees of freedom, called polarizations. The
gluon and photon are massless and only have two possible polarizations.
The twelve fermions with spin 1/2 are the building blocks of matter in the
SM. They are further divided into quarks and leptons. All fermions also have
their associated anti-particle and participate in the weak interaction and, with
exception of the three electrically neutral neutrinos, also in the electromag-
netic interaction. The three neutrinos and the electron, muon and tau form
the leptons. The six quarks carry an additional color charge and are therefore
subject to the strong interaction. Due to the nature of the strong interaction,
quarks are never observed as free particles and only form color neutral bound
states consisting of a quark and anti-quark or three quarks, called mesons and
baryons, respectively. Recently, also exotic states consisting of more quarks
have been observed (see for example Ref. [3]). All particles that consist of
quarks are called hadrons. The quarks are divided into up-type quarks (u,c,t)
with electric charge q = +2/3e and down-type quarks (d,s,b) with q = −1/3e.
These types of quarks are referred to as quark flavor.
The last piece in the SM is the Higgs boson, which was experimentally found
in 2012 [4, 5]. This spin 0 scalar particle provides a mechanism through which
all other fundamental particles acquire their mass.
A summary of the elementary particles in the SM with their mass, charge and
spin is given in Figure 2.1. As one can see, both quarks and leptons, appear
in three so-called generations, where the second and third generation essen-
tially are heavier copies of the first generation. The origin of this structure is
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Figure 2.1: Overview of the elementary particles in the Standard Model with
their main properties. From Ref. [6]

currently not understood in the SM.

2.2 The weak interaction of quarks

The weak interaction has the ability to change quark flavor. A common ex-
ample is the β− decay of radioactive materials, where a d quark changes into
a u quark and therefore transforms a neutron into a proton inside the nu-
cleus. The flavor-changing weak interaction is mediated by the charged W+

and W− bosons. In order to conserve electric charge, they only couple to pairs
of fermions that differ by one unit of the elementary charge e. Charge neutral
flavor-changing transitions (FCNC) are therefore forbidden at tree-level and are
thus very suppressed in the SM.
The relative coupling strength of flavor-changing interactions between quarks
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are described by the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix

VCKM =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 (2.1)

where the transition between flavor i and flavor j is associated with the matrix
element Vij. The magnitudes and phases of the CKM matrix elements are
not predictions of the SM but rather have to be measured from interactions
of mesons and baryons containing the corresponding quarks (see for example
Ref. [7]). The CKM matrix has near diagonal from and interactions between
quarks of the same generation are favored. Interactions between quarks of
different generations are heavily suppressed.

2.3 Beyond the Standard Model

The Standard Model had and still has unprecedented success in predicting a
vast amount of observables that have been verified by experiments with very
high precision. But the SM presents some shortcomings additional to a miss-
ing inclusion of general relativity and no explanation of the strong hierarchy
in the CKM matrix, as mentioned above. In particular, the SM does not pro-
vide a mechanism to explain the non-vanishing neutrino mass [8] nor does it
provide a Dark Matter candidate [9] or enough CP violation to explain the
matter/anti-matter asymmetry in the universe [10], both of which are well es-
tablished through cosmological observations. This therefore motivates theories
that go beyond the Standard Model (BSM) and are able to solve at least some
of the shortcomings of the SM.
There are two ways of searching for Beyond Standard Model physics experimen-
tally. Firstly, one can find BSM physics directly, by producing new particles
that are not part of the SM in highly energetic particle collisions. The world’s
most energetic accelerator for that is the Large Hadron Collider (LHC) [11] that
reaches center-of-mass energies up to 13 TeV. This energy can be used to create
particles with a mass up to the TeV scale. The best limits on searches for new
particles at these scales are set by the ATLAS [12] and CMS [13] experiments,
in for example Refs. [14,15].
Secondly, one can measure known SM processes and look indirectly for devi-
ations coming from BSM contributions. This relies on a precise measurement
and theory prediction so that even small deviations can be spotted. Such in-
direct approaches have been quite successful in particle physics, such as the
observation of CP violation in kaon decays that led to the prediction of a third
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Figure 2.2: Example of a b → sγ transition with the B0→ K∗0γ decay. One
possible Feynman diagram is shown on the left, while the effective diagram is
depicted on the right.

quark family [16, 17] several years before they (and even the c quark) were
directly observed [18,19].

2.4 The b→ sγ transition

A well suited candidate for indirect searches for BSM physics are B decays in-
volving the transition of a b quark to an s quark. This transition is a FCNC and
forbidden in the SM at tree level. It is still possible, however, if the process oc-
curs via electroweak loops in the Feynman diagrams, as depicted in Figure 2.2.
This means that these processes are rare in the SM and thus more sensitive
to BSM physics, which may contribute with new tree level diagrams (such as
leptoquark models [20]) or new particles entering in the loop (such as a new
light scalar [21]).
In addition, the mass of the b quark mb provides advantages. It is much larger
than the typical scale of the strong interaction (mb � ΛQCD) so that trou-
blesome long-distance contributions are generally less important. At the same
time, it is much smaller than the masses of the electroweak gauge bosons and
the top quark. This allows the construction of an effective low-energy theory
describing the quark interaction, similar to Fermi’s effective theory of weak de-
cays, where the four fermions would couple directly instead of the interaction
being mediated by the heavy W± bosons. This effective approach is called Op-
erator Product Expansion (OPE) [22], which separates the low-energy (large
distance) from the high energy (small distance) degrees of freedom by building
an effective Hamiltonian of the form

〈f |Heff | i〉 =
∑
k

Ck(µ) 〈f |Ok(µ)| i〉 , (2.2)

where the low-energy part is encoded in the local operators Ok and the high-
energy part is encoded in the so called Wilson coefficients Ck, both depending
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on the renormalization scale µ. As in Fermi’s effective theory, the propagation
of the high-energy degree of freedoms is reduced to point-like interactions with
an effective coupling strength given by the Wilson coefficients (see Figure 2.2).
The effective Hamiltonian of the b→ s transition is given by [23]

Heff = −4GF√
2
VtbV

∗
ts

∑
k

(CkOk + C ′kO′k) , (2.3)

where GF is the Fermi constant and Vij are the CKM matrix elements. The
relevant operators for the b→ sγ transition are

O7 =
e

16π2
mb (s̄σµνPRb)F

µν ,

O′7 =
e

16π2
mb (s̄σµνPLb)F

µν
(2.4)

where e is the fundamental electric charge, σµν = [γµ, γν ] and PR,L = (1± γ5)
are the projectors on the right- (left-) handed chirality. The symbols s and
b denote the fields for the quarks, while the electromagnetic field tensor Fµν
represents the photon involved in the b→ sγ transition.
The Wilson coefficients are first calculated at the electroweak mass scale µ =
mW by matching the effective theory to the full SM theory. At this scale,
corrections from QCD are small and can be calculated precisely. The Wilson
coefficients are then developed down to µ = mb using the renormalization group
equations, which ensures that the QCD corrections are taken into account.
In this framework, contributions from BSM physics manifests itself by modi-
fying the values of these coefficients or enhancing Wilson coefficients that are
suppressed in the SM.
The Wilson coefficients C(′)

7 describe the helicity structure of the b → sγ tran-
sition. In the SM, the photon emitted in this transition is predominantly left-
handed, since the weak interaction is left-handed. The contribution with right-
handed polarization is suppressed by a factor

C ′7
C7

' ms

mb

' 0.02 (2.5)

up to QCD corrections [24]. On the other hand, many BSM theories allow
for large right-handed currents, i.e. values of C ′7, such as Minimally Super-
symmetric Standard Models (MSSM) [25–28] or Left-Right Symmetric Models
(LRSM) [29]. A measurement of the photon polarization in b→ sγ transitions
is therefore an excellent way of probing BSM physics.
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2.5 Measuring the photon polarization with
B0→ K∗0e+e− decays

The photon polarization in b → sγ transitions has been probed by several
experiments by constraining the allowed values of the Wilson coefficients C(′)

7 .
Usually, observables in radiative decays with a photon in the final state are
used as probe.
One possibility is the measurement of inclusive branching fractions of B→ Xsγ
decays, where Xs is any state containing an s quark. The branching fraction
is proportional to |C7|2 + |C ′7|2, and thus provides circular constraints in the
(C7, C ′7) plane. This measurement is performed by the Belle and BaBar collab-
orations [30–34]. The world average [35] is B (B → Xsγ)exp (Eγ > 1.6GeV) =

(3.32± 0.15)× 10−4, which is in very good agreement with the SM prediction
B (B → Xsγ)th (Eγ > 1.6GeV) = (3.36± 0.23)× 10−4 [36].
Other possibilities to probe the chirality of the b→ sγ transition include mea-
surements of mixing-induced CP asymmetries and time-dependent decay rates
of radiative B0 and B0

s decays. This is done by the Belle and BaBar collabora-
tions in B0→ K0

Sπ
0γ decays [37,38] and by the LHCb collaboration in B0

s→ φγ
decays [39].
The analysis presented in this thesis focuses on another possibility. Instead of

Figure 2.3: Artistic sketch of the B0 → K∗0`+`− spectrum as function of
q2 [40]. The main Wilson coefficients contributing in the different q2 regions
are indicated on top of the curve.

10



Figure 2.4: Dominant Feynman diagrams of the B0→ K∗0γ decay (left) and
B0→ K∗0e+e− decay (right) at very-low q2.

measuring the handedness of real photons in b → sγ transitions, virtual pho-
tons in b→ s`+`− transitions that materialize into a dilepton pair are used. In
order to isolate b→ s`+`− transitions dominated by the b → sγ contribution,
one has to restrict the analysis to a region of very low dilepton mass squared
(q2). Figure 2.3 sketches the q2 spectrum of B0→ K∗0`+`− decays that involve
b→ s`+`− transitions. The contribution of C(′)

7 is largely dominant at the low
end of the q2 spectrum and can thus be isolated from contributions of other
Wilson coefficients such as C(′)

9 and C(′)
10 . This region of very-low q2 can only be

accessed via b → se+e− transitions, however, due to the low mass of electrons
compared to muons and taus [41, 42]. Figure 2.4 shows Feynman diagrams for
the decays B0→ K∗0γ and B0→ K∗0e+e− that are dominant in the region of
very-low q2. The only difference between both decays is an additional electro-
magnetic vertex, which comes from the fact that the photon in B0→ K∗0e+e−

decays is virtual. It is therefore possible to study the photon polarization in
b→ sγ transitions with the decay B0→ K∗0e+e− at very-low q2.
One possible observable that can be studied in B0→ K∗0e+e− decays is the
branching fraction of this decay. The theoretical prediction of the branching
fraction of B0→ K∗0e+e− decays in the q2 region considered in this thesis is
B (B0→ K∗0e+e−)th = (2.0± 0.4)× 10−7, as calculated with the Flavio soft-
ware package [43]. This prediction comes with relatively large uncertainties due
to hadronic form factors [44], so that the sensitivity to the photon polarization
is reduced.
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Another possibility is the study of angular distributions of the final state parti-
cles of the B0→ K∗0e+e− decay. As described below, angular observables can
be defined that are sensitive to the photon polarization in b→ sγ transitions. A
previous angular analysis of B0→ K∗0e+e− decays was published by the LHCb
collaboration in the q2 region between 0.0002 and 1.120 GeV2 [45]. This thesis
presents an updated analysis, including a larger data sample and an improved
selection process.

2.6 Differential decay width of the
B0→ K∗0e+e− decay

The differential decay width of the B0→ K∗0e+e− decay can be described as
a function of q2 and three angles θl, θK and φ. The angle θl is defined as the
angle between the direction of the e+ and the direction opposite to that of the
B0 meson in the dielectron rest-frame. The angle θK is defined as the angle
between the direction of the kaon and the direction opposite to that of the B0

meson in the K∗0 meson rest-frame. The angle φ is defined as the angle be-
tween the plane containing the electron and positron and the plane containing
the kaon and pion in the B0 meson rest-frame. This angular basis is chosen
such that the angular definition for the B0 decay is the CP conjugate of that
of the B0 decay. These definitions are identical to those used for other angular
analysis, such as Ref. [46], including the sign flip of φ (φ → −φ) for the B0

decay. The angular basis is sketched in Figure 2.5. A detailed definition of the
angles can be found in Ref. [2].
A description of the full angular decay distribution is derived in Ref. [47] start-
ing from the matrix element of the effective Hamiltonian (see Equation 2.2).
The angular decay distribution is defined as CP average between B0 and B0

decays. In addition a limit of massless leptons is considered. With this, the
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Figure 2.5: A sketch of the definition of the angular basis θl, θK and φ for the
B0→ K∗0e+e− decay. From Ref. [40]

CP -averaged differential decay width reads〈
d4Γ

dq2 d cos θ` d cos θK dφ

〉
CP

=
9

32π

{
3

2
(1− FL) sin2 θK + FL cos2 θK

+

[
1

2
(1− FL) sin2 θK − FL cos2 θK

]
cos 2θl

+ S3 sin2 θK sin2 θl cos 2φ

+ S4 sin 2θK sin 2θl cosφ

+ S5 sin 2θK sin θl cosφ

+
4

3
AFB sin2 θK cos θl

+ A7 sin 2θK sin θl sinφ

+ A8 sin 2θK sin 2θl sinφ

+ A9 sin2 θK sin2 θl sin 2φ
}
,

(2.6)

with CP averaged observables Si, CP asymmetries Ai, the forward-backward
asymmetry, AFB, and the longitudinal polarization fraction of the K∗0 meson,
FL. This expression can be further simplified by applying the transformation

φ̃ =

{
φ + π ifφ < 0

φ ifφ ≥ 0
(2.7)
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to the angle φ. This folding cancels out terms that are proportional to sinφ
and cosφ and thus reduces the number of free parameters. It does not affect
the sensitivity to the photon polarization, however, as the sensitive observables
are unchanged [48]. The remaining coefficients can be expressed in terms of
transverse observables [49]

S3 =
1

2
(1− FL)A

(2)
T

AFB = (1− FL)AReT

A9 =
1

2
(1− FL)AImT ,

(2.8)

which are optimized observables for which the leading form-factor uncertainties
cancel [49,50]. This allows for more precise theoretical predictions.
The B0 → K∗0e+e− differential decay width can therefore be expressed as
function of three angles θl, θK and φ̃ and four angular observables FL, A

(2)
T , AReT

and AImT as〈
d4Γ

dq2d cos θ`d cos θKdφ̃

〉
CP

=
9

16π

{
3

4
(1− FL) sin2 θK + FL cos2 θK

+

[
1

4
(1− FL) sin2 θK − FL cos2 θK

]
cos 2θl

+
1

2
(1− FL)A

(2)
T sin2 θK sin2 θl cos 2φ̃

+ (1− FL)AReT sin2 θK cos θl

+
1

2
(1− FL)AImT sin2 θK sin2 θl sin 2φ̃

}
(2.9)

The definition of the four angular observables in terms of transversity ampli-
tudes A0, A⊥ and A|| is given in Appendix A.1 and Ref. [49].
As mentioned, the observable FL corresponds to the longitudinal polarization
fraction of the K∗0 meson. It is expected to be small at low q2, since the virtual
photon is quasi-real and therefore transversely polarized. The observable AReT
is related to the lepton forward-backward asymmetry AFB as shown in Equa-
tion 2.8 [50]. The observable A(2)

T is averaged between B0 and B0 decays, while
AImT corresponds to a CP asymmetry, as can be seen in Equation 2.8 [51].
The observables A(2)

T and AImT depend only on the B0→ K∗0e+e− transversity
amplitudes, A⊥ and A||, and vanish if these amplitudes are completely left-
handed. In the limit of q2 → 0, which is a valid approximation for the q2 region
considered in this thesis, both observables are closely related to the photon po-
larization in B0→ K∗0γ transitions. They can be related to the ratio of right-
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to left-handed photon amplitudes, AR and AL, through [44,50]

tanχ ≡ |AR/AL|
A

(2)
T = sin(2χ) cos(φ7 − φ′7) cos(δ7 − δ′7)

AImT = sin(2χ) sin(φ7 − φ′7) cos(δ7 − δ′7),

(2.10)

where φ(′)
7 is the weak phase and δ

(′)
7 the strong phase of the corresponding

Wilson coefficients C(′)
7 = |C(′)

7 |eiφ
(′)
7 eiδ

(′)
7 . Corrections to these approximations

that could come from the influence of the Wilson coefficients C9 and C10 are
smaller than 0.006 even if large BSM effects are assumed [43]. As a final step
the Flavio software package [43] (version 2.0.0) can be used to translate the
photon polarization in B0 → K∗0γ transitions to the photon polarization in
b→ sγ transitions, which can be expressed as the ratio of right- to left-handed
C(′)

7 Wilson coefficients. In this calculation, hadronic contributions have to be
taken into account [44].
The SM predictions for the four angular observables in the q2 range considered
in this thesis are

FL(SM) = 0.051± 0.013

AReT (SM) = −0.0001± 0.0004

A
(2)
T (SM) = 0.033± 0.020

AImT (SM) = −0.00012± 0.00034

(2.11)

calculated using the Flavio software package [43, 44]. The theoretical uncer-
tainties on the angular observables are much smaller than the experimental
sensitivity of the results of this thesis.
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3 The LHCb experiment at the LHC

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [11] is the world’s most energetic particle
accelerator. It is located in Geneva, Switzerland, at the European Organiza-
tion for Nuclear Research (CERN). The accelerator is housed underground in
a 27 km long circular tunnel, crossing the French-Swiss border and passing un-
der Lake Geneva. Two opposing beams of protons are kept on circular orbits
by superconducting magnets, bringing them into collision at four interaction
points, where the main LHC experiments are located.
The ATLAS [12] and CMS [13] experiments are designed as general purpose
detectors and cover a wide spectrum of high energy physics. The ALICE [52]
experiment is specialized in the study of heavy ion collisions aiming to achieve
a better understanding of strongly interacting matter. The LHCb [53] experi-
ment is dedicated to precision measurements in b and c hadrons. Is described
in detail in the following Section 3.2.
The LHC started its operations in 2008 and functions as the highest center-
of-mass energy stage of the CERN accelerator complex depicted in Figure 3.1.
During operation in 2011 and 2012 it reached center-of-mass energies of

√
s =

7 TeV and
√
s = 8 TeV, respectively. This data taking period is denoted as

Run 1, which enabled the discovery of the Higgs boson by the ATLAS and
CMS experiments. The data taking was followed by an upgrade period where
the center-of-mass energy was increased. From 2015 to 2018 the LHC ran at
center-of-mass energies of 13 TeV collecting data in the so called Run 2. Since
2019 the accelerator complex is in a shutdown again, undergoing massive up-
grades for the accelerators and experiments.

3.2 The LHCb experiment

The LHCb [53,54] experiment is one of the four main experiments at the LHC.
It is specialized in the study of b (and c) hadrons mainly produced through
hadronization of bb quark-pairs produced in the proton-proton collisions of the
LHC. Due to the high-energies provided by the LHC and the fact that the
main bb production process at the LHC is gluon fusion, the bb quark-pairs are
boosted in the forward or backward direction. The LHCb detector is therefore
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Figure 3.1: Sketch of the CERN accelerator complex. The date below each
accelerator denotes the year this accelerator was first used. The lower stage
accelerators do not only function as input to the LHC but also deliver beam to
several other experiments. Taken from CERN-DI-0812015 and not to scale.

designed as a single-arm spectrometer covering the forward direction to detect
bb quark-pairs and their decay products.
With that, the LHCb experiment has collected the world’s largest data set of
B meson decays that is used to make significant contributions in the field of
flavor physics. Crucial to this achievement is an exact location of decay vertices
as well as excellent momentum resolution and identification of the particles in-
volved in the decay.
The general layout of the LHCb detector is shown in Figure 3.2. The proton-
proton collisions happen inside the VErtex LOcator (VELO). This high preci-
sion tracking detector is used to measure the coordinates of vertices near the
interaction point and to determine the impact parameter1(IP) of tracks. A
dipole magnet creates a magnetic field that bends the trajectory of charged
particles. Tracking detectors before (upstream) and after (downstream) the

1The impact parameter is the transverse distance of closest approach between a particle
track and a interaction vertex.
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Figure 3.2: Schematic side view of the LHCb detector with the LHCb col-
laboration logo. A right-handed coordinate system is defined with z along the
beam axis, y vertical and x horizontal. From Ref. [53].

magnet detect the trajectory of particles, enabling a momentum measurement.
A calorimeter system consisting of Electromagnetic (ECAL) and Hadronic
(HCAL) CALorimeters provides particles identification of electrons, photons
and hadrons as well as a measurement of their energies. Additionally, particle
identification for hadrons is provided by two Ring Imaging CHerenkov (RICH)
detectors. Muon chambers located at the downstream end of the detector pro-
vide muon identification.

3.2.1 Tracking and vertex reconstruction

The tracking and vertexing system at LHCb is responsible for reconstructing
vertices close to the proton-proton interaction point and measuring the mo-
mentum of charged particles by reconstructing their trajectories, called tracks.

Vertex reconstruction

Hadrons containing a b or c quark are long lived particles. At LHCb they
typically travel a distance of a few millimeters before further decaying. Their
daughter particles are therefore created at distinct vertices other than the pri-
mary interaction vertex (PV). The precise measurement of track coordinates in
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Figure 3.3: (Top) Cross-section in the (x, z) plane of the VELO detector in
fully closed position. (Bottom) Front face of the VELO modules in closed (left)
and open (right) position. From Ref. [53].

this region near the primary interaction point is provided by the VELO detec-
tor [55].
The VELO detector (Figure 3.3) consists of 21 stations of silicon semi-disks
along the beam axis equipped with two silicon microstrip sensors. One sensor
is used to measure the radial distance r, the other sensor to measure the az-
imuthal angle φ. The modules are as close as 8 mm to the beam axis during
data taking and can be retracted when the detector is not used in order to not
be damaged by the large beam size during injection.

Track reconstruction

A dipole magnet with an integrated magnetic field strength of about 4 Tm bends
the trajectories of charged particles. The magnetic field created by the magnet
is known with high precision. This allows the determination of a particle’s
momentum by measuring the bending radius of the particle’s trajectory. This
trajectory is detected by a series of tracking detectors installed upstream and
downstream of the magnet. The four stations of the Trigger Tracker (TT) are
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upstream of the magnet. The three downstream tracking stations (T1-3) are
divided into two parts: the Inner Trackers (IT) close to the beam axis and
the Outer Trackers (OT) [56] farther away. The same technology of silicon
microstrip sensors is used for the TT and IT. Since the occupancy is lower in
the outer region, drift-time detectors with straw-tubes are used for the OT.
The best momentum resolution is achieved for tracks where information from
all tracking stations and hits in the VELO detector are combined (so called
long tracks). These long tracks have a relative momentum resolution δp/p of
0.4% − 1% and tracking efficiencies of about 95% in the momentum range of
interest for B meson decays.

3.2.2 Particle identification and energy measurement

After the momentum reconstruction for particles the remaining tasks for the
detector is to provide an energy measurement for the particles and to identify
their species. For charged particles these two are the same task, since particles
are identified via their mass, which is connected to the energy via

E =
√
p2c2 +m2c4, (3.1)

where E is the energy, p the momentum and m the mass of a particle and c
the speed of light. At LHCb different techniques and subdetectors are used to
provide particle identification: the two RICH detectors, the calorimeters and
the muon system. Special care has to be taken for photons and electrons, as
they come with some difficulties for the subsystems.

Ring-imaging Cherenkov detectors

The LHCb detector utilizes two RICH detectors [57] to identify and distinguish
different charged hadrons. Most importantly, the subdetectors are able to dis-
tinguish kaons and pions, which are present in many decays of B mesons. The
detection principle of RICH detectors is based on Cherenkov radiation that is
emitted by particles traveling faster than the speed of light in a medium. This
Cherenkov light is emitted in a cone with angle θ, depending on the particles
velocity as

θ =
1

nβ
, (3.2)

where n is the refractive index of the medium and β the particles velocity
relative to the speed of light. Together with the momentum measurement this
allows the determination of the mass through

m =
p

cβγ
, (3.3)
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Figure 3.4: Schematic side view of the RICH 1 detector (left) and top view
of RICH 2 detector (middle) [53]. Measured Cherenkov angle as a function of
particle momentum for 2011 LHCb data (right) [57].

where γ = 1/
√

1− β2 is the relativistic Lorentz factor. The RICH detectors are
designed to measure the opening angle by projecting the Cherenkov light away
from the beam axis onto photon detectors using an array of optical mirrors.
RICH 1, located upstream, is optimized for low-momentum charged particles in
the range 1− 60GeV, using a silica aerogel (removed in Run 2) and C4F10 gas
as radiators to produce the Cherenkov light. RICH 2 is located downstream
and uses a CF4 gas radiator to identify high-momentum particles in the range
15− 100GeV. A schematic view of both detectors as well as an illustration of
the particle identification capabilities is shown in Figure 3.4.

Calorimeter system

The calorimeter system is located downstream of the RICH 2 detector and
provides the identification of electrons, photons and hadrons, as well as a mea-
surement of their energy and location. When high energetic particles inter-
act with dense matter, they produce cascades of lower energetic particles that
subsequently decay until all energy is absorbed. These so called showers are
categorized depending on the initiating particle as either electromagnetic or
hadronic. Electromagnetic showers are characterized by the radiation length
X0 and hadronic showers by the nuclear interaction length λ, with X0 � λ.
The calorimeter system consists of a Scintillator Pad Detector (SPD) and a
Pre Shower (PS) detector separated by a lead plate, followed by the ECAL
and HCAL detectors. All charged particles leave a hit in the SPD detector.
Electrons and photons then start to initiate an electromagnetic shower in the
lead plate, while hadrons do not. The electromagnetic showers of electrons
and photons are contained by the ECAL, while the main energy deposition of
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(a) (b)

Figure 3.5: (a) Schematic explanation of particle identification with the
calorimeter system between photons, electrons and hadrons [40]. (b) Schematic
representation of bremsstrahlung photons emitted by an electron before and af-
ter the magnet [53].

hadrons is collected by the HCAL. Figure 3.5 (a) illustrates the particle iden-
tification capabilities of the calorimeter system. The energy deposition in the
calorimeters is also used to provide a fast trigger for high energetic hadrons,
electrons and photons.

Muon stations

The muon system [58] consists of five muon stations (M1-5) and provides the
identification of muons as well as a fast trigger on muons. The stations M2-5 are
located at the downstream end of the detector. They are equipped with Mul-
tiWire Proportional Chambers (MWPC) interleaved with thick iron absorber
plates. Only high energetic muons with a momentum above 6 GeV are able to
transverse all muon stations. The M1 station is located between RICH 2 and
SPD and is designed to help triggering high transverse momentum muons.

Photon and electron reconstruction

The reconstruction of photons relies solely on the information from the ECAL.
Since photons are neutral particles they do not leave hits in the trackers. They
can only be reconstructed as clusters of energies in the ECAL with no pointing
track to that cluster and no hit in the SPD in front of it. The relative energy
resolution of the ECAL is at the level of σE/E = 10%/

√
E⊕ 1% (with E given

in GeV).
The correct energy reconstruction of electrons requires special care. Due to
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their small mass, electrons are likely to emit collinear Bremsstrahlung photons
when interacting with the material of the detector. If this happens downstream
of the magnet (after the track of the electron is bent due to the magnetic
field), this does not constitute a problem. The photon is emitted collinear
to the electron’s momentum and therefore ends up in the same ECAL region
as the shower initiated by the electron. Its energy is added to the electron,
therefore the energy measurement gives the correct value for the electron before
emitting the photon in the first place. If the Bremsstrahlung photon is emitted
upstream of the magnet, however, it does not end up in the same ECAL region.
The electron track is bent by the magnet, while the photon continues on the
original flight direction of the electron, as illustrated in Figure 3.5 (b). The
energy emitted with the photon is lost and the measured momentum of the
electron is biased towards lower values. A dedicated algorithm is used that
searches for ECAL depositions coming from such lost Bremsstrahlung photons
in order to add their energy back to the electron [59]. Not all Bremsstrahlung
photons can be recovered and sometimes even too much energy is added. This
procedure improves the momentum resolution for electrons but it is still much
worse than for muons.

3.2.3 Trigger system

The proton beams cross each other with a frequency of 40 MHz at the LHCb
interaction points. The amount of data produced in all these collisions is too
large in order to be saved to disk. In addition, most of the collisions do not con-
tain interesting events. The LHCb experiment therefore makes use of a three
staged trigger system [60] that reduces the amount of data and only keeps the
events deemed interesting.
The Level 0 (L0) trigger is implemented at hardware level and reduces the rate
from 40 MHz to 1 MHz. It uses basic information from the calorimeters, muon
chambers and the VELO in order to reconstruct the highest transverse energy
hadron, electron and photon as well as the two highest transverse momentum
muons. If the energy of one of this candidates is above a predefined threshold,
the event is kept and sent to the next stage of the trigger.
The High Level Trigger (HLT) is a software based trigger divided into two
parts, HLT1 and HLT2. The first stage HLT1 uses only parts of the full event
data. Its main purpose is to select beauty and charmed decays by partial re-
construction of their decay products and some requirements on track quality
and displaced vertices. The rate is reduced to a few tens of kHz.
The HLT2 trigger fully reconstructs the event. The exact procedure was changed
during Run 1 and Run 2, where the computing capabilities were upgraded and
a buffer was introduced, allowing a full event reconstruction online. Events are
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kept by the HLT2 if they match a so called HLT2 line. These lines are a set of
loose requirements aiming at selecting a specific type of decay. One can trigger
on specific event topologies like two- or three-body decays, for example.
Events that have fired the L0 trigger and passed one or several HLT lines are
saved to disk. For physics analysis the datasets are further split into so called
stripping lines. These stripping lines correspond to sets of lose cuts and re-
quirements in order to select events of a given type. For example, there is a
stripping line, which is used to select b→ s`+`− decays.

3.2.4 LHCb simulation

Monte Carlo (MC) simulation is an important tool in high energy physics, since
it allows the study of various properties of the collisions and particles created
as well as their response in the detector. In the LHCb simulation framework
the proton-proton collisions are generated with the Pythia [61, 62] software,
with a specific LHCb configuration [63]. The decay of generated particles is
simulated by the EvtGen [64] software. Final state radiation and photons
are generated with the Photos [65] software. The full LHCb detector and
the interaction of simulated particles with the detector is simulated with the
Geant4 [66, 67] software. Then the simulated events are reconstructed using
the same reconstruction software as used for real LHCb data [68].
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4 Analysis overview

This thesis presents an angular analysis and branching fraction measurement
of the B0→ K∗0e+e− decay in the q2 interval between 0.0008 and 0.257GeV2.
The symbolK∗0 denotes theK∗0(892) meson reconstructed via its decayK∗0 →
K+π−. The inclusion of charge-conjugated processes is implied throughout this
thesis. In addition, natural units with c = 1 are used.

4.1 Data and simulation samples

The analysis uses a data sample of pp collision collected by the LHCb detector
during 2011 and 2012 (Run 1), and 2015, 2016, 2017 and 2018 (Run 2). This
corresponds to a total integrated luminosity of 9.1 fb−1. Due to the different
center-of-mass energies, this analysis is separated into two categories, labeled
Run 1 and Run 2, according to the two data taking periods. Table 4.1 sum-
marizes the center-of-mass energy and integrated luminosity corresponding to
each year.
Suitable B0→ K∗0e+e− candidates have to trigger the LHCb detector and have
to be selected from the recorded LHCb data (see Chapter 5). Signal candidates
are triggered in two ways for this analysis. Since these triggers affect the an-
gular distributions of B0→ K∗0e+e− candidates, they are treated separately in
two additional categories (see Section 5.1) throughout this analysis.
Furthermore, this analysis uses simulated MC samples to compute efficiencies
of the selection process, to model the mass and angular shapes, to train a mul-
tivariate classifier to separate background and to study specific backgrounds.
These simulated samples are generated for each year of data taking with the
same energy and detector conditions as in data and reconstructed with the same
reconstruction software that is used on data, as described in Section 3.2.4.

4.2 Choice of q2 region

The q2 region under study is chosen in order to maximize the sensitivity to
b→ sγ contributions in the decay B0→ K∗0e+e− (see Section 2.5).
First of all, the reconstructed invariant mass of the dielectron pair differs from
the true dielectron mass due to the non-negligible electron momentum resolu-
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Table 4.1: Summary of the data samples used in the analysis with the in-
tegrated luminosity and center-of-mass energy corresponding to each year of
data-taking.

Year L[ fb−1]
√
s[TeV]

2011 1.1 3.5

2012 2.1 4.0

2015 0.3 6.5

2016 1.7 6.5

2017 1.7 6.5

2018 2.2 6.5

tion. The resolution can be improved by recomputing the four vectors of the
electrons in a kinematic fit that constrains the K+π−e+e− mass to the nominal
B0 mass of 5279.65 MeV [69] and constrains the vertices. The invariant mass
of the dielectron pair computed in this fit is called mB0

ee and is used to select the
events relevant for this analysis.
Signal candidates with the lowest q2 are most sensitive to the Wilson coefficient
C

(′)
7 . The lower boundary of the q2 region should therefore be low as possible,

in principle down to the threshold at q2 = (2me)
2. However, at small dielectron

invariant mass the resolution in φ̃ is degraded due to multiple scattering of
the quasi-collinear electrons in the tracking detectors. In addition, B0→ K∗0γ
decays, where the photon converts into a dielectron pair in the material of the
detector, contaminate the lower end of the q2 spectrum. The dielectron invari-
ant mass is therefore required to be larger than mB0

ee > 10 MeV, resulting in
a φ̃ resolution of 0.11 rad and a B0→ K∗0γ background fraction of about 2%
(see Section 5.3.2).
The choice of the upper boundary of the q2 region is a trade-off between retain-
ing as many signal candidates as possible and reducing the sensitivity to the
C

(′)
9 and C(′)

10 Wilson coefficients. In addition, unwanted resonances such as the
ρ0 resonance at 770 MeV with its large width of 149 MeV should be excluded.
An upper limit of mB0

ee < 500 MeV is chosen.
The analysis is therefore performed on B0→ K∗0e+e− candidates with a q2 in
the range mB0

ee ∈ [10, 500] MeV. This region is referred to as very-low q2-bin.
However, due to the resolution of the reconstructed dielectron invariant mass,
the q2 requirement does not have a uniform efficiency when compared to the
true dielectron invariant mass obtained from simulation, especially close to the
boundaries (see Figure 4.1). This presents a problem for theoretical predictions,
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Figure 4.1: Relative efficiency as function of dielectron invariant mass q. The
points represent the efficiency obtained from simulation, while the vertical lines
represent the effective q2 boundaries.

which are based on the true q2, when comparing them to experimental results
of this analysis, if the efficiency description is unknown. Following Ref. [45],
effective q2 boundaries are defined between 0.0008 GeV2 and 0.257 GeV2 to al-
low theoretical predictions without the input from LHCb simulation. Using
the Flavio [43] software package, it is checked that predicitions with both SM
and BSM values for the Wilson coefficients calculated in this effective q2 range
(grey line in Fig. 4.1) agree very well with those calculated taking into account
a complete description of the q2 efficiency using LHCb simulation (points in
Fig. 4.1).

4.3 Control channels

The region of q2 with mB0

ee ∈ [0, 10] MeV is considered as a control channel for
this analysis, denoted as gamma q2-bin. Due to the large branching fraction of
the B0→ K∗0γ decay (about two orders of magnitude larger than for the B0→
K∗0e+e− decay), the reconstructed B0→ K∗0e+e− candidates are dominated
by B0 → K∗0γ(→ e+e−) decays in this q2 region, where the photon converts
into a dielectron pair in the material of the detector (see Section 5.3.2). These
candidates have very similar kinematics as the B0→ K∗0e+e− signal candidates
but with much larger candidate yields and the background level in the gamma
q2-bin is similar to the very-low q2-bin. The gamma q2-bin is therefore used as
a control channel in the fits of this analysis.
At LHCb the branching fraction of a decay is almost always measured with
respect to a reference channel, because the total number of mother particles
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(here B0 mesons) produced in the detector is unknown. The B0→ K∗0γ decay
with the photon conversion γ → e+e− can not be used as the reference channel
for the branching fraction measurement of the B0→ K∗0e+e− decay, however,
since the photon conversion efficiency is unknown as it depends on an accurate
detector material simulation, which is hard to obtain. The decay B0→ K∗0γ
itself (i.e. reconstructing the photon) is not a fully charged final state and
therefore introduces additional experimental challenges.
Instead, the decay B0 → K∗0J/ψ (→ e+e−) is a good reference channel for the
branching fraction measurement. The decay via the J/ψ resonance has a large
branching fraction and fully charged final state. In addition it can be selected
quite cleanly in B0→ K∗0e+e− candidates, since the dielectron pair stems from
the J/ψ resonance and the dielectron invariant mass should therefore equal the
J/ψ mass. Hence, the region of q2 with mB0

ee ∈ [6, 11] GeV, called jpsi q2-bin,
is used as reference channel, where candidates come from the resonant decay
mode B0 → K∗0J/ψ (→ e+e−).

4.4 Maximum likelihood fits

This analysis relies on the Maximum Likelihood method to obtain estimates
of fit parameters. This method is based on the construction of the likelihood
function L, which is the combined probability distribution of all measurements.
The best estimate of parameters is given by the set of parameters that maxi-
mizes the likelihood function. The Maximum Likelihood method is frequently
used because of its good statistical properties [70]. The Maximum Likelihood
Estimators (MLE) are

• asymptotically unbiased: With larger number of measurements they con-
verge to the true value.

• consistent: With larger number of measurements they get more precise.

• efficient: Asymptotically they have minimal variance.

• commutative: They are invariant under reparameterization.

Given a set of n random variables ~x = (x1, · · · , xn) that are modeled by a prob-
ability density function (PDF) that depends on a set of m unknown parameters
~θ = (θ1, · · · θm), one can write the likelihood function of N measurements of
the set of n variables as

L(~x; ~θ) =
N∏
i=1

f
(
xi1, · · · , xin; θ1, · · · , θm

)
, (4.1)
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where f is the joint PDF for a single measurement. The best fit estimates of the
parameters are usually found numerically by minimizing the negative logarithm
of the likelihood function. In this analysis, the RooFit [71] software package
that is part of the Root [72, 73] software framework is used.
One can perform simultaneous fits in several categories by simply multiplying
the corresponding likelihood functions of the categories that are build from the
measurements belonging to the respective category. It is possible to share fit
parameters between the categories, if the PDF of each category depends on the
common parameters.
If the number of measurements N itself is a random variable one has to extend
the likelihood function. In almost all physics cases, the number of measurements
N follows a Poisson distribution, with average µ that may depend on the m
unknown parameters. One defines the extended likelihood function as

L =
e−µ(θ1,··· ,θm)µ (θ1, · · · , θm)N

N !

N∏
i=1

f
(
xi1, · · · , xin; θ1, · · · , θm

)
. (4.2)

The number of measurements N is now additional information that is used to
determine the parameters, along side the distribution of the data.
If the maximum likelihood fit is performed as an unbinned fit, the PDF is con-
structed for each measurement individually and then combined to the likelihood
function. In case of very large number of measurements this may become un-
practical from a numerical point of view, as the implementation would require
intensive computing power. In these cases one can perform a binned fit, where
the distributions of the random variables are binned and only the number of
entries in each bin is used as information, which again follows a Poisson dis-
tribution. The expected number of entries in each bin again depends on the
model PDF and unknown parameters.

4.5 Analysis strategy

A pure sample of B0 → K∗0e+e− candidates is obtained from LHCb data
with the selection described in Chapter 5. Then, a fit to the reconstructed
K+π−e+e− invariant mass, m(K+π−e+e−), in a wide range between 4500 and
6200MeV is used to estimate the remaining background contamination, as de-
scribed in Chapter 6.
The mass fit is performed as a simultaneous unbinned maximum likelihood fit
in eight categories (see Section 6.2): The two data taking periods times the
two trigger decisions and simultaneous in the signal and control channel. The
inclusion of the control channel improves the modeling of the background con-
tributions. An additional binned extended maximum likelihood fit is performed
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in the reference channel to extract possible data and MC simulation differences
and to extract the yield in the reference channel for the branching fraction
measurement (see Section 6.1). Together with the efficiencies obtained from
simulation (see Section 5.4), this yield is used as external constraint in an ex-
tended maximum likelihood fit to the signal channel in order to measure the
branching fraction of the B0→ K∗0e+e− decay.
The angular observables FL, AReT , A(2)

T and AImT are determined from a four-
dimensional fit to the K+π−e+e− invariant mass and the three angles cos θ`,
cos θK and φ̃, as described in Chaper 7. This fit is performed in a reduced
m(K+π−e+e−) window between 5000 and 5400MeV in order to ease the an-
gular modeling of background components. The background fractions are con-
strained to their values obtained from the mass fit in the wider m(K+π−e+e−)
window. The angular fit is performed as a simultaneous unbinned maximum
likelihood fit in the four trigger categories, where especially the angular observ-
ables FL, AReT , A(2)

T and AImT are shared among the categories.
An angular fit to the m(K+π−e+e−) invariant mass and the angle cos θK is per-
formed on the control channel sample (see Section 8.2). This fit functions as
excellent validation of the fit procedure and background treatment. Additional
fit validation is performed through pseudo-experiments and the study of MC
simulation (see Section 8.3).
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5 Data selection

In order to perform studies on a specific decay, candidates of this decay have to
be selected from the data recorded with the experiment. This chapter explains
how B0→ K∗0e+e− candidates are selected from the LHCb data and how the
contamination of background processes in the selected candidates is minimized.
The selection requirements are developed and studied as part of the official
LHCb analysis [1, 2]. The author of this thesis contributed to the calculation
of efficiencies that are relevant for the branching fraction measurement.

5.1 Trigger and pre-selection

As explained in Section 3.2.3, only events which have fired the L0 trigger are
saved. In this analysis for B0→ K∗0e+e− candidates this predominantly hap-
pens in two ways:

• At least one of the electrons belonging to the signal candidate has fired
the L0 electron trigger. These events are referred to as L0 Lepton (L0L)
category.

• The event was triggered by a particle not belonging to the signal candi-
date. Since b hadrons are produced in pairs at LHCb, these events are
usually triggered by a decay product of the other b hadron. The events
are therefore referred to as L0 Independent (L0I) category.

In principle, an event can be triggered by both requirements. In order to assure
mutually exclusive categories, events in the L0I category are additionally re-
quired to not have passed the electron trigger on signal candidates. These
exclusive categories are important, because the shape of the reconstructed
m(K+π−e+e−) mass as well as the background contributions and angular ac-
ceptance depend on the L0 trigger. The analysis is therefore split in the two
independent trigger categories L0L and L0I.
After the L0 hardware trigger the B0→ K∗0e+e− events have to pass the HLT
software trigger as explained in Section 3.2.3. The software trigger employs
topological lines and is trained to find a two-, three-, or four-track vertex that
is significantly displaced from the a primary pp interaction (PV). In addition, at
least one charged particle has to have a significant transverse momentum (pT)
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and has to be inconsistent with originating from any PV. Lastly, a multivariate
algorithm is used to identify displaced vertices consistent with the decay of a b
hadron.
The stripping line Bu2LLKeeLine2 is used to select B0→ K∗0e+e− candidates
from data. The requirements of this line are complemented by pre-selection
requirements.
The B0→ K∗0e+e− candidates are formed by combining a K∗0 candidate with
a pair of oppositely charged tracks that were identified1 as electrons. The K∗0
candidate is formed from a pair of charged tracks identified as K+ and π−

mesons.
All tracks are required to have high transverse momentum, be inconsistent with
originating from a PV and have a good track quality. The track quality is char-
acterized by a small χ2/ndf, which is the χ2 of the fit to the track divided by
the number of degrees of freedom. The inconsistency to a PV is measured by
the χ2

IP, which is the difference in χ2 of the fit to the PV vertex, when it is
reconstructed with and without the track under consideration. In addition, the
probability2 of a track to be fake and originating from random combinations of
hits in the tracker has to be low.
The originating vertices of the electron pair, the K∗0 meson and the B0 meson
have to be of good quality and be displaced from the PV as well. Additionally,
the angle (called DIRA) between the B0-candidate momentum vector and the
vector between the associated PV and the B0 decay vertex has to be small.
Lastly, requirements on the reconstructed mass of the candidates are applied.
The reconstructed mass of the K+π− system has to be within 100 MeV of
the mass of the K∗0 meson. The range on the reconstructed mass of the B0-
candidate is chosen as m(K+π−e+e−) ∈ [4500, 6200] MeV. An overview of
all requirements on B0→ K∗0e+e− candidates can be found in Table 5.3 and
Table 5.4.

5.2 Data and simulation differences

This analysis relies on the usage of Monte Carlo (MC) simulation to characterize
signal and background contributions. The LHCb MC simulation, however, is
know to not perfectly reproduce the LHCb data. These differences have to be
corrected for by weighting the MC distributions of specific variables to match
the data. The weights are computed using a general approach developed by

1Particle identification variables are computed using a likelihood method (DLL and PIDX)
or a neural network algorithm [74] (ProbNN) based on information from all subdetectors

2The variable GhostProb is calculated from a dedicated neural-network algorithm [75] based
on tracking information.
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the LHCb collaboration for tests of lepton universality [59].
The particle identification response of MC samples is estimated using collabo-
ration wide efficiency tables [76]. They are produced separately for each year
of data taking and particle species. Weights are calculated as functions of the
momentum p and the pseudo-rapidity η.
The L0 trigger response is corrected for both trigger categories. For the L0L
category the weights are computed as function of the electron transverse energy
and the region of the ECAL in which the electron was triggered. For the L0I
category the weights are computed as function of the B0-candidate transverse
momentum.
Differences in the MC simulation in B kinematics and event multiplicity are
corrected for as function of

• B kinematics: B transverse momentum and pseudo-rapidity

• Multiplicity: number of PVs and number of tracks in VELO detector.

Since these proxy variables are correlated, a multivariate classifier is used to
compute the weights. Additional differences due to reconstruction effects are
corrected for as function of reconstructed B transverse momentum and pseudo-
rapidity, the χ2 of the vertex fit and the χ2 of the impact parameter of the B
meson. The weights are again computed with the use of a second multivariate
classifier.
More detail on the data/MC corrections can be found in Ref. [2] and references
therein.

5.3 Background contributions

The selection of B0→ K∗0e+e− candidates requires a final state consisting of
a kaon and pion, compatible with originating from a K∗0 meson, as well as a
pair of oppositely charged electrons. It is not given that all events that end
up being selected stem from the signal decay B0→ K∗0e+e−. Instead, other
decays where one or several final state particles were missed or misidentified by
the detector can contribute to the B0→ K∗0e+e− candidates as well and pass
the stripping and pre-selection. In fact, since the decay B0→ K∗0e+e− is rare,
the contribution of other decays may be sizable so that they have to be included
and modeled in the mass and angular fits. These decays are therefore studied
and specific veto requirements are developed to reduce their contributions.
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5.3.1 Semi-leptonic background

A large background comes from the semi-leptonic B0→ D−e+ν decay, where
the D− meson decays via D−→ K∗0e−ν. This decay has the same final state as
the signal B0→ K∗0e+e− decay, since neutrinos are not measured by the LHCb
detector. Additionally, its branching fraction is four orders of magnitude larger
than that of the signal. In the case where both neutrinos have low energies, the
signal selection is ineffective at rejecting these decays.
The positron from the B0 decays tends to be more energetic than the electron
from the D− decay. This energy asymmetry reflects onto the cos θ` distribution,
since cos θ` can be expressed as

cos θ` ∼
Ee+ − Ee−
Ee+ + Ee−

for B0 and cos θ` ∼
Ee− − Ee+
Ee+ + Ee−

for B0. (5.1)

The semi-leptonic decays peak at high values of cos θ`. Therefore a cut on
the angle | cos θ` < 0.8| is chosen. It is made symmetric in order to avoid
introducing a potential systematic effect on the angular observable AReT (which
is related to the forward-backward asymmetry and therefore to an asymmetry
in the cos θ` distribution). About 5% of the signal B0→ K∗0e+e− is lost by this
requirement. But the terms sensitive to the photon polarization involving A(2)

T

and AImT are proportional to sin2 θL and therefore less affected by this cut. On
the other hand the requirement on cos θ` reduces the contamination of semi-
leptonic decays by 98%.
Still, this semi-leptonic background remains a sizable contribution of about 6%
of B0 → K∗0e+e− candidates. This background is therefore included in the
mass and angular fit. Since it is very hard to disentangle from combinatorial
background, the modeling of mass and angular shape is combined with the
combinatorial background into a single shape for the mass and angular fit (called
SL/C).

5.3.2 B0 → K∗0γ(→ e+e−) background

An important background to this analysis comes from radiative B0→ K∗0γ de-
cays. When the photon interacts with the material of the detector and converts
into an e+e− pair, this decay has the exact same final state as the signal decay
B0→ K∗0e+e−. In addition, its branching fraction is two orders of magnitude
larger than for the B0→ K∗0e+e− decay.
In the q2 range of this analysis the only difference between the decays B0 →
K∗0γ(→ e+e−) and the signal B0→ K∗0e+e− is that the photon is real and not
virtual. The dielectron pair formed by the conversion of the real photon only
acquires mass through the momentum transfer of the nucleus of the material.
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LHCb simulation

Figure 5.1: Conversion point of B0 → K∗0γ(→ e+e−) simulated events con-
verting in the VELO material in the (x, y) plane. In red (blue) the conversion
happened in the RF foil (modules) of the VELO detector, respectively.

Therefore, the dielectron mass of B0 → K∗0γ(→ e+e−) decays is usually very
small. Most of these background decays have mee < 10MeV and are thus not
part of the very-low q2-bin considered in the analysis. Instead, they form the
gamma q2-bin, which is used as control channel as introduced in Section 4.3.
Still, the contamination of B0 → K∗0γ(→ e+e−) to B0 → K∗0e+e− decays
reaches about 25% in the very-low q2-bin. Therefore a specific veto is de-
veloped, which reduces the contamination. Studying the distribution of the
conversion point of the photon in B0 → K∗0γ(→ e+e−) MC simulation, one
can see that most photons are converted when interacting with the nucleus of
the VELO detector material. Figure 5.1 depicts the distribution of conversion
points. About 70% of the conversion occur in the material of the RF foil3 of
the VELO detector, while the other 30% occur in the material of the mod-
ules. Therefore, B0 → K∗0γ(→ e+e−) decays can be vetoed by rejecting events
where the dielectron origin vertex is compatible with a region where there is
material of the detector.
One can define the distance to the nearest VELO module in uncertainty space
as

σmod =

√(
δx
σx

)2

+

(
δy
σy

)2

+

(
δz
σz

)2

, (5.2)

3The RF foil is a thin aluminum foil that shields the VELO modules against the primary
LHC vacuum.

37



where δx,y,z are the distances in real space between the reconstructed dielectron
vertex and the nearest point in the VELO module, and σx,y,z are the uncertain-
ties of the vertex position. In order to find the distance to the closest VELO
module, a precise mapping of the VELO detector material is required. This
map is produced for the LHCb VELO detector using beam-gas collisions [77].
The cut value is chosen as σmod > 0.3 as a trade-off between rejecting B0 →
K∗0γ(→ e+e−) decays and keeping B0 → K∗0e+e− signal decays. After ap-
plying this cut, the background contamination of B0 → K∗0γ(→ e+e−) decays
is as low as 2%, while the signal efficiency is above 99%. This background
contribution is modeled and included in the angular and mass fit. The gamma
q2-bin, where the B0 → K∗0γ(→ e+e−) dominates, is further used as control
channel and included in the mass fit, as explained in Section 6.2.

5.3.3 B0 → K∗0π0/η backgrounds

The decays of B0→ K∗0π0 and B0→ K∗0η can contribute as background in
this analysis. Different subsequent decays play a role, depending on the q2 bin
and main signal decay.

Dalitz decays

In the very-low q2-bin (mee ∈ [10, 500] MeV), another background to B0 →
K∗0e+e− candidates comes from B0→ K∗0π0 and B0→ K∗0η decays, when the
π0 or η meson decays to e+e−γ. These so called Dalitz decays [78] can end up
being selected in two ways. Either the photon is missed, but is soft so that the
reconstructed m(K+π−e+e−) mass still falls into the selected B0 mass region,
or the photon is added as a bremsstrahlung photon to one of the electrons,
resulting in no energy loss. The latter case results in a m(K+π−e+e−) mass
distribution that peaks at the B0 mass.
The branching fractions of both decays are small compared to the signal B0→
K∗0e+e− decay (one to two orders of magnitude), but the very-low q2-bin covers
the whole phase space that is occupied by these Dalitz decays. The contam-
ination in the mass range of the angular fit is at the level of 4% (2%) for the
η (π0) Dalitz decay, respectively, estimated using MC simulation.
There is no specific veto applied to these backgrounds, but both are modeled
and included in the mass and angular fit as background contribution in the
very-low q2-bin.
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Figure 5.2: Sketch of the kinematics of a B → YhXe decay, where Yh is
the hadronic part (here the K∗0 meson) and Xe the leptonic part (here the
dielectron pair). From Ref. [79]

Diphoton decays

In the gamma q2-bin (mee ∈ [0, 10] MeV), the subsequent decay of the π0 and
η meson into two photons, where one photon converts into a e+e− pair, can be
a background to B0 → K∗0γ(→ e+e−) decays. The other photon is either lost
or recovered as bremsstrahlung photon, similar to the Dalitz decays.
The decays B0 → K∗0π0(→ γ(→ e+e−)γ) and B0 → K∗0η(→ γ(→ e+e−)γ)
are negligible in the very-low q2-bin. Their contribution in the gamma q2-bin to
B0 → K∗0γ(→ e+e−) candidates is about 6% to 10% depending on the decay
and trigger category. Both backgrounds are modeled in the gamma q2-bin and
included to the mass fit (see Section 6.2) and angular fit to the control channel
(see Section 8.2).

5.3.4 Partially reconstructed background

Another large background contribution stems from partially reconstructed de-
cays. These are decays of a B meson into B→ K∗0Xe+e−, where X represents
a particle that was not reconstructed. In decays relevant to this analysis X
mostly comprises missed pions. One can suppress these background contribu-
tions by exploiting the kinematic imbalance of the decay, with the concept of
the HOP4 mass [79].
Looking at the kinematic balance along the plane transverse to the B0 flight
direction, as sketched in Figure 5.2, one can define the ratio of the transverse
momentum of the hadronic part over the leptonic part as

αHOP =
pT (K∗0)

pT (e+e−)
. (5.3)

4This acronym doesn’t have a meaning. Some sources say it is connected to a particular
French regional airline . . .
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If this ratio is unequal to unity, it means that some energy is missing in the
final state. For signal B0→ K∗0e+e− candidates, this missing energy is most
likely lost in the leptonic part due to emission of bremsstrahlung photons.
These bremsstrahlung photons are emitted in the same direction as the electron.
Therefore, the fraction of transverse momentum that is lost, is the same as
the fraction of longitudinal momentum lost. Hence, one can recover the full
momentum using

pcorr
(
e+e−

)
= αHOP · p

(
e+e−

)
. (5.4)

The corrected momentum can then be used to recompute the invariant mass of
the B0 candidate, mHOP(K+π−e+e−).
The correct recovery of the momentum does not work in the case of partially
reconstructed background, since the missing particles have no reason to fly in
the same direction as the electron. The distribution of mHOP therefore has
discriminating power between signal and partially reconstructed background.
In order to not sculpt the mass shape of the signal a rather loose veto cut of
mHOP(K+π−e+e−) > 4900MeV is chosen. This veto reduces the amount of
partially reconstructed background by 70%, while the signal efficiency is above
90%.

5.3.5 Combinatorial background

When the reconstruction algorithm tries to find B0 → K∗0e+e− candidates
among the many tracks produced in the proton-proton collision, it is common
that a candidate is formed by combining random tracks present in the event due
to other decays. This type of background is called combinatorial background
and it is present in almost every analysis. In order to reduce this background
a multivariate classifier is used that separates signal from combinatorial back-
ground candidates.
The multivariate classifier used in this analysis is based on a boosted decision
tree algoritm (BDT) [80]. As this is a form of supervised learning, the BDT has
to be trained on labeled data. The sample used to model the signal is taken from
B0→ K∗0e+e− MC simulation, while the sample used to model the background
is taken from the upper invariant mass sideband (m(K+π−e+e−) > 5600MeV).
The classifier uses eight kinematic and decay topology variables as listed in Ta-
ble 5.1. These variables are chosen because their distribution is different for the
signal and background samples. The strongest discriminating power is given by
the χ2 of the kinematic fit to the full decay chain, the pT of the B0 candidate
and the χ2

IP of the electron.
Two independent BDTs are used for Run 1 and Run 2, due to the different
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Table 5.1: Training variables used for the multivariate classifier that are found
to have discriminating power between signal and background.

Particle Variables

B0 pT χ2
FD_OWNPV, χ2

DTF/ndf

K∗0 logχ2
IP_OWNPV

h logχ2
IP_OWNPV

e± min(logχ2
IP_OWNPV,e+ , logχ2

IP_OWNPV,e−)

e+e− logχ2
IP_OWNPV

center-of-mass energy. In addition a different BDT cut for the two trigger cat-
egories is allowed, since the level of combinatorial background is expected to
the higher in the L0I category than in the L0L category.
The BDT is optimized by maximizing the figure of merit S/

√
S +B, where

S and B are estimations of the signal and background yield in the angular fit
window m(K+π−e+e−) ∈ [5000, 5400] MeV. The yields S and B are summed
over both runs and trigger categories. The set of cuts that maximizes the figure
of merit is {BDT Run 1 L0L > 0.2, BDT Run 1 L0I > 0.4, BDT Run 2 L0L >
0.3, BDT Run 2 L0I > 0.4}. For this set of cuts, the signal efficiency is about
94% with a background rejection of about 90%. More detail on the training of
the classifier can be found in Ref. [2].

5.3.6 Other background contributions

There are several other processes that can contribute to B0→ K∗0e+e− candi-
dates. The processes listed in the following are studied and found to be negli-
gible in the signal channel after applying dedicated vetoes. They are therefore
not modeled and included in the mass and angular fit. More detail on these
background contributions can be found in Ref. [2].

B0
s→ φe+e− background

Other species of B mesons can also contribute to background processes. One
example is the B0

s → φe+e− decays, where φ→ K+K−. If one of the kaons
is misidentified as a pion, the φ meson can be reconstructed as a K∗0 meson
instead. This background is removed by a veto cut on the invariant mass of
the two hadrons, computed under the assumption that both hadrons are kaons,
m(K+(π− → K−)) > 1040MeV. The signal efficiency of this cut is estimated
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from MC simulation and found to be above 99%.

B+→ K+e+e− background

Another species ofB mesons can contaminate the signal, throughB+→ K+e+e−.
This decay can mimic the signal if a random pion is associated to the kaon to
form a K∗0 candidate or if the kaon is misidentified as a pion and a random
kaon is picked up instead.
This decay is not expected to contribute in the very-low q2-bin, since the di-
electron pair does not come from a virtual photon and its invariant mass is
expected to be larger.
On the other hand, the decay B+→ K+J/ψ (→ e+e−) is present in the jpsi q2-
bin. Since the mass fit in the jpsi q2-bin is relevant for data/MC differences and
the branching ratio measurement, this background is removed by a veto cut.
The invariant mass m(K+e+e−) and m((π → K)e+e−) are required to be lower
than 5100 MeV. The efficiency of this cut on signal B0 → K∗0J/ψ (→ e+e−)
decays is estimated from MC simulation and above 99%.

Λ0
b→ pK−e+e− background

Events coming from Λ0
b → pK−e+e− decays can pass the selection in case of

misidentification π → p or double misidentification π → K and K → p. The
contamination of this decay to B0→ K∗0e+e− decays is estimated from MC
simulation and found to be below 1%.

π → e misidentification

The misidentification of a pion as an electron can lead to additional background
contributions. These would come from similar decay chains as the semi-leptonic
background, where the D meson would decay to D−→ K∗0(→ K+π−)π−, for
example. It was checked that these backgrounds are not present in data.
The double misidentification of π → e would allow contamination from B0→
K∗0π+π−. Due to the pion mass, this background would be expected to have
a larger q2 with little leakage to the very-low q2-bin considered in the analysis.
It is checked that the contribution from this decay is negligible.

K∗0 and K∗0 misidentification

The misidentification of a K∗0 meson as a K∗0 meson can happen through
double misidentification of the pion to a kaon and vice versa. This background
would lead to an important bias in the angular observables. The measured
flavor of the K∗0 meson defines the measured flavor of the B0. Depending
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on the flavor of the B0 meson, a sign flip is included in the definition of the
angles (see Section 2.6). This sign flip in the angles introduces a bias in the
angular observables FL, AReT and AImT . The observable A(2)

T is unaffected, since
it represents a CP averaged observable.
It is checked that the contribution of double misidentification is negligible.

5.3.7 Selection of B0 → K∗0J/ψ (→ e+e−) candidates

The decay B0 → K∗0J/ψ (→ e+e−) is used as a reference channel for the branch-
ing ratio measurement in this analysis. It is selected from data in the q2 region
with mB0

ee ∈ [6, 11] GeV, where the dielectron pair stems from the J/ψ meson.
Since the q2 of this region is different, some of the background contributions
discussed above are not relevant to B0 → K∗0J/ψ (→ e+e−) candidates, while
others are more important.
The rejection of partially reconstructed background through the mHOP cut does
not work well in the q2 region of the J/ψ meson. Instead a similar momentum
correction can be applied, where the B mass is recomputed with the constraint
that the dielectron invariant mass equals the J/ψ meson mass, calledmJ/ψ

B0 . The
partially reconstructed background in B0 → K∗0J/ψ (→ e+e−) candidates can
therefore be reduced by requiring mJ/ψ

B0 > 5150MeV. This cut is only applied
in the reference channel.

5.4 Selection summary and efficiencies

The full selection of the analysis, as applied on top of the trigger requirements
(see Section 5.1), is shown in Table 5.3 and 5.4. In case of duplicated require-
ments, the harsher requirement of the selection is applied on top of the stripping
requirement.
Table 5.5 and Table 5.6 show the selection efficiencies of B0→ K∗0e+e− can-
didates and B0 → K∗0J/ψ (→ e+e−) candidates, respectively. The selection
efficiency is computed from MC simulation for each year of data taking and the
contributions of individual cuts are listed separately:

• geo: The geometric efficiency is due to the fact that the MC simulation
is restricted to the LHCb detector acceptance.

• reco: The reconstruction efficiency includes the reconstruction and pre-
selection requirements.

• PIDw: This represents the efficiency of the PID requirements on the
particles.
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• HOP: This represents the efficiency of the mHOP cut. It is only applied
for B0→ K∗0e+e− candidates.

• BDT: This represents the efficiency of the BDT requirement on the signal.

• ctLPk: This efficiency includes the veto for photon conversions in the
detector material and the symmetric cut on the cos θ` angle.

• total: Total selection efficiency per year as product of individual steps.
This value is not given in percent.

Table 5.7 shows the ratio of the selection efficiency of B0→ K∗0e+e− candi-
dates over B0 → K∗0J/ψ (→ e+e−) candidates for each year and step in the
selection. The ratios are close to unity and consistent between the years of the
data taking periods.
These selection efficiencies are relevant as input for the branching ratio mea-
surement. In the branching ratio measurement it is required that the efficiencies
are split up into the four fit categories, the two data taking periods times the
two trigger categories. The simulation samples for each data-taking year are
weighted so that their relative contribution is consistent with the luminosity
acquired in each year (from Table 4.1). The efficiencies that are used as input
for the branching ratio measurement are shown in Table 5.2.

Table 5.2: Summary of selection efficiencies for B0 → K∗0e+e− and B0 →
K∗0J/ψ (→ e+e−) candidates per category. These efficiencies are used as input
to the branching ratio measurement.

εee
(
B0→ K∗0e+e−

)
[%] εJ/ψ

(
B0 → K∗0J/ψ (→ e+e−)

)
[%]

Run 1 L0L 0.0760± 0.0007 0.1090± 0.0004

Run 1 L0I 0.0440± 0.0005 0.02862± 0.00016

Run 2 L0L 0.1251± 0.0007 0.1604± 0.0004

Run 2 L0I 0.0643± 0.0005 0.04134± 0.00014
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Table 5.3: Summary of the stripping requirements implemented in the
Bu2LLKeeLine2 line.

Type Requirement

Global nSPDHits < 600(450) Run 1 (Run 2)

B

|m−mPDG
B | < 1500MeV

DIRA > 0.9995

χ2
IP(primary) < 25

end vertex χ2/ndf < 9

primary vertex χ2 separation > 100

K∗0

|m−mPDG
K∗0 | < 300MeV

pT > 500MeV

origin vertex χ2/ndf < 25

K

DLLKπ > −5
χ2

IP(primary) > 9(4)

π χ2
IP(primary) > 9

``

m < 5500MeV

end vertex χ2/ndf < 9

origin vertex χ2 separation > 16

e

DLLeπ > 0

pT > 300MeV

χ2
IP(primary) > 9
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Table 5.4: Summary of the selection cuts applied on top of the stripping and
trigger requirements.

Type Requirement

Quality
all tracks

χ2/ndf < 3

GhostProb < 0.4

e Inside ECAL acceptance

ID K∗0 |m(Kπ)−mPDG
K∗0 | < 100MeV

PID

all Has hits in the RICH detectors
e Has deposited a signal inside the ECAL

K, π pT > 250MeV
e pT > 500MeV

K
ProbNNk× (1− ProbNNp) > 0.05

& K_PIDK > 0

π
ProbNNpi× (1− ProbNNk)

×(1− ProbNNp) > 0.1

e V3ProbNNe > 0.2 & E_PIDe > 2

BKG

Semi-leptonic | cos θ`| < 0.8

B0 → K∗0γ(→ e+e−) σmod > 0.3

B0
s → φe+e− m(K(π → K)) > 1040MeV

Partially reconstructed mHOP(K+π−e+e−) > 4900MeV
Combinatorial Run 1 L0L : BDT > 0.2, L0I : BDT > 0.4

Combinatorial Run 2 L0L : BDT > 0.3, L0I : BDT > 0.4

Mass ranges
m(K+π−e+e−) m(K+π−e+e−) ∈ [4500, 6200]MeV
very-low q2-bin mB0

ee ∈ [10, 500] MeV
gamma q2-bin mB0

ee ∈ [0, 10] MeV
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6 Mass fits

After the selection of signal candidates, the data still contains contributions
from various backgrounds in addition to the signal events, as described in the
previous Section 5.3. To extract the yield or fraction of signal events in data
one has to perform a fit to a quantity that allows a separation of signal and
background contributions. This quantity is typically the invariant mass of all
particles in the final state, here m(K+π−e+e−). The signal component has
a peaking structure in this invariant mass around the mass of the B0 meson
mB0 = 5279.65 ± 0.12MeV [69], since the relevant decay is B0 → K∗0e+e−.
Most of the backgrounds end up passing the signal selection, when one or
more particles of the respective decay are missed. Therefore the invariant mass
m(K+π−e+e−) does not necessarily correspond to the B0 mass and the shape
of the mass distribution differs from the signal shape. This allows a good sepa-
ration of signal from the various background components through the mass fit.
The angular analysis needs to know how large the background contributions
are when including these components in the angular fit. Therefore, a mass fit
to B0→ K∗0e+e− candidates is performed, measuring the fractions of all com-
ponents included (see Section 6.2).
The branching ratio measurement needs the number of signal candidates in
B0→ K∗0e+e− and B0 → K∗0J/ψ (→ e+e−) data. The former yield can be ex-
tracted from the mass fit to B0→ K∗0e+e− after some modifications, the latter
requires and additional fit of B0 → K∗0J/ψ (→ e+e−) events (see Section 6.1).
This fit to the resonant mode is also used to extract possible data/MC differ-
ences, relevant to the rare mode fit.
The mass fit to the rare mode is developed as part of the official LHCb analy-
sis [1, 2]. The author of this thesis contributed to the mass fit to the reference
channel and the modifications to the mass fit to the rare mode that are relevant
for the branching fraction measurement.

6.1 Mass fit in the B0 → K∗0J/ψ (→ e+e−)

reference channel

The mass fit to B0 → K∗0J/ψ (→ e+e−) candidates serves two purposes. On
the one hand the signal yield of this fit is later used as input in the branching
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ratio measurement. On the other hand this fit is used to extract possible data
and MC simulation differences that would distort the mass shape of the signal
component.
The mass fit to B0 → K∗0J/ψ (→ e+e−) candidates is performed as a simul-
taneous extended binned maximum likelihood fit in the four categories in the
mass range m(K+π−e+e−) ∈ [4700, 6200] MeV. The signal and background
components that are present are modeled from corresponding MC simulations
and are included in the mass fit.

6.1.1 Mass shapes from simulation

The signal mass shape is modeled by a Double Crystal Ball (DCB) function
to properly model the tails of the distribution. A Crystal Ball (CB) function
consists of a Gaussian core and a power-law function as low-end tail, below a
certain threshold. It takes the mean and width of the Gaussian function as
parameters as well as the power and cut-off point of the power-law function.
A Double Crystal Ball function also has a power-law function for the high-end
tail, above a specified threshold. The normalization of the tails is done such
that the function itself and its first derivative are both continuous.
The mass shape is fixed from a fit to B0 → K∗0J/ψ (→ e+e−) MC simulation as
shown in Figure 6.1. In order to account for data and MC simulation differences
a shift to the mean, my

J/ψ , and a scale factor to the width, syJ/ψ , of the DCB are
introduced in the fit to data, such that the signal PDF becomes

P t,yJ/ψ = DCB(µt,yJ/ψ ,MC+my
J/ψ , σ

t,y
J/ψ ,MC·s

y
J/ψ , α

t,y
1,J/ψ ,MC, α

t,y
2,J/ψ ,MC, n

t,y
1,J/ψ ,MC, n

t,y
2,γ,MC),

(6.1)

where the upper script t = {L0L,L0I} denotes the trigger and y = {Run 1,Run 2}
the data taking period. The symbol µJ/ψ ,MC denotes the mean, σJ/ψ ,MC the
width and αJ/ψ ,MC, nJ/ψ ,MC the parameters of the two tails of the DCB, all
fixed from the fit to the MC sample.
Background contributions from B0

s → K∗0J/ψ (→ e+e−) decays are modeled
using the same mass shape as B0 → K∗0J/ψ (→ e+e−) decays, with the only
difference that the mean of the DCB is shifted by the difference of the nominal
mass of the two mesons mB0 −mB0

s
.

Background contributions from Λ0
b → pK−J/ψ (→ e+e−) decays are modeled

fromMC simulation. The fit model consists of a non-parametric RooKeysPDF [81],
provided by the Root software package. This class implements a one-dimensional
kernel estimation PDF, which models the distribution of an arbitrary input
dataset as a superposition of Gaussian kernels. The mass shapes are modeled
from a fit to Λ0

b→ pK−J/ψ (→ e+e−) MC simulation that is weighted for the
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Figure 6.1: Invariant mass fits to the B0 → K∗0J/ψ (→ e+e−) MC sample, in
the trigger category L0L (top) and L0I (bottom), for Run 1 (left) and Run 2
(right).
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Figure 6.2: Invariant mass fits to the Λ0
b→ pK−J/ψ (→ e+e−) MC sample, in

the trigger category L0L (top) and L0I (bottom), for Run 1 (left) and Run 2
(right).

pK Dalitz plot to account for all possible resonances [82]. The fits per category
are shown in Figure 6.2.
Additional contributions from combinatorial background are modeled in the
mass fit by an exponential function.

6.1.2 Mass fit to data

In the fit to data, the fractions of B0
s→ K∗0J/ψ (→ e+e−) and Λ0

b→ pK−J/ψ (→
e+e−) decays with respect to the signal decays B0 → K∗0J/ψ (→ e+e−) are fixed
and given by

f yB0
s

=
B(B0

s → K∗0J/ψ )

B(B0 → K∗0J/ψ )
·
(
fs
fd

)y
, (6.2)
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and

f t,y
Λ0
b

=
B(Λ0

b → pK−J/ψ )

B(B0 → K∗0J/ψ )
·
(
fΛb

fd

)y
· ε

t,y(Λ0
b → pK−J/ψ (→ e+e−))

εt,y(B0 → K∗0J/ψ (→ e+e−))
, (6.3)

where fs
fd

(fΛb

fd
) is the B0

s (Λ0
b) over B0 hadron production fraction at LHCb [83,

84]. Since fΛb

fd
is dependent on the transverse momentum pT, the ratio for the

average pT (estimated from the MC simulation) is taken.
As the yield of B0 → K∗0J/ψ (→ e+e−) decays is required for the branching
ratio measurement, the mass fit to data is performed as extended maximum
likelihood fit and the full PDF for the reference channel is given by

P t,ytot,J/ψ (N t,y
J/ψ ,m

y
J/ψ , s

y
J/ψ , λ

t,y) = N t,y
J/ψ · P

t,y
J/ψ (my

J/ψ , s
y
J/ψ )

+N t,y
data · f t,yB0

s
· P t,yB0

s
(my

J/ψ , s
y
J/ψ )

+N t,y
data · f t,yΛ0

b
· P t,y

Λ0
b

+N t,y
comb · P t,ycomb(λt,y),

(6.4)

where λ is the slope of the exponential function for the combinatorial back-
ground. Since the shift and scale factor mJ/ψ and sJ/ψ are found to be com-
patible for the two trigger categories, they are shared. To convert the fractions
of the Λ0

b and B0
s background contributions into yields in the extended fit, the

fixed number of B0 → K∗0J/ψ (→ e+e−) candidates in data is used.
Figure 6.3 shows the results of the mass fit to B0 → K∗0J/ψ (→ e+e−) data.
The values of mJ/ψ and sJ/ψ are fixed and used as inputs to the mass fit to
B0→ K∗0e+e− candidates. The signal yields are listed in Table 6.1. They are
used as inputs to the branching ratio measurement.

Table 6.1: Signal yields from the mass fit to B0 → K∗0J/ψ (→ e+e−) data per
category that are used as input to the branching fraction measurement.

category yield NJ/ψ

Run 1 L0L 37313± 198

Run 1 L0I 9469± 100

Run 2 L0L 143593± 384

Run 2 L0I 36816± 210

53



5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0

1000

2000

3000

4000

5000

 )2
E

ve
nt

s 
/ (

 3
0 

M
eV

/c -4 4.35) x 10± = (-7.87 λ

 0.51) %± = (95.73 ΨJ/f

 0.53) ± = (2.10 ΨJ/m

 0.01) ± = (1.07 ΨJ/s

 
5−

0

5

Pu
lls

LHCb data

(a)

5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0
2000
4000
6000
8000

10000
12000
14000
16000
18000
20000

 )2
E

ve
nt

s 
/ (

 3
0 

M
eV

/c -4 5.46) x 10± = (-9.48 λ

 0.26) %± = (97.03 ΨJ/f

 0.23) ± = (-6.54 ΨJ/m

 0.01) ± = (1.04 ΨJ/s

 
5−

0

5

Pu
lls

LHCb data

(b)

5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0

200

400

600

800

1000

 )2
E

ve
nt

s 
/ (

 3
0 

M
eV

/c -3 88.43) x 10± = (3.27 λ

 0.97) %± = (96.27 ΨJ/f

 0.53) ± = (2.10 ΨJ/m

 0.01) ± = (1.07 ΨJ/s

 
5−

0

5

Pu
lls

LHCb data

(c)

5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0

500

1000

1500

2000

2500

3000

3500

4000

4500 )2
E

ve
nt

s 
/ (

 3
0 

M
eV

/c -3 0.64) x 10± = (-3.50 λ

 0.55) %± = (96.67 ΨJ/f

 0.23) ± = (-6.54 ΨJ/m

 0.01) ± = (1.04 ΨJ/s

 
5−

0

5

Pu
lls

LHCb data

(d)

Figure 6.3: Invariant mass fits to B0 → K∗0J/ψ (→ e+e−) data, in the trigger
category L0L (top) and L0I (bottom), for Run 1 (left) and Run 2 (right). The
signal is shown as red dotted line, the B0

s→ K∗0J/ψ (→ e+e−) contribution in
pink, the Λ0

b → pK−J/ψ (→ e+e−) contribution in orange and combinatorial
background in cyan.
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6.2 Mass fit in the B0→ K∗0e+e− signal
channel

The fit to the invariant mass m(K+π−e+e−) in B0→ K∗0e+e− decays is an
integral part of the analysis, since it allows to separate the signal from the
remaining background components. In order to improve the separation capa-
bilities of the fit, it is performed simultaneous to the signal and control channel,
the two data taking periods and the two trigger categories. This brings the total
up to eight categories:

very-low q2-bin & gamma q2-bin (see Section 4.3)

× Run 1 & Run 2 (see Section 4.1)

× L0L & L0I (see Section 5.1)

A wide mass range of m(K+π−e+e−) ∈ [4500, 6200] MeV is chosen, so that ra-
diative tails and the partially reconstructed background can be modeled prop-
erly.
In the angular analysis the mass fit is used to determine the fractions associated
to each background component so that they can be constrained in the angular
fit, where the separation between signal and background components is more
difficult.
In the branching ratio measurement the mass fit is extended so that the signal
yield of B0→ K∗0e+e− decays can be extracted.

6.2.1 Mass shapes from simulation

The mass shapes of signal and specific background components that are in-
cluded in the mass fit are determined from fits to corresponding simulated
events. These simulation samples are corrected for data/MC simulation differ-
ences by applying the weights discussed in Section 5.2.

Signal component

The signal component in the gamma q2-bin is given by the decay B0 → K∗0γ(→
e+e−) and the decay B0→ K∗0e+e− in the very-low q2-bin. Both decays have
very similar physics and give rise to the same mass shape. They are there-
fore both modeled with the same PDF. This PDF is a Double Crystal Ball
(DCB) function to properly model the tails of the distribution that are due to
bremsstrahlung loss and recovery.
The fits to B0 → K∗0γ(→ e+e−) MC simulation are shown in Figure 6.4 and
the fits to B0→ K∗0e+e− MC simulation are shown in Figure 6.5.
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Figure 6.4: Invariant mass fits to the B0 → K∗0γ(→ e+e−) MC sample in the
gamma q2-bin, in the trigger category L0L (top) and L0I (bottom), for Run 1
(left) and Run 2 (right).
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Figure 6.5: Invariant mass fits to the B0→ K∗0e+e− MC sample in the very-
low q2-bin, in the trigger category L0L (top) and L0I (bottom), for Run 1 (left)
and Run 2 (right).
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Partially reconstructed background

Partially reconstructed background contributions arise from B → K∗0πe+e−

decays, where one of the pions is not reconstructed. Therefore, the invariant
mass m(K+π−e+e−) does not peak at mB0 . Rather, m(K+π−e+e−) has a
peaking structure a little above 5000 MeV, corresponding roughly to the mass
of the B meson minus the mass of the missed pion. In addition the shape
has a large tail to lower masses, where the missed pion was more energetic. A
very small tail towards larger masses can be explained by the bremsstrahlung
recovery.
In the range 0 < mB0

ee < 500MeV, this background mostly consists of B+ →
K1(1270)(→ K+π−X)e+e− decays for which simulated events are available
to determine the mass shape. The PDF model is the sum of a CB function
and a Gaussian function. The fits to B+ → K1(1270)(→ K+π−X)e+e− MC
simulation are shown in Figure 6.6 and 6.7 in the gamma and very-low q2-bin
for each trigger category, respectively.
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Figure 6.6: Invariant mass fits to the B+ → K1(1270)(→ K+π−X)e+e− MC
sample in the gamma q2-bin, in the trigger category L0L (top) and L0I (bot-
tom), for Run 1 (left) and Run 2 (right).
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Figure 6.7: Invariant mass fits to the B+ → K1(1270)(→ K+π−X)e+e− MC
sample in the very-low q2-bin, in the trigger category L0L (top) and L0I (bot-
tom), for Run 1 (left) and Run 2 (right).
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B0 → K∗0π0/η background contributions

The background contributions from B0 → K∗0π0/η decays with either the π0

or η meson differ in their subsequent decay chain for the q2-bins.
In the gamma q2-bin the pseudoscalars mostly decay to two photons, where one
photon converts to two electrons. The respective decays are B0 → K∗0π0(→
γ(→ e+e−)γ) and B0 → K∗0η(→ γ(→ e+e−)γ). Due to limited statistics in
the available simulation files, all categories are merged together for the fits to
MC simulation. The fit model consists of a non-parametric RooKeysPDF
function. The fits to B0 → K∗0π0(→ γ(→ e+e−)γ) and B0 → K∗0η(→ γ(→
e+e−)γ) are shown in Figure 6.8.
In the very-low q2-bin the relevant decay of the pseudoscalars is the so called
Dalitz decay, where the meson decays into two electrons and a photon. The
respective decays are B0 → K∗0π0(→ γe+e−) and B0 → K∗0η(→ γe+e−).
Again, a RooKeysPDF is used to model the distributions. Simulation files
for all years are available, therefore the components are modeled in the four
trigger categories and runs. The fits to B0 → K∗0π0(→ γe+e−) and B0 →
K∗0η(→ γ(→ e+e−)γ) are shown in Figure 6.9 and 6.10, respectively.

4500 5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0

2

4

6

8

10

 )2
E

ve
nt

s 
/ (

 3
4 

M
eV

/c

 
5−

0

5

Pu
lls

LHCb simulation

(a)

4500 5000 5500 6000

)2) (MeV/c-e+e-π+m(K

0
2
4
6
8

10
12
14
16
18
20

 )2
E

ve
nt

s 
/ (

 3
4 

M
eV

/c

 
5−

0

5

Pu
lls

LHCb simulation

(b)

Figure 6.8: Invariant mass fits to the B0 → K∗0π0(→ γ(→ e+e−)γ) MC
sample (left) and the B0 → K∗0η(→ γ(→ e+e−)γ) MC sample (right) in the
gamma q2-bin. Due to the limited available statistics this fit is merged for all
categories.
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Figure 6.9: Invariant mass fits to the B0 → K∗0π0(→ γe+e−) MC sample in
the very-low q2-bin, in the trigger category L0L (top) and L0I (bottom), for
Run 1 (left) and Run 2 (right).
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Figure 6.10: Invariant mass fits to the B0 → K∗0π0(→ γe+e−) MC sample
in the very-low q2-bin, in the trigger category L0L (top) and L0I (bottom), for
Run 1 (left) and Run 2 (right).
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6.2.2 Mass fit to B0→ K∗0e+e− data

To model the invariant mass shape of B0→ K∗0e+e− data one has to construct
a model that contains all background shapes. The fractions of contamination
of each background component are the free fit parameters, since the shapes are
fixed from fits to MC simulation as explained in the previous Section 6.2.1.
Starting values for the fractions can be estimated using the efficiencies for
the respective decays and measured values of the branching fractions from the
PDG [69].
In the following, the full PDF for the mass fit to B0 → K∗0e+e− data will
be constructed. The fit is performed simultaneously in eight categories. The
two data taking periods, denoted in the following as y = {Run 1,Run 2}, the
trigger categories t = {L0L,L0I} and the gamma and very-low q2-bin, denoted
as q = {g, l}.
To account for possible data/MC differences the mean of the signal double
crystal ball PDF is shifted by a value my

J/ψ and the width is scaled by a factor
syJ/ψ , which were extracted from the fit to the B0 → K∗0J/ψ (→ e+e−) reference
channel (see Section 6.1).
The decays B0→ K∗0e+e− and B0 → K∗0γ(→ e+e−) result in the same mass
shape. Therefore a mass fit in the very-low q2-bin alone is not able to separate
these two components. This means that the signal yield extracted from a fit
would not only contain B0→ K∗0e+e− candidates but also a contribution from
B0 → K∗0γ(→ e+e−) candidates. A solution to this problem is the inclusion of
the gamma q2-bin to the fit. In the gamma q2-bin the signal yield is dominated
by B0 → K∗0γ(→ e+e−) candidates with a small contribution of B0→ K∗0e+e−

candidates. One can then use the ratio of candidates in the different q2-bins
estimated from MC simulation to constrain the leakage of candidates in the
other q2-bin.
Another reason to include the gamma q2-bin in the fit is the similarity of back-
ground components in both q2 regions and the larger statistics in the control
channel. The underlying physics is similar between a real and a quasi real vir-
tual photon. Therefore, the fraction of partially reconstructed background, for
example, is expected to be the same in both q2-bins, allowing this parameter
to be shared among the q2-bins. Since the gamma q2-bin comprises a larger
dataset it allows for a better determination of this parameter. By simultane-
ously fitting the gamma q2-bin one can therefore improve the sensitivity in the
very-low q2-bin as well.
The following part defines the PDF for each component:

• Signal and leakage PDFs: B0 → K∗0γ(→ e+e−) and B0 → K∗0e+e−
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contributions, defined by

Py,t,qs = DCB(µy,t,qs,MC +my
J/ψ , σ

y,t,q
s,MC ·syJ/ψ , α

y,t,q
1,s,MC, α

y,t,q
2,s,MC, n

y,t,q
1,s,MC, n

y,t,q
2,s,MC).

(6.5)

The fraction f y,t,qs associated to this PDF is defined as the sum of the
fractions of B0 → K∗0γ(→ e+e−) and B0→ K∗0e+e− candidates as

f y,t,qs = f y,t,qγ + f y,t,qee . (6.6)

The leakage of B0→ K∗0e+e− candidates in the gamma q2-bin is con-
strained by the MC simulation such that the fraction of the leakage is
defined by

f y,t,gee = Gy,tee

(
Ny,t,g
ee,MC

Ny,t,l
ee,MC

)
Ny,t,l

data

Ny,t,g
data

f y,t,lee , (6.7)

where f y,t,qee is the B0 → K∗0e+e− fraction returned by the fit in each
category, while Ny,t,q

data is the yield of data in each category. G is a Gaus-
sian constraint parameterized by the ratio of yields extracted from the
simulation. Similarly, the leakage from B0 → K∗0γ(→ e+e−) candidates
in the very-low q2-bin is given by

f y,t,lγ = Gy,tγ

(
Ny,t,l
γ,MC

Ny,t,g
γ,MC

)
Ny,t,g

data

Ny,t,l
data

f y,t,gγ . (6.8)

• Partially reconstructed background PDF: defined by

Py,t,qPR = f y,t,qCB · CB(µy,t,qPR,MC, σ
y,t,q
PR,MC, α

y,t,q
PR,MC, n

y,t,q
PR,MC)

+ (1− f y,t,qCB ) ·Gauss(µ̃y,t,qPR,MC, σ̃
y,t,q
PR,MC),

(6.9)

where the fraction f y,t,qCB is used to asses the contribution of the CB and
Gaussian function.
The fraction of partially reconstructed background with respect to the
signal (including leakage) is shared between the two q2-bins, imposing
the additional constraint

f y,t,qPR = Cy,t
PR · f y,t,qs , (6.10)

where Cy,t
PR is a free parameter shared among the two q2-bins.
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• π0/η background PDFs: defined by

Py,t,qi , i = {π0, η}, (6.11)

which are the non parametric shapes obtained from the fits to the corre-
sponding MC simulations. The fractions of π0/η backgrounds are Gaus-
sian constrained from the yields in MC simulation such that

f y,t,gi = Gy,t,gi

(
Ny,t,g
i,MC

Ny,t,g
γ,MC

)
f y,t,gγ

f y,t,li = Gy,t,li

(
Ny,t,l
i,MC

Ny,t,l
ee,MC

)
f y,t,lee

, i = {π0, η}. (6.12)

• Combinatorial background PDF: defined by

Py,t,qcomb = exp(λy,t,q). (6.13)

This PDF is left free in the fit, as the combinatorial background contri-
bution is not fixed by a fit to simulation.

In summary, the total PDF is given by

Py,t,qtot (f y,t,qs , Cy,t
PR,λ

y,t,q,Gy,tee ,Gy,tγ ,Gy,t,qη ,Gy,t,qπ0 ) =

=
∑
y

∑
t

∑
q

f y,t,qee (f y,t,qs ,Gy,tee ) · Py,t,qs

+ f y,t,qγ (f y,t,qs ,Gy,tγ ) · Py,t,qs

+ f y,t,qPR (Cy,t
PR, f

y,t,q
s ) · Py,t,qPR

+ f y,t,qη (Gy,t,qη ) · Py,t,qη

+ f y,t,qπ0 (Gy,t,qπ0 ) · Py,t,qπ0

+ (1− f y,t,qs − f y,t,qPR − f y,t,qη − f y,t,qπ0 ) · Py,t,qcomb

(
λy,t,q

)
.

(6.14)

As it is a simultaneous fit, the individual components are summed over the eight
categories. The only free parameters are the signal plus leakage fractions f y,t,gs ,
the partially reconstructed fraction relative to the signal plus leakage shared
between the two q2-bins, Cy,t

PR, the slopes of the exponential of the combinatorial
background, λy,t,q, and the Gaussian constraints on the B0→ K∗0e+e−/B0 →
K∗0γ(→ e+e−) leakages as well as the Gaussian constraints on the η/π0 con-
taminations. The fraction of combinatorial background is not a free parameter
and expressed through all other fractions to ensure proper normalization of the
PDF.
This version of the PDF is used in the angular analysis, since the free pa-
rameters are the fractions of background contributions, which are also relevant
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in the three angular dimensions to separate signal from background contribu-
tions. A simultaneous unbinned maximum likelihood fit in the eight categories
in the mass range m(K+π−e+e−) ∈ [4500, 6200] is performed to extract the
corresponding background fractions. The fits to data are shown in Figure 6.12
and 6.11 for the gamma and very-low q2-bin, respectively. The resulting frac-
tions of background components are shown in Table 6.2 and 6.3.

Table 6.2: Summary of the fractions associated to each fit component in the
gamma q2-bin obtained from the invariant mass fit. The uncertainties are
statistical only.

Fraction [%]
Run 1 Run 2

L0L L0I L0L L0I

fee 5.4± 0.5 4.2± 0.6 6.3± 0.2 3.6± 0.3

fγ 66.4± 2.4 59.2± 3.0 66.1± 1.6 57.1± 2.0

fPR 5.5± 1.2 11.0± 2.0 5.6± 1.2 10.5± 1.9

fη 3.9± 0.5 3.4± 0.5 4.7± 0.6 4.3± 0.5

fπ0 3.9± 1.4 4.0± 1.2 5.4± 1.2 4.5± 1.1

fcomb 14.9± 2.4 18.2± 3.4 11.9± 1.3 20.0± 2.1

Ndata 703 463 2556 1366

Table 6.3: Summary of the fractions associated to each fit component in the
very-low q2-bin obtained from the invariant mass fit. The uncertainties are
statistical only.

Fraction [%]
Run 1 Run 2

L0L L0I L0L L0I

fee 69.6± 6.0 56.2± 7.8 74.3± 2.8 53.8± 4.3

fγ 1.7± 0.5 1.3± 0.4 0.9± 0.4 0.7± 0.3

fPR 5.5± 1.3 10.0± 2.2 5.8± 1.2 9.5± 1.8

fη 4.6± 0.6 5.3± 0.9 5.3± 0.5 6.1± 0.7

fπ0 1.0± 0.2 1.9± 0.5 1.0± 0.2 2.1± 0.4

fcomb 17.6± 6.9 25.2± 10.0 12.7± 3.1 27.8± 5.6

Ndata 88 66 413 241
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Figure 6.11: Invariant mass fits to B0 → K∗0e+e− data in the gamma q2-
bin, in the trigger category L0L (top) and L0I (bottom), for Run 1 (left) and
Run 2 (right). The signal B0 → K∗0γ(→ e+e−) component is shown as pink
dotted line, while the leakage of B0→ K∗0e+e− decays is shown as red dotted
line. The B0 → K∗0π0(→ γ(→ e+e−)γ) contribution is depicted in dark green,
the B0 → K∗0η(→ γ(→ e+e−)γ) contribution in light green, the partially
reconstructed background in brown and combinatorial background in cyan.
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Figure 6.12: Invariant mass fits to B0→ K∗0e+e− data in the very-low q2-
bin, in the trigger category L0L (top) and L0I (bottom), for Run 1 (left) and
Run 2 (right). The signal B0→ K∗0e+e− component is shown as red dotted
line, while the leakage of B0 → K∗0γ(→ e+e−) decays is shown as pink dotted
line. The B0 → K∗0π0(→ γe+e−) contribution is depicted in dark green, the
B0 → K∗0η(→ γe+e−) contribution in light green, the partially reconstructed
background in brown and combinatorial background in cyan.
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6.3 Branching ratio measurement

In order to measure a branching fraction one has to count the number of candi-
dates of the relevant decay and the total number of mother particles produced.
The latter measurement is hard to do at LHCb and can be circumvented with
the use of a reference channel. One measures a ratio of branching fractions in
which the total number of produced mother particles cancels out and only the
yields of the signal and reference channel as well as their efficiencies are needed
for the measurement. Additionally systematic uncertainties common to both
decays cancel in the ratio, allowing a higher precision in the measurement.
With the dataset selected for the angular analysis of B0→ K∗0e+e− decays it
is possible to also measure the ratio of branching fractions

R(B) =
B(B0→ K∗0e+e−)

B(B0 → K∗0J/ψ (→ e+e−))
=

Nee

NJ/ψ

× εJ/ψ
εee

, (6.15)

where Nee(NJ/ψ ) is the number of candidates of B0 → K∗0e+e− and B0 →
K∗0J/ψ (→ e+e−) decays in data, respectively and εi the efficiency with which
the respective decay is reconstructed. The calculation of the efficiencies is
described in Section 5.4. The reference channel yield is extracted from the
mass fit to B0 → K∗0J/ψ (→ e+e−) data, as described in Section 6.1. The
signal channel yield can be extracted from the mass fit to B0→ K∗0e+e− data
after some modifications.

6.3.1 Modifications to the mass fit

In the angular analysis only the fraction of components in the mass fit is rel-
evant, meaning the PDF is normalized to 1 and the overall number of events
is not a fit parameter. For the branching ratio measurement one is interested
in the signal yield itself. The overall number of events in data now contains
valuable information as well and the likelihood function has to be extended, as
described in Section 4.4.
To perform the extended maximum likelihood fit, the fit PDF has to be modi-
fied to comprise the additional fit parameter. One can either multiply the PDF
by an overall number of events or one can reinterpret the fractions associated to
each component as yields (by multiplying them with the fixed number of events
in data). In the latter approach the additional fit parameter is introduced as
the yield of combinatorial background which is no longer constrained by the
other background components.
This change can be done for the mass fit to B0→ K∗0e+e− data resulting in
the yields of the signal. But as explained in Section 5.4, the efficiencies and
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the yields itself differ in the trigger categories and data taking periods. So in-
stead of one branching ratio one would compute a value for the branching ratio
R(B) measured in each of the four categories. These measurements would then
have to be statistically combined in order to produce one final result. Since the
proper statistical combination is not straight forward it is rather preferable to
directly fit the branching ratio simultaneously in all categories.
This can be achieved by rewriting the fraction of B0→ K∗0e+e− candidates f y,t,lee

in terms of the branching ratio R(B) as well as the yield of B0 → K∗0J/ψ (→
e+e−) decays, Ny,t

J/ψ , and the respective efficiencies εy,tJ/ψ and εy,tee

f y,t,lee =
Ny,t
J/ψ

Ny,t,l
data

× εy,tee
εy,tJ/ψ
×R(B). (6.16)

Here, the number of events in data Ny,t,l
data is used to keep f y,t,lee a fraction. This

is necessary in order to keep the definition of the constraint on the leakage
fraction between the gamma and very-low q2-bins (see Equations 6.7 and 6.8).
The yield of B0 → K∗0J/ψ (→ e+e−) decays as well as the efficiencies are
Gaussian constrained to their input values.
With that, one can rewrite the fit PDF of Equation 6.14 to accommodate the
branching ratio measurement:

• The fractions associated to each PDF component are multiplied by the
fixed number of events in data,

• the yield associated to the combinatorial background is an independent
fit parameter and not constrained by other background contributions,

• the signal plus leakage fractions are replaced as free fit parameters by the
branching ratio R(B), which is shared between the four categories in the
very-low q2-bin (see Equation 6.16).

A simultaneous extended unbinned maximum likelihood fit in the eight cate-
gories in the mass range m(K+π−e+e−) ∈ [4500, 6200] MeV is performed on
B0→ K∗0e+e− data to extract the branching ratio. The yields of the reference
channel (see Table 6.1) and the efficiencies of the signal and reference channel
(see Table 5.2) are Gaussian constraint to their input values.
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7 Angular fits

7.1 Angular fit strategy

The aim of the angular analysis is to measure the four observables FL, A
(2)
T , AReT

and AImT on B0→ K∗0e+e− signal candidates by performing a four dimensional
fit to the differential decay width (see Equation 2.9) in the three angles cos θ`,
cos θK and φ̃ and the m(K+π−e+e−) invariant mass. The fit is performed si-
multaneously in the two trigger categories and the two data taking periods,
with shared parameters FL, A

(2)
T , AReT and AImT .

As described in Section 6.2, the invariant mass fit is performed in a wide mass
window m(K+π−e+e−) ∈ [4500, 6200]MeV and the fractions associated to each
fit component are determined. Since the angular distributions alone do not pro-
vide a good separation between the signal and background shapes, the invariant
mass distribution is included again in the four dimensional fit. However, in or-
der to reduce the background contamination and ease the angular modeling of
backgrounds, the mass window is reduced for the angular fit to a narrow range
of m(K+π−e+e−) ∈ [5000, 5400]MeV.
The reconstruction and selection of signal candidates introduces a distortion of
the angular distributions. This is taken into account by an angular acceptance
PDF, which is determined and discussed in Section 7.2.
Due to the non-negligible background contamination, the angular distributions
of the present background components have to be modeled as well and have to
be included in the total fit PDF, which is discussed in Section 7.3. The fraction
associated to each component is Gaussian constrained from the mass fit in the
wide range.
The angular fit strategy is developed and studied as part of the official LHCb
analysis [1,2]. The author of this thesis contributed to the angular modeling of
background components and the angular fit to data.

7.2 Angular acceptance

The angular acceptance PDF describes the distortion to the angular distri-
bution of B0 → K∗0e+e− candidates that is introduced due to the detector
geometry and reconstruction and selection of the candidates. Since there are
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year and trigger dependent differences in the selection process the angular ac-
ceptance has to be modeled for each trigger category and data taking period.
These distortion effects are studied using a so-called phase-space MC sample
of B0→ K∗0e+e− simulated events. The phase-space MC sample is generated
without underlying physics except momentum conservation. In consequence
the three angles cos θ`, cos θK and φ̃ are generated with flat uncorrelated dis-
tributions. Applying the full reconstruction algorithm and candidate selection
to the phase-space MC sample, distorts the flat distributions. These distorted
distributions are taken as angular acceptance for each angle and can later be
used to cancel the acceptance effects in the measured distributions.
The phase-space MC sample is also generated with a flat q2 distribution, re-
sulting in a dramatically different dielectron mass distribution than with SM
physics. Even though the q2 range of the analysis is very narrow, the angu-
lar acceptance is expected to have some correlation with the dielectron mass,
especially the angle cos θ`, which directly involves the two leptons. This prob-
lem is solved by a weighting procedure to match the physical dielectron mass
distribution (see Ref. [2]).

7.2.1 Acceptance fit

The angular acceptance of each of the three angles cos θ`, cos θK and φ̃ is ex-
tracted by an unbinned maximum likelihood fit to the phase-space MC sample
of B0→ K∗0e+e− decays after applying the full reconstruction and selection.
The corrections to MC simulation, discussed in Section 5.2, are also applied.
The acceptance fits are performed separately in the two trigger categories and
the two data taking periods. It is assumed that the angular acceptance facto-
rizes in the three angles according to

εt,yA

(
cos θ`, cos θK , φ̃

)
≡ εt,yA (cos θ`) · εt,yA (cos θK) · εt,yA (φ̃), (7.1)

so that the acceptance function is derived individually for each angle. This
assumption is validated in Ref. [2], where it is tested that flat distributions can
be retrieved by applying the inverse acceptance.
The cos θ` and cos θK angles are modeled by Legendre polynomials up to order
four, given by

1 +
4∑
i=1

ciPi(x) = 1 + c1x+ c2
1

2

(
3x2 − 1

)
+ c3

1

2

(
5x3 − 3x

)
+ c4

1

8

(
35x4 − 30x2 + 3

)
.

(7.2)
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These Legendre polynomials are chosen in order to minimize the correlations
between the coefficients ci.
The angle cos θ` can be approximately expressed as an energy asymmetry be-
tween the two leptons. Since the reconstruction and selection are not expected
to introduce a bias with respect to the lepton charge, the cos θ` acceptance is
expected to be symmetric. Therefore, only the lowest order odd coefficient c1

is kept. Indeed, as can be seen in Figure 7.1, this coefficient is compatible with
zero. The PDF for the angular acceptance fit to cos θ` thus reads

εt,yA,cos θ`

(
cos θ`; c

t,y
l2 , c

t,y
l4

)
= 1 + ct,yl1 cos θ` + ct,yl2

1

2

(
3 cos θ2

` − 1
)

(7.3)

+ ct,yl4
1

8

(
35 cos θ4

` − 30 cos θ2
` + 3

)
,

where t denotes the trigger category and y the data taking period. The angular
acceptance fits and fit parameters for cos θ` are shown in Figure 7.1.
The angle cos θK can be approximately expressed as an energy asymmetry
between the pion and kaon. Since there is a mass difference between the mesons,
the cos θK angular acceptance is expected to be asymmetric and is given by

εt,yA,cos θK

(
cos θK ; ct,yK1, c

t,y
K3

)
= 1 + ct,yK1 cos θK

+ ct,yK2

1

2

(
3 cos θ2

K − 1
)

+ ct,yK3

1

2

(
5 cos θ3

K − 3 cos θK
)

+ cy,tK4

1

8

(
35 cos θ4

K − 30 cos θ2
K + 3

)
.

(7.4)

The fit parameters and distributions of the cos θK acceptance are shown in Fig-
ure 7.2.
The angle φ is found to be unaffected by the reconstruction and selection ef-
fects. Nevertheless, the flatness of the φ angular acceptance is tested against
cos 2φ, sin 2φ, cosφ and sinφ effects. These are the most dangerous effects,
since they could mimic BSM physics with non-zero values of A(2)

T or AImT . The
angular acceptance of φ is modeled by

εt,yA,φ
(
φ; ct,yc1 , c

t,y
s1 , c

t,y
c , c

t,y
s

)
= 1+ct,yc cos 2φ+ct,ys sin 2φ+ct,yc1 sinφ+ct,ys1 cosφ. (7.5)

The acceptance fits and fit parameters are shown in Figure 7.3. All parameters
are found to be compatible with zero within one to two σ. The χ2/ndf with
respect to a flat distribution is also computed and is found to be close to unity
for all categories.
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Figure 7.1: Fits to the B0→ K∗0e+e− phase-space MC sample of the cos θ`
distribution, in the trigger category L0L (top) and L0I (bottom), for Run 1
(left) and Run 2 (right).
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Figure 7.2: Fits to the B0→ K∗0e+e− phase-space MC sample of the cos θK
distribution, in the trigger category L0L (top) and L0I (bottom), for Run 1
(left) and Run 2 (right).
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Figure 7.3: Fits to the B0 → K∗0e+e− phase-space MC sample of the φ
distribution, in the trigger category L0L (top) and L0I (bottom), for Run 1
(left) and Run 2 (right). The fitted function from Equation 7.5 is shown in
blue with its associated 1 σ and 2 σ uncertainty bands. The χ2/ndf with
respect to a flat distribution (shown in dotted red) is given in the top right
corner.
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7.3 Angular modeling of backgrounds

As can be seen in the mass fit (see Section 6.2) there are several background
components present in the fit. In order to perform the four dimensional fit to
the m(K+π−e+e−) invariant mass and the three angles cos θK , cos θ` and φ̃, the
angular shape of these background components has to be modeled as well. This
section describes the different methods that are used to model each background
component. When included in the four dimensional fit, the angular shapes of
the background components are fixed to the shapes obtained in the following,
only the fraction associated to each component is left to vary.

7.3.1 Angular modeling of partially reconstructed
background

The easiest way to obtain a model for the angular shape of a background com-
ponent is to use a dedicated MC simulation of this decay. Then, one takes
a model PDF that is able to describe the shape and fixes the parameters by
fitting it to the angular shape of the background component in MC simulation.
For the partially reconstructed background one can use the B+ → K1(1270)(→
K+π−X)e+e− MC sample as is done in the mass fit (see Section 6.2.1). A
simple choice for the modeling PDF can be the full angular signal PDF (see
Equation 2.9), which is able to model compositions of quadratic shapes in cos θK
and cos θ` and trigonometric dependencies in φ̃, multiplied with the angular ac-
ceptance functions.
The fit of the full angular signal PDF to the B+ → K1(1270)(→ K+π−X)e+e−

MC sample is performed simultaneously in both runs and both trigger cate-
gories. The fit to the combined MC dataset is shown in Figure 7.4. The fit
parameters are listed in Table 7.1. As one can see, the full angular signal PDF
is able to model the angular shape of the partially reconstructed background.

Table 7.1: Fitted parameters of the full angular PDF on the B+ →
K1(1270)(→ K+π−X)e+e− MC simulation.

Parameter Value
A

(2)
T 0.003± 0.045

AImT −0.019± 0.044
AReT −0.003± 0.032
FL 0.162± 0.012
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Figure 7.4: Fits of the full angular signal PDF to the B+ → K1(1270)(→
K+π−X)e+e− MC sample for all years (Run 1 + Run 2) and all trigger cate-
gories (L0L + L0I) combined.

7.3.2 Angular modeling of B0 → K∗0γ(→ e+e−)
background

The background component B0 → K∗0γ(→ e+e−) has very similar physics to
the signal channel B0→ K∗0e+e−. Therefore, a naive way to model the an-
gular shape of this background would be to fit the full angular signal PDF to
B0 → K∗0γ(→ e+e−) MC sample, as is done for the partially reconstructed
background. This does not work, however, as one can see in the fit projections
onto the three angles in Figure 7.5. Especially the shape of the cos θ` distribu-
tion is not modeled properly. This can be explained, because the distributions
of cos θ` and φ̃ are not related to the physics of the B0→ K∗0γ decay. Both
distributions depend on the electrons, which for B0 → K∗0γ(→ e+e−) are only
present because of the interaction of the real photon with the detector material.
Therefore, a new model has to be developed to describe the angular shape of
B0 → K∗0γ(→ e+e−).
The cos θK distribution, however, is driven by the angular distributions of the
kaon and pion, which stems from the longitudinal polarization of the K∗ me-
son. One can capture this dependency by modeling the cos θK distribution with
the full angular signal PDF integrated over the cos θ` and φ̃ angles, taking into
account the angular acceptance. The resulting one-dimensional PDF describes
the cos θK distribution and has the longitudinal polarization FL as only fit pa-
rameter.
It is checked that there is no remaining correlation between cos θK and the
other angles by comparing the distributions of cos θ` and φ̃ in several bins of
cos θK as shown in Figure 7.7. The model is hence factorized into independent
distributions for the three angles cos θK , cos θ` and φ̃.
The cos θ` and φ̃ distributions are not connected to the physics of theB0→ K∗0γ
decay and can therefore be modeled by polynomials that reproduce the shape

80



0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
)
l

θcos(

0

50

100

150

200

250

300

350

E
ve

nt
s 

/ (
 0

.0
8 

)

LHCb simulation

(a)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
)

K
θcos(

0

100

200

300

400

500

E
ve

nt
s 

/ (
 0

.1
 )

LHCb simulation

(b)

0 0.5 1 1.5 2 2.5 3
 (rad)Φ

∼
0

50

100

150

200

250

300

E
ve

nt
s 

/ (
 0

.1
57

08
 r

ad
 )

LHCb simulation

(c)

Figure 7.5: Fits of the full angular signal PDF to the B0 → K∗0γ(→ e+e−)
MC sample for all years (Run 1 + Run 2) and trigger categories (L0L + L0I)
combined. One can see a clear mis-modeling of the cos θ` distribution.

of the distributions in MC simulation. The same functional form as used in the
acceptance function is taken as model PDF given by

pt,yl (at,y1 , at,y2 , at,y4 , cos θ`) = 1 + at,y1 cos θ` + at,y2

1

2

(
3 cos θ`

2 − 1
)

+ at,y4

1

8

(
35 cos θ`

4 − 30 cos θ`
2 + 3

)
,

pt,y
φ̃

(Ct,y
s , Ct,y

c , φ̃) = 1 + Ct,y
s sin(2φ̃) + Ct,y

c cos(2φ̃).

(7.6)

The resulting fits projections are shown in Figure 7.6. The fitted FL is found
to be 0.32 ± 0.33%, which is compatible with zero. This means a completely
transverse K∗ polarization, as expected due to the presence of the real photon.
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Figure 7.6: Fits of the custom model PDF to the B0 → K∗0γ(→ e+e−)
MC sample for all years (Run 1 + Run 2) and trigger categories (L0L + L0I)
combined.

81



0.8 0.6 0.4 0.2 0.0 0.2 0.4 0.6 0.8
cos l

0.00

0.02

0.04

0.06

0.08

0.10

0.12

a.
u.

cos K  [-1, -0.5]
cos K  [-0.5, 0.0]
cos K  [0.0, 0.5]
cos K  [0.5, 1.0] LHCb simulation

(a)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00

0.02

0.04

0.06

0.08

0.10

a.
u.

cos K  [-1, -0.5]
cos K  [-0.5, 0.0]
cos K  [0.0, 0.5]
cos K  [0.5, 1.0] LHCb simulation

(b)

Figure 7.7: Distribution of the cos θ` (left) and φ̃ (right) angles in several bins
of cos θK in B0 → K∗0γ(→ e+e−) MC simulation, for all years (Run 1 + Run 2)
and trigger categories (L0L + L0I) combined.

7.3.3 Angular modeling of B0 → K∗0π0(→ γe+e−) and
B0 → K∗0η(→ γe+e−) backgrounds

The angular shapes of the background components B0 → K∗0π0(→ γe+e−) and
B0 → K∗0η(→ γe+e−), especially the cos θK distribution, differ strongly from
the angular shape of B0 → K∗0γ(→ e+e−). The difference arises because the
K∗ longitudinal polarization is expected to be FL = 1 for these backgrounds
because of the spin and angular momentum of the π0 and η meson.
This can be tested by fitting the model developed for B0 → K∗0γ to the
B0 → K∗0π0(→ γe+e−) MC sample. The resulting cos θK distribution is shown
in Figure 7.8. The fit does yield the expected value, but also hits the fit bound-
ary of FL = 1 and lacks to describe the MC simulation at large values of cos θK .
One can clearly see the different shape of the cos θK distribution, however,
compared to Figure 7.6 for B0→ K∗0γ due to the different longitudinal polar-
ization.
But since the shape of this background contribution is quite different to other
backgrounds and the signal it is important to model it correctly in a converging
fit. The cos θK distribution can therefore not be modeled by the FL dependent
function but rather by polynomial functions to capture its shape. In order to
do that a second problem has to be solved. The cos θK distribution leads to the
problem that there are basically no event with cos θK ≈ 0. Fitting any polyno-
mial function to the distribution would result in negative best fit values in the
region of cos θK ≈ 0. This is unphysical for a probability density distribution
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Figure 7.8: Fits of the FL dependent PDF to the cos θK distribution of
B0 → K∗0π0(→ γe+e−) MC simulation for all years (Run 1 + Run 2) and
trigger categories (L0L + L0I) combined. The fit parameter FL hits the physi-
cal boundary and one can see a mis-modeling for large values of cos θK .

and has to be avoided, especially when this background contribution is added
as a component to the full fit to data.
This can be achieved by using Chebyshev polynomials and forcing positivity
at cos θK = 0 by constraining the coefficients of the polynomial. Chebyshev
polynomials of the first kind up to order four are given by

pk(a1, a2, a3, a4, x) = 1 + a1 x+ a2

(
2x2 − 1

)
+ a3

(
4x3 − 3x

)
+ a4

(
8x4 − 8x2 + 1

)
.

(7.7)

Constraining the coefficient a4 such that

a4 = a2 − 1, (7.8)

ensures that the function pk is equal to zero at x = 0.
The cos θ` and φ̃ distributions can again be modeled using the Legendre poly-
nomials as used for the acceptance function. The fit to B0 → K∗0π0(→ γe+e−)
MC simulation is shown in Figure 7.9.
For the decay B0 → K∗0η(→ γe+e−) there is no event generator model avail-
able. Therefore, no physical MC simulation with correct angular shapes can be
produced for this decay. Instead, the angular shape extracted for the π0 meson
from B0 → K∗0π0(→ γe+e−) is used for the η meson. This is justified because
both mesons have the same spin and parity. Therefore, both are expected to
have very similar angular distributions.
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Figure 7.9: Fits of the fully polynomial PDF to the B0 → K∗0π0(→ γe+e−)
MC sample for all years (Run 1 + Run 2) and trigger categories (L0L + L0I)
combined.

7.3.4 Angular modeling of combinatorial background

Modeling the angular shape of the combinatorial background is more difficult,
since there is no MC sample consisting of combinatorial background that could
be used directly. A widely used trick is to use data from the upper mass side-
band, where there is little to no signal left and the data consists only of combi-
natorial background. This cannot be used for this analysis, however, since the
combinatorial background considered here is a mixture of semi-leptonic back-
ground and combinatorial background contributions (SL/C). Both of which are
expected to have different angular shapes. In addition the semi-leptonic back-
ground contribution is not present in the upper mass sideband, since the decays
contributing to this background are missing particles. Therefore, a sample has
to be found that includes both background contributions.
The candidate sample that can be used to model semi-leptonic and combinato-
rial background is B0 → K∗0e+µ− data. Due to lepton flavor conservation, this
decay is forbidden in the SM. When reconstructing B0 → K∗0e+µ− candidates
the e+µ− has to be formed from at least one random track, therefore being of
combinatorial nature. In addition this data would contain the semi-leptonic
background where the leptons are of different flavor in the cascading decays, if
the same mass window as for the signal is kept.
The usage of B0 → K∗0e+µ− data as proxy for combinatorial and semi-leptonic
background is validated by comparing it to B0→ K∗0e+e− combinatorial and
semi-leptonic background in the corner of phase-space where it is possible to
separate this contribution from signal. The detailed studies can be found in
Ref. [2].
It is important that the selection of B0 → K∗0e+µ− data is as close to the
selection of B0→ K∗0e+e− data as possible. The problem is that the result-
ing B0 → K∗0e+µ− data sample does not contain enough events to model the
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angular shape properly. Some of the selection cuts have to be relaxed in order
to assure proper modeling. Ref. [2] describes the procedure that is used to
optimize these relaxations. The best trade-off of statistics versus compatibility
of the parameters is found for

• modeling both runs together,

• increasing the q2 range up to m`` ∈ [10, 1000] MeV,

• increasing the mass window down to m(K+π−`+`−) ∈ [4900, 5400] MeV,

• relaxing the cut on the multivariate classifier to BDT > 0.

The angular shape is modeled using Legendre polynomials up to order four for
cos θK and cos θ`, including the odd order coefficients, and an acceptance like
function for φ̃. The fits to the enlarged B0 → K∗0e+µ− data sample are shown
in Figure 7.10 for the three angles and both trigger categories. The obtained
parameters define the shape of the combinatorial and semi-leptonic background
components in the angular fit (SL/C).
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Figure 7.10: Angular fits for the combinatorial background (SL/C) to the
enlarged data set of B0 → K∗0e+µ− decays, for the trigger category L0I (top,
a to c) and L0L (bottom, d to f).
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8 Fit validation

There are several measures taken in order to validate the fit procedure and
analysis strategy.
These are developed and studied as part of the official LHCb analysis [1,2]. The
author of this thesis contributed to the angular fit to B0→ K∗0e+e− simulation,
the angular modeling of background components in the fit to the control channel
as well as implementing the full angular fit in the pseudo-experiments.

8.1 Angular fit to B0→ K∗0e+e− simulation

The first fit validation consists of an angular fit to the B0→ K∗0e+e− MC sim-
ulation. The full angular signal PDF (see Equation 2.9) is used including the
angular acceptance, in order to extract the four observables FL, A

(2)
T , AReT and

AImT . The fit projections onto the three angles cos θK , cos θ` and φ̃ are shown
in Figure 8.1.
The obtained values for the angular observables can then be compared to the
values that were used to generate the MC simulation.
These latter values are extracted from a fit to a second, independent, B0→
K∗0e+e− MC simulation at generator level, where no cuts at all are applied
(see Figure 8.2). This generator level MC sample simulates the kinematics and
angular distributions of the decay B0→ K∗0e+e− but does not simulate the in-
teraction of the particles with the LHCb detector. It also does not contain any

LHCb simulation

(a)

LHCb simulation

(b)

LHCb simulation

(c)

Figure 8.1: Fits of the full angular signal PDF to the reconstructed fully
selected B0 → K∗0e+e− MC sample for all years (Run 1 + Run 2) and all
trigger categories (L0L + L0I) combined.
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Figure 8.2: Fits of the full angular signal PDF to the generator level B0→
K∗0e+e− MC sample without any selection applied.

geometric cuts that would force the final state particles to be within the LHCb
detector acceptance. The fit to this generator level MC simulation therefore
does not include the acceptance function but only the full angular signal PDF.
In addition, the MC corrections discussed in Section 5.2 are not applied for this
crosscheck.
The comparison between the two fit results therefore validates the angular ac-
ceptance modeling in the fit procedure.
One important difference between the generator level MC simulation without
any cuts and the fully selected B0→ K∗0e+e− MC simulation is the q2 distribu-
tion, however. The generator level MC sample is simulated over the full phase
space, while the selected MC sample is restricted to the very-low q2-bin. But
the q2 distribution affects the angular distributions, since the angular observ-
ables, especially the longitudinal polarization FL, are q2 dependent. In order
to be able to compare the angular observables from the two MC samples, the
generator level MC sample is therefore weighted such that its mtrue

ee distribution1

matches that of the reconstructed MC sample after the full selection has been
applied. The two q2 distributions are shown in Figure 8.3.
Both fit results are compared in Table 8.1. All four angular observables are
compatible within less than two σ. This validates the angular fit procedure
and especially the modeling of the angular acceptance.

1The variable mtrue
ee is the true dielectron invariant mass in the MC simulation. There are

no reconstructed variables for the generator level MC simulation.
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Figure 8.3: Distribution of the true dielectron invariant mass of the generator
level B0→ K∗0e+e− MC simulation before (left) and after (right) weighting to
match the distribution of the reconstructed and fully selected B0→ K∗0e+e−

MC simulation.

Table 8.1: Comparison of the fit parameters extracted from the fit to generator
level and fully reconstructed and selected B0→ K∗0e+e− MC simulation.

FL ARe
T A

(2)
T AIm

T

gen (3.55± 0.24)% −0.032± 0.009 0.012± 0.014 −0.026± 0.014

reco (3.95± 0.14)% −0.019± 0.005 −0.003± 0.006 −0.022± 0.006

8.2 Angular Fit to B0 → K∗0γ(→ e+e−) data

An additional important validation of the angular fit strategy is performed on
the B0 → K∗0γ(→ e+e−) control channel in MC simulation and data. For the
B0 → K∗0γ(→ e+e−) decay, the cos θ` and φ̃ distributions are not related to
the physics of the B0→ K∗0γ decay, since the dielectron pair is only present
due to the interaction of the photon with the detector material. An angular
fit on B0 → K∗0γ(→ e+e−) decays is therefore only performed on the cos θK
distribution.
The full angular signal PDF integrated over cos θ` and φ̃ is used as fit model,
as already introduced in Section 7.3.2. This PDF takes into account the accep-
tance function and is only sensitive to the longitudinal polarization FL. Due to
very low statistics in the gamma q2-bin of the B0→ K∗0e+e− MC simulation,
the same acceptance as in the very-low q2-bin is used.
The fit to the cos θK distribution of B0 → K∗0γ(→ e+e−) MC simulation is
shown in Figure 7.6b. The fitted value of FL is found to be 0.32±0.33%, which
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is compatible with zero. This is the expected value, since the K∗0 meson has
to be completely transversely polarized due to the presence of the real photon.
This fit can also be repeated on data. In order to do that, the angular analysis
is performed in the gamma q2-bin, which is dominated by B0 → K∗0γ(→ e+e−)
candidates. Since this is a fit to data, the angular shapes of background com-
ponents that are present have to be modeled. They are composed of

• B0→ K∗0e+e− decays. In the gamma q2-bin, they now represent a back-
ground component, since B0 → K∗0γ(→ e+e−) decays are considered
as signal. The angular shape is extracted from a fit to B0→ K∗0e+e−

MC simulation in the gamma q2-bin, with the full angular signal PDF
integrated over the angles cos θ` and φ̃.

• B0 → K∗0π0(→ γ(→ e+e−)γ) and B0 → K∗0η(→ γ(→ e+e−)γ) decays.
The same polynomial model as for the Dalitz decays (see Section 7.3.3)
is used as fit model. The angular shapes are determined from fits to
the respective B0 → K∗0π0(→ γ(→ e+e−)γ) and B0 → K∗0η(→ γ(→
e+e−)γ) MC samples. As mentioned in the determination of their mass
shape (see Section 6.2.1), the statistics of these samples are very small,
so that the fit is not split into categories.

• Partially reconstructed decays. The FL dependent part of the full angular
signal PDF (as for the B0 → K∗0γ(→ e+e−) signal and B0→ K∗0e+e−

background) is used as fit model. The angular shape of the partially
reconstructed background is determined from a fit to B+ → K1(1270)(→
K+π−X)e+e− MC sample in the gamma q2-bin.

• Combinatorial contributions. They are modeled using B0 → K∗0e+µ−

data as done for the very-low q2-bin (see Section 7.3.4). The exact same
angular shape for the cos θK distribution as in the very-low q2-bin is used
due to the very small amount of B0 → K∗0e+µ− events with mee <
10MeV and the observation that the cos θK distribution does not vary
much with mee [2].

Up to the difference that the full angular signal PDF is integrated over cos θ`
and φ̃, the complete angular analysis is performed in the gamma q2-bin. This
means that a two dimensional fit to the m(K+π−e+e−) invariant mass and
the angle cos θK is performed in the narrow mass range m(K+π−e+e−) ∈
[5000, 5400] MeV, where the fractions of signal and background components
are Gaussian constrained to their values obtained from the mass fit in the wide
range. The mass and angular fits are shown in Figure 8.4. The result of the fit
yields a longitudinal polarization fraction of the K∗0 meson of FL = 0.0+0.7

−0.0 %.

90



4500 5000 5500 6000
) [MeV]−e+e−π+K(m

0

100

200

300

400

500

600

700
C

an
di

da
te

s 
/ 3

4 
M

eV LHCb
Data

Model

γ*0K→0B

SL/C

γπ*0K→B

)γγ(η*0K→0B

)γγ(0π*0K→0B

−e+e*0K→0B

(a)

1− 0.5− 0 0.5 1

Kθcos

0

50

100

150

200

250

300

C
an

di
da

te
s 

/ 0
.1

LHCb

(b)

Figure 8.4: Distributions of the (left) K+π−e+e− invariant mass and (right)
cos θK angle of B0 → K∗0γ(→ e+e−) candidates in the control channel. The
angular fit including the background components is shown for all years (Run 1
+ Run 2) and trigger categories (L0L + L0I) combined. The dashed vertical
lines indicate the narrow mass range used in the angular fit.

This value is compatible with the expected complete transverse polarization of
the K∗0 meson. This angular fit to the B0 → K∗0γ(→ e+e−) control channel
is therefore an excellent crosscheck of the angular analysis, as the fit procedure
matches the strategy that is employed for the B0→ K∗0e+e− signal channel.

8.3 Usage of pseudo-experiments

One important toolkit for testing the stability of the fit and compute systematic
uncertainties is the usage of pseudo-experiments. These pseudo-experiments
rely on the generation of so called toy datasets or short toys, that include signal
and background components on which the angular analysis can be performed.
One pseudo-experiment contains the following steps:

1. Generation

• Specify values for the angular observables so that the angular shape
of the signal is given.

• Get the mass shape of the signal from a fit to MC simulation with
a given mass model.

• Get the mass and angular shapes of background components from
fits to the respective MC simulations with specified models.
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• Get the acceptance function from a fit to MC simulation with a given
acceptance model.

• Specify the amount of events that should be generated in the gamma
and very-low q2-bin, respectively.

• Generate two four dimensional datasets based on the mass and an-
gular shapes of signal and background contributions for the signal
and control channel. The fractions associated to each component is
taken from the mass fit to (real) data.

2. Fitting

• Get the mass shape of the signal from a fit to MC simulation with
a given mass model.

• Get the mass shape of background components from fits to the re-
spective MC simulation with specified (potentially different) models.

• Perform the simultaneous mass fit in the wide mass window to the
generated data in the signal and control channel and extract the
fractions associated to each fit component.

• Get the angular shape of background components from fits to the
respective MC simulation with specified (potentially different) mod-
els.

• Get the acceptance function from a fit to MC simulation with a given
(potentially different) acceptance model.

• Perform the four dimensional fit in the narrow mass window to the
generated data in the signal channel and extract the angular observ-
ables. The fractions associated to each fit component are Gaussian
constrained to the values obtained from the mass fit in the wide mass
window.

• Save the best fit value and uncertainty estimation of the four angular
observables.

This procedure is then repeated for a large number of toy datasets and the
resulting distributions of the best fit values of the angular observables are used
to infer knowledge about the fit strategy, since this procedure simulates the
experiment.
It is possible to specify different models that are used for generation and fitting
of these toy datasets, so that systematic effects can be studied.
Figure 8.5 shows the distributions of the fitted value, uncertainty and pull2 for
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10000 toys fitted with a Gaussian function. Each toy is generated with the
values obtained from the fit to data for the angular observables, the nominal
shapes for the background components during generation and fitting and real-
istic number of events of 873 for the very-low q2-bin and 6129 for the gamma
q2-bin.
No large biases are observed for the angular observables and the width of the
pull distributions are compatible with unity, which implies a correct coverage of
uncertainties. Only the observable FL shows a small bias of 0.003. This is due
to the proximity to the unphysical region with FL < 0, where the fit becomes
unstable. The fitted value of FL in data is therefore corrected for the bias on
FL and the correction is assigned as a systematic uncertainty.
Besides checking for potential biases in the fit, the pseudo-experiments can be
used to asses the size of potential systematic uncertainties. In this analysis,
mainly two potential sources of systematic uncertainties are considered. There
are uncertainties related to the statistics of the samples used to model mass and
angular shapes as well as the acceptance. And there are uncertainties related
to the choice of the model itself.
The uncertainties related to the limited size of the data and simulation samples
are addressed with a bootstrapping technique [85]. This technique relies on
re-sampling the corresponding dataset and repeating the full fit several times
to get the pull distributions, which are sensitive to the systematic uncertainty.
In order to avoid any fluctuations related to the available statistics in data, the
1000 toys for the bootstrapping are generated with 10 times more events than
in data.
The uncertainties related to the various modeling choices used in the fits are
evaluated by using toy datasets that are generated with alternative models and
fitted with the nominal models used in the fit to data. The systematic uncer-
tainties are then extracted from deviations in the resulting distributions of the
angular observables compared to the nominal ones.
The different systematic uncertainties that are considered are summarized in
Table 8.2. The total systematic uncertainty, obtained by adding all individual
sources in quadrature, is smaller than the statistical uncertainty for all observ-
ables. A detailed description of all individual sources of systematic uncertainty
and the assessment of their size can be found in Ref. [2].

2The pull is defined as the difference between fitted and generated value divided by fitted
uncertainty of the value.
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Figure 8.5: Distributions of the fitted values (left), uncertainties (middle) and
pulls (right) of 10000 toy datasets for the four angular observable A(2)

T , AReT ,
AImT and FL (from top to bottom). The angular observables were generated
with the central values of the fit to data.

94



Table 8.2: Summary of systematic uncertainties on the four angular observ-
ables. The total systematic uncertainty is the sum in quadrature of all the
contributions. For comparison, the statistical uncertainties are shown in the
last row of the table.

Source of systematic A
(2)
T AIm

T ARe
T FL

Simulation sample size for acceptance 0.007 0.007 0.007 0.003

Acceptance function modeling 0.004 0.001 0.008 0.001

B0 → K∗0e+µ− sample size for SL/C 0.007 0.007 0.007 0.003

SL/C angular modeling 0.012 0.005 0.006 0.005

PR model other than K1(1270) 0.001 0.003 0.002 0.001

η or π0 angular modeling < 0.001 < 0.001 0.002 0.010

Corrections to simulation 0.003 0.001 0.003 0.007

Signal mass shape 0.002 0.002 0.004 0.001

Total systematic uncertainty 0.017 0.012 0.015 0.014

Statistical uncertainty 0.103 0.102 0.077 0.026
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9 Results

9.1 Angular observables

An angular analysis of the B0 → K∗0e+e− decay is performed in the effec-
tive q2 range from 0.0008 to 0.257 GeV2 [1, 2]. The four angular observables
FL,A

(2)
T ,AReT and AImT are extracted from a four dimensional fit to the invariant

massm(K+π−e+e−) in the range 5000 to 5400 MeV and the three angles cos θK ,
cos θ` and φ̃. The invariant mass distribution and the angular distributions to-
gether with the PDF projections resulting from the fit are shown in Figure 9.1.
The four B0→ K∗0e+e− angular observables measured in the effective q2 range
from 0.0008 to 0.257 GeV2 are found to be

FL = 0.044± 0.026± 0.014,

AReT = −0.064± 0.077± 0.015,

A
(2)
T = +0.106± 0.103± 0.017,

AImT = +0.015± 0.102± 0.012,

where the first contribution to the uncertainty is statistical and the second
systematic. Correlations between the observables are measured to be

FL AReT A
(2)
T AImT

FL 1.00 −0.02 −0.01 0.02
AReT 1.00 0.05 0.02
A

(2)
T 1.00 0.10

AImT 1.00

These results supersede the previous angular analysis of B0→ K∗0e+e− decays
at LHCb from Ref. [45].
The SM predictions of the four angular observables are computed with the
Flavio [43] software package (see Equation 2.11). All four angular observables
are compatible with their SM prediction within one σ.
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Figure 9.1: Distributions of the (top left) K+π−e+e− invariant mass, (top right)
cos θ`, (bottom left) cos θK and (bottom right) φ̃ variables of B0→ K∗0e+e− candi-
dates in the very-low q2-bin. The angular fit including the background components
is shown for all years (Run 1 + Run 2) and trigger categories (L0L + L0I) combined.
The dashed vertical lines indicate the narrow mass range used in the angular fit.
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9.2 Photon polarization in b→ sγ transitions

Using Equation 2.10, the measured values of the A(2)
T and AImT observables can

be used to determine the photon polarization in B0→ K∗0γ decays

Re (AR/AL) = 0.05± 0.05

Im (AR/AL) = 0.01± 0.05.

Then, the Flavio software package can be used to translate these measure-
ments into the photon polarization of the b→ sγ transition, which can be ex-
pressed as the ratio of right- and left-handed C(′)

7 Wilson coefficients. The details
about the calculation of hadronic contributions can be found in Ref. [44]. The
obtained constraints are presented in Figure 9.2, where they are compared to
the constraints from previous measurements by the Belle, BaBar and LHCb ex-
periments [30–34,37–39]. For these calculations, the C(′)

7 regularization-scheme
independent effective coefficents are evaluated at a scale µ = 4.8GeV [44]. In
addition, the value of the left-handed C7 Wilson coefficient is fixed to its SM
value, CSM

7 = −0.2915. The theoretical uncertainties related to predictions of
the experimental observables are taken into account in the constrained areas.
The results of this analysis provide the world’s best constraint on the b → sγ
photon polarization.
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9.3 Branching fraction of the B0→ K∗0e+e−

decay

A branching ratio measurement of the B0→ K∗0e+e− decay in the effective q2

range from 0.0008 to 0.257 GeV2 with respect to the B0 → K∗0J/ψ (→ e+e−)
reference decay is performed. The branching ratio is extracted from a fit to
the invariant mass m(K+π−e+e−) in the range 4500 to 6200 MeV in the signal
channel, where the yield of B0 → K∗0J/ψ (→ e+e−) decays is constraint to the
value obtained from a fit to the invariant mass m(K+π−e+e−) in the range
4700 to 6200 MeV in the reference channel.
The branching ratio measured in the effective q2 range from 0.0008 to 0.257 GeV2

is found to be

R(B) =
B(B0→ K∗0e+e−)

B(B0→ (K+π−)J/ψ (→ e+e−))
= (2.49± 0.12)× 10−3,
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where the contribution to the uncertainty is statistical only.
This can be translated into to branching fraction of the B0→ K∗0e+e− decay,
by taking the branching fraction of the B0 → K∗0J/ψ (→ e+e−) decay from the
PDG [69],

B(B0→ K∗0J/ψ )PDG = (1.27± 0.05)× 10−3

B(J/ψ→ e+e−)PDG = (5.971± 0.032)× 10−2.

The branching fraction from the PDG, however, only includes the P-wave con-
tribution of the K∗0 decay. In the measurement, the region |m(Kπ)−mPDG

K∗0 | <
100MeV is selected, which also contains the S-wave contribution. This contri-
bution has to be accounted for by using the fraction of K+π− pairs in an S-wave
configuration in the selected mass range to the B0→ K∗0J/ψ decay [86],

F
J/ψ
S = 0.084± 0.010

B(B0→ (K+π−)J/ψ ) =
B(B0→ K∗0J/ψ )

1− F J/ψ
S

With that, the branching fraction of the decay B0→ K∗0e+e− in the effective
q2 range from 0.0008 to 0.257 GeV2 is measured to be

B(B0→ K∗0e+e−)exp = (2.06± 0.10± 0.08)× 10−7,

where the first contribution to the uncertainty is statistical and the second due
to the uncertainty of the external inputs.

Theory prediction of the branching fraction

The Flavio [43] software package can be used again to obtain a SM prediction
for the branching fraction of the B0→ K∗0e+e− decay in the effective q2 region
from 0.0008 to 0.257 GeV2. The SM prediction is computed to be

B(B0→ K∗0e+e−)th = (2.0± 0.4)× 10−7,

with a relatively large relative uncertainty of 20% due to hadronic uncertainties.
The measured branching fraction is compatible with the SM prediction within
one σ.
As a crosscheck, one can compare the experimental ratio of branching fractions
of the B0→ K∗0e+e− decay over the B0→ K∗0γ decay to a theory prediction of
this ratio. At very low q2, the predictions for both branching fractions are very
correlated, since the underlying physics is very similar. Therefore, hadronic
uncertainties that dominate the theoretical uncertainty should cancel in the
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ratio of both branching fractions to a large extend. Hence, the prediction for
the resulting ratio should have much better precision.
The Flavio software package can be used to obtain sets of randomly re-sampled
theory parameters. For each set of theory parameters the B0→ K∗0e+e− and
B0→ K∗0γ branching fraction is predicted. Then the ratio is calculated as the
mean of the set of predicited ratios with an uncertainty corresponding to the
standard deviation of the set of ratios,[B(B0→ K∗0e+e−)

B(B0→ K∗0γ)

]
Flavio

= (4.77± 0.07)× 10−3.

This prediction only comes with a relative uncertainty of about 1%. The ex-
perimental ratio can be calculated using the nominal value of the branching
fraction of the B0→ K∗0γ decay from the PDG [69]

B(B0→ K∗0γ)PDG = (4.18± 0.25)× 10−5.

With this, one can calculate the ratio of branching fractions of the B0 →
K∗0e+e− decay over the B0→ K∗0γ decay in the effective q2 range from 0.0008
to 0.257 GeV2

B(B0→ K∗0e+e−)exp
B(B0→ K∗0γ)PDG

= (4.93± 0.24± 0.36)× 10−3,

where the first contribution to the uncertainty is statistical and the second due
to the uncertainty on the external inputs. The experimental value of the ratio of
branching fractions is compatible with the SM theory prediction from Flavio
within one σ.
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10 Conclusion

An angular analysis and branching fraction measurement of the B0→ K∗0e+e−

decay is performed using proton-proton collision data, corresponding to an
integrated luminosity of 9 fb−1, collected by the LHCb experiment between 2011
and 2018 [1, 2]. The angular observables and branching fraction are measured
for the first time in the q2 range from 0.0008 to 0.257 GeV2.
The aim of this thesis was to constrain the photon polarization in the b→ sγ

transition that mediates the B0→ K∗0e+e− decay in the selected very low q2

region. This decay is suppressed in the SM and thus sensitive to BSM physics
contributions. Any sign of a significant right-handed polarization would be an
unambiguous indication of BSM physics.
The analysis presented here supersedes previous measurements by the LHCb

collaboration [45]. It exploits an improved data selection and fit strategy as well
as a larger dataset. A pure sample of B0→ K∗0e+e− decays is obtained with
only about 20% background contributions. All these background components
are well studied and modeled in the invariant mass and angular fits. This results
in small systematic uncertainties and statistically dominated uncertainties of
the angular observables. Systematic uncertainties were not determined for the
branching ratio measurement due to the time constraints for this master thesis.
All results of this thesis are compatible with SM predictions and the angu-

lar observables are used to measure both the real and imaginary parts of the
B0→ K∗0γ photon polarization with a precision of 5%. In addition, these re-
sults are used to constrain the photon polarization in b → sγ transitions with
significantly better precision than the combination of previous measurements.
The angular analysis and branching fraction measurement, however, will im-

prove in the future with more data collected by the LHCb experiment, as the
detector is currently undergoing major upgrades to be ready for the higher
luminosity that will be provided by the upgrade of the LHC accelerator. In
addition, this analysis at the very low end of the q2 spectrum yields important
insights and understanding of background contributions that are relevant to
analysis of the B0→ K∗0e+e− decay over the full q2 range, which are interest-
ing in the light of hints of lepton flavor non-universality in b→ s`+`− transitions
and the so-called B flavor anomalies [59,87,88].
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A Appendix

A.1 Angular observables in terms of transversity
amplitudes

The four angular observables of the angular analysis (see Equation 2.8 and
Equation 2.9) can be expressed as functions of the transversity amplitudes as
follows [49,50]

FL =
|A0|2

|A0|2 +
∣∣A‖∣∣2 + |A⊥|2

,

A
(2)
T =

|A⊥|2 −
∣∣A‖∣∣2

|A⊥|2 +
∣∣A‖∣∣2 ,

AReT =
2Re

(
AL‖A

L∗
⊥ + AR‖ A

R∗
⊥

)
|A⊥|2 +

∣∣A‖∣∣2 ,

AImT =
2Im

(
AL‖A

L∗
⊥ + AR‖ A

R∗
⊥

)
|A⊥|2 +

∣∣A‖∣∣2 .

(A.1)
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The transversity amplitudes themselves are defined in Ref. [47] as

AL,R⊥
(
q2
)

= N
(
q2
)√

2λ (q2)

{
2mb

q2
(C7 + C ′7)T1

(
q2
)

+ [(C9 + C ′9)∓ (C10 + C ′10)]
V (q2)

mB +mK∗0

}
,

AL,R‖
(
q2
)

= −N
(
q2
)√

2
(
m2
B −m2

K∗0

){2mb

q2
(C7 − C ′7)T2

(
q2
)

+ [(C9 − C ′9)∓ (C10 − C ′10)]
A1 (q2)

mB −mK∗0

}
,

AL,R0

(
q2
)

= − N (q2)

2mK∗0
√
q2
{[(C9 − C ′9)∓ (C10 − C ′10)]

×
[(
m2
B −m2

K∗0 − q2
)

(mB +mK∗0)A1

(
q2
)
− λ

(
q2
) A2 (q2)

m2
B −m2

K∗0

]
+2mb (C7 − C ′7)

[(
m2
B + 3m2

K∗0 − q2
)
T2

(
q2
)
− λ (q2)

m2
B −m2

K∗0
T3

(
q2
)]}

(A.2)

where

N (q2) = VtbV
∗
ts

[
G2
Fα

2

210π5m3
B

βe(q2)
3

q2
√
λ (q2)

]1/2

,

βl (q
2) =

√
1− 4m2

e

q2 ,

λ (q2) =
[
q2 − (mB +mK∗0)2] [q2 − (mB −mK∗0)2] (A.3)

and V (q2), A1,2(q2) and T1,2,3(q2) are hadronic form factors.
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