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Abstract

Particle production in heavy-ion collisions has been studied in the last decade us-
ing relativistic hydrodynamics for the evolution of an exotic state of matter called
quark-gluon plasma.
In this thesis, a recent code-implementation for the fluid dynamic evolution called
Fluidum was used to examine the influence of the temperature-dependent transport
coefficient called "shear viscosity over entropy" (⌘/s) on transverse-momentum par-
ticle spectra for pions, kaons and protons in the 0-5% centrality class.
In earlier works, a constant model for ⌘/s was implemented and matched data up
to �

2
red = 1.37 for five centrality classes.

In the first part of the analysis in this thesis, a variety of functional forms for ⌘/s

was implemented in Fluidum including a temperature dependent model obtained
from Yang-Mills calculations to study their effect on particle spectra. In particular
the influence of the high and low temperature region of this temperature dependent
functional form was studied.
The second part of the analysis deals with a grid search along the parameters A

(scaling-factor of ⌘/s), ⌧0 (starting time of hydrodynamic evolution), (⇣/s)max (max-
imum of the bulk viscosity over entropy ratio), norm (normalization of the initial
entropy-density) and Tfo (freeze-out temperature) to find their best-fit values for
the implemented temperature dependent and temperature independent ⌘/s. Both
functional forms were then compared.
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Zusammenfassung

Die Entstehung von Teilchen in Schwerionenkollisionen sowie die zeitliche Entwick-
lung des Quark-Gluonen Plasmas wurde in jüngerer Forschung mithilfe der relativis-
tischen Hydrodynamik untersucht. In dieser Arbeit wird ein kürzlich entstandenes
Codepaket namens Fluidum verwendet um den Einfluss des temperaturabhängigen
Transport-Koeffizienten "Scheerviskosität (geteilt durch Entropiedichte)" (⌘/s) auf
pT -Spektren für Pionen, Kaonen und Protonen in der ’0-5% centrality class’ zu un-
tersuchen.
In früheren Studien wurde bereits eine konstante (temperaturunabhängige) Funk-
tion für ⌘/s untersucht und ein best-fit von �

2
red = 1.37 für fünf ’centrality classes’

gefunden.

Der erste Teil der Analyse in dieser Arbeit wird sich mit der Untersuchung ver-
schiedener funktionaler Abhängigkeiten für ⌘/s und deren Einfluss auf die simulierten
Spektren widmen. Unter den verwendeten Modellen befindet sich unter anderem
auch eine best-fit Kurve aus der Yang-Mills Theorie. Insbesondere wurde der Ein-
fluss der Hoch- und Tieftemperaturregionen auf die Spektren analysiert.

Der zweite Teil dieser Arbeit beschäftigt sich dann mit einer Grid-Suche entlang
der Parameter A (Skalierungsfaktor für ⌘/s), ⌧0 (Startzeitpunkt der hydrodynamis-
chen Beschreibung), (⇣/s)max (Maximum der Bulk-Viskosität geteilt durch die En-
tropiedichte), norm (Normalisierungsfaktor für die Entropiedichte) und Tfo (Freeze-
Out Temperatur) um deren best-fit Wert für das temperaturabhängige und das tem-
peraturunabhängige Modell für ⌘/s zu finden. Beide Funktionen für ⌘/s konnten
dann verglichen werden.
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1 | Introduction

High-energy relativistic hadron collisions at accelerators like the LHC and RHIC
create regions of very high energy-density and temperature, the quark-gluon plasma
(QGP), resembling the conditions shortly after the big bang or in cores of neutron
stars. It is of high scientific interest to study the QGP because fundamental assump-
tions about the underlying theoretical description of quantum chromodynamics can
be tested.
The QGP exists only for a short period of time and in a small region of space,
making it inaccessible for direct measurements. However what can be measured
are emerging charged particles. Theoretical models can then be compared to final
distributions of particles, from which properties of the QGP can be inferred.

1.1 Quarks, gluons and the QGP

Quarks and gluons, called partons, are the fundamental building blocks of matter
in the universe and are subject to a quantum field theory called quantum chromo-
dynamics (QCD). While quarks are the particles that make up the matter, gluons
are the bosons carrying the strong force between them.
Quarks and gluons have a property called "color charge" which comes in three fla-
vors (red, green and blue). Color-charged particles are not observed independently
in nature, hence the concept of confinement was introduced. Confinement limits the
possible arrangements of quarks to color-neutral hadronic states, such as mesons
(quark-antiquark pair) and baryons (three quarks which make a color-neutral bind-
ing), out of which atoms are composed. Most prominent examples of baryons are
protons (p) and neutrons (n) and of mesons are pions (⇡) and kaons (K).

The principle of confinement is mathematically introduced by the strong coupling
↵S. It describes the interaction strength between quarks and ensures that a separa-
tion of quarks at ordinary energy densities, which are confined in a hadronic state,

1



2 CHAPTER 1. INTRODUCTION

would require such high energies that a new quark-antiquark pair would be produced
from the vacuum. Hence, the quarks would still remain in color-neutral states [1].
A visual representation of this phenomenon is shown in figure 1.1 (left), where a
qq̄-pair (quark-antiquark pair) is split apart and recombines with a new qq̄-pair
produced from the vacuum.

Figure 1.1: Left figure

1
: Quarks remain in color-neutral states by creating a qq̄-pair

Right figure [2] : Strong coupling ↵S in dependence of momentum-transfer

However, at sufficiently high energy-densities, ↵S is small. Quarks and gluons can
then move independently without being confined [3]. This property is called "asymp-
totic freedom".
As it can be seen on figure (1.1) (right) ↵S falls monotonously for higher momen-
tum exchanges (Q) between two interacting particles. High energy densities, like
the ones created in heavy-ion collisions, lead to high momentum exchanges between
the constituent hadrons. A system containing many subatomic particles, like two
heavy ions (e.g. 2 Pb ions: 2·82 = 164 interacting baryons), can therefore create a
deconfined state of matter which is dominated by almost freely moving quarks and
gluons when brought to collision at velocities close to the speed of light. This state
of matter is called quark-gluon plasma (QGP) [4].

1
Image-source: https://webific.ific.uv.es/web/sites/default/files/QCD-confinement.png
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1.2 Evolution of a heavy-ion collision

There are several stages which occur after a heavy-ion collision. A representation of
those stages is shown in figure (1.2).

Figure 1.2: Representation of the evolution of a heavy-ion collision

2
. The horizontal axis

is representative of the time axis.

As two nuclei collide at ⌧ = 0 fm/c (⌧ being the proper time in the reference frame
of the nuclei, c the speed of light and 1 fm = 10�15 m), they interact according to
their initial distribution of nucleons. A pair of interacting nucleons collides with
an energy p

sNN with typical values of 2.76 TeV for heavy-ion collisions at collid-
ers like the Large Hadron Collider (LHC), producing particles in highly inelastic
momentum-exchanging processes. In this region of high energy-density a decon-
fined, out-of-equilibrium state [5] of quarks and gluons is created.

The system thermalises quickly (⌧ . 1fm/c, [6]). This was realized by a data-to-
model comparison of integrated particle yields using the "statistical hadronisation
model" [7, 8]. Thermodynamic quantities such as temperature, energy density or
pressure can be used in a well defined way. A locally equilibrated, strongly coupled
plasma emerges, the quark-gluon plasma.

2
Image source: https://cpb-us-w2.wpmucdn.com/u.osu.edu/dist/f/4868/files/2014/09/little_bang-

10wt2pd.jpg
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Due to partonic interactions pressure gradients develop across the QGP [9], the sys-
tem expands rapidly lowering the temperature and energy density.

The local thermal and chemical equilibration of the system as well as the strong
coupling of partons allow a fluid dynamic treatment of the evolution of the QGP.
Fluid dynamics is an elegant approach to circumvent the impossible description
of all single-particle processes by only utilizing macroscopic quantities such as the
energy-density or the pressure of the system.
The realization that fluid dynamics could be applicable to the evolution of the QGP
was supported when a data-to-model comparison of particle spectra, in particular
elliptic flow, was conducted and showed good agreement [10]. The analysis showed
further that the QGP could be an almost perfect liquid, strengthening the assump-
tion of a strongly coupled fluid.

In proximity of the critical temperature predicted by Lattice-QCD calculations
(Tcrit = (156.5 ± 1.5) MeV) [11, 12] around ⌧ ⇡ 10 fm/c, the degrees of freedom
change from partonic to hadronic, meaning that ↵S gets large enough for the quarks
and gluons to recombine to mesons and baryons. This process is called "hadroniza-
tion" [13], the fluid evolves into a "hadron resonance gas".

Eventually the system gets too dilute to maintain equilibrium, the fluid dynamic
description is not applicable anymore.
Processes of particle production (chemical freeze-out) and momentum transfer (ki-
netic freeze-out) cease at ⌧ ⇡ 20 fm/c [14]. Particles move freely from there on but
resonance decays are still possible. It is still topic of research whether chemical and
kinetic freeze-out happen at the same temperature or whether there is an evolution
of the system between chemical and kinetic freeze-out.

Final hadron distributions are then measured in detectors such as ALICE at the LHC
at ⌧ ⇡ 1015 fm/c [15]. Detectors like ALICE can measure transverse-momentum
particle spectra with unprecedented precision which will also be used in this analysis
(see chapter 3). Fits to data, as they will be done in this thesis, are only possible
because of this precision.





2 | Relativistic Hydrodynamics

2.1 Ideal relativistic hydrodynamics

After the initial hadronic collision at ⌧ = 0 fm/c, the matter reaches a phase of high
energy densities (") of approximately " & 12 GeV/fm3, which corresponds to ⇡24
times the typical hadron energy-density of ⇠ 0.5 GeV/fm3 [16]. This stage of the
evolution cannot be described using models such as fluid dynamics since it is far
away from local thermal and chemical equilibrium. However, it was hypothesized
that local equilibrium is reached rather quickly (⌧ ⇠ 1 � 2 fm/c) due to strong
microscopic dynamics. This leads to a fluid dynamic description of the strongly
coupled plasma [17].

In ideal relativistic fluid dynamics, the evolution of a fluid is determined by the
energy-momentum tensor T

µ⌫ = T

µ⌫(", uµ) and the evolution equations derived
from its conservation law, when no other conserved charges such as e.g. baryon
number are present.

The following definitions will be used in the equations:

• ~ = kB = c = 1, where ~ = h/2⇡ is Planck’s constant, kB the Boltzmann-
constant and c the speed of light

• The metric gµ⌫ = diag(�1, 1, 1, 1) for Cartesian coordinates in Minkowski
space

• The fluid velocity in the Landau-frame u

µ

• The projector in the spacial part �µ⌫ ..= g

µ⌫ + u

µ
u

⌫ = diag(0, 1, 1, 1)

• The covariant derivative dµ, rµ = �µ⌫
d⌫

6
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In local thermal equilibrium the energy-momentum tensor can be expressed using
the four-velocity u

µ in the co-moving frame to the fluid velocity, the so called Lan-
dau frame, the metric gµ⌫ , and the thermodynamic expressions for the pressure (p)
and energy-density (") [9, 18] which are connected through the equation of state
[19]:

T

µ⌫ = "u

µ
u

⌫ + p(gµ⌫ + u

µ
u

⌫) (2.1)

Considering a fluid with no other conserved charges like e.g. baryon number, the
evolution of fluid fields (e.g. energy density " and fluid velocity u

µ) is governed by
the equations of motion which can be derived from the conservation of energy and
momentum:

rµT
µ⌫ = 0 (2.2)

Predictions of ideal fluid dynamics did not match elliptic flow data for non-central
collisions at low energies [20]. In non-central collisions, the overlap region of the
two colliding heavy-ions is anisotropic. Pressure gradients of different magnitude
develop over the QGP which directly relate to momentum anisotropies in the final
momentum distribution of hadrons. These momentum anisotropies were not ex-
plainable using ideal hydrodynamics. The description was modified by expanding
the energy-momentum tensor in gradients. Dissipative deviations were include in
terms of viscosities (first-order gradient expansion) and relaxation times (second-
order gradient expansion).
The first-order expansion will be discussed in the next section to motivate the re-
search on the viscosities.

2.2 Dissipative terms and first-order gradient ex-
pansion

The gradient expansion of the energy-momentum tensor can in general be written
as [9]

T

µ⌫ = T

µ⌫
ideal + ⇧µ⌫ (2.3)
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where T

µ⌫
ideal is the form of the EM-tensor presented in (2.1) and ⇧µ⌫ is term which

contains all gradients.

This decomposition can be expanded for a general symmetric EM-tensor by intro-
ducing two terms, the bulk viscous pressure ⇡bulk and the shear-stress tensor ⇡

µ⌫ ,
which allows to split the EM-tensor into a parallel and orthogonal part to the fluid
velocity u

µ

T

µ⌫ = "u

µ
u

⌫ + p(gµ⌫ + u

µ
u

⌫) + ⇧µ⌫ = "u

µ
u

⌫ + (p+ ⇡bulk)�
µ⌫ + ⇡

µ⌫ (2.4)

This defines the deviation from the ideal energy momentum tensor as ⇧µ⌫ = ⇡bulk�µ⌫+

⇡

µ⌫ .

There are two constraints that need to be fulfilled for ⇡

µ⌫ :

1. The fluid velocity is defined as the time-like eigenvector to the energy-momentum
tensor in the Landau-frame with the energy density being the corresponding
eigenvalue uµT

µ⌫ = �"u

⌫ . Therefore one must require uµ⇡
µ⌫ = 0

2. The bulk-viscous pressure ⇡bulk is defined as the trace of the viscous corrections
⇧µ⌫ which makes the shear-stress tensor traceless by definition Tr(⇡) = ⇡

µ
µ =

0.

First order approximations of ⇡µ⌫ and ⇡bulk can be calculated as [9]

⇡bulk = �⇣rµu
µ (2.5)

⇡

µ⌫ = ⌘(T )

✓
�µ↵�⌫�(r↵u� +r�u↵ � 2

3
�↵�r · u)

◆
..= �⌘�

µ⌫ (2.6)

The functions ⇣ (bulk viscosity) and ⌘ (shear viscosity), called transport coefficients,
quantify the transport of momentum through the fluid. The viscosities determine
microscopic momentum exchanges and hence the first-order dissipative deviations
from an ideal fluid.
A physical interpretation of the bulk viscous pressure ⇡bulk can be given as the
pressure arising from the bulk viscosity and the shear-stress tensor ⇡

µ⌫ as the con-
tribution to the pressure from the shear viscosity transverse to the fluid velocity [9].
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Using the equation for the energy and momentum conservation (2.2) with the mod-
ified energy-momentum tensor (2.3), the fluid dynamic equations of motion can be
calculated explicitly [21]

I) uµ
@µ"+ ("+ p+ ⇡bulk)rµu

µ + ⇡

µ⌫rµu⌫ = 0

II) ("+ p+ ⇡bulk)u
µrµu

⌫ +r⌫(p+ ⇡bulk) +�⌫
↵rµ⇡

µ↵ = 0 (2.7)

First order viscous hydrodynamics can however lead to acausal propagations. Sec-
ond order gradient expansions of the energy-momentum tensor are possible and
topic of current research. However the theory behind this goes beyond this primary
introduction.

2.2.1 Entropy production

The viscosities describe deviations from an ideal fluid and quantify microscopic mo-
mentum transfer. A viscous fluid will produce entropy.
In the absence of conserved charges such as e.g. the baryon number and correspond-
ing chemical potentials, the entropy density (s) can be written as a function of the
pressure p, the temperature T and the energy density " of the system using the first
law of thermodynamics [9]

DE = T ·DS � p ·DV ) DE

DV

+ p = T

DS

DV

, "+ p = sT (2.8)

where D

..= u

µ
dµ is the projection along the fluid velocity u

µ, E the energy, S the
entropy and V the volume of the system.

Using this relation and exploiting the fact that there is an equation of state [19]
which relates temperature and pressure, the first order equations of motion can be
applied to calculate an expression for the production of entropy within each fluid
element.

Using the equations of motion for an ideal fluid (2.7, setting ⇡bulk = 0 and ⇡

µ⌫ = 0),
the following equation can be calculated

Ds =
1

T

·D" =
1

T

· uµ
@µ" = �srµu

µ (2.9)
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Rewriting this equation directly yields the conservation of entropy for an ideal
fluid

u

µrµs = �srµu
µ ) rµ(su

µ) = 0 (2.10)

This calculation can be done again using the first order equations of motion which
include viscosities (2.7). The equations for entropy production from ⌘ and ⇣ can be
obtained

Ds

s

= �rµu
µ � 1

sT

(⇡bulkrµu
µ + ⇡

µ⌫rµu⌫)

= �rµu
µ � 1

sT

(⇡bulk�
µ⌫ + ⇡

µ⌫)rµu⌫ (2.11)

= �rµu
µ � 1

sT

⇧µ⌫rµu⌫

The first term can be identified with the expression for the ideal fluid, while the
second term describes the contribution from the inclusion of viscosities. Entropy is
not conserved anymore.
When substituting with the expressions for ⇡bulk and ⇡

µ⌫ one finds that shear and
bulk viscosity only appear in their dimensionless form ⌘/s and ⇣/s and are directly
proportional to the entropy production. Furthermore, since Ds � 0 by the second
law of thermodynamics one finds ⌘/s � 0 and ⇣/s � 0 [21].
Shear and bulk viscosity are therefore important fluid properties that govern the
first-order dissipative deviations from an ideal fluid. Increasing the transport coef-
ficients can therefore lead to an increase in entropy and enhanced particle produc-
tion.

2.3 Transport coefficients

Finding suitable expressions for the transport coefficients is a great theoretical chal-
lenge since they are difficult to determine directly from analytic quantum field the-
ory.
In the high temperature regime perturbation theory calculations are applicable, since
↵S is small and can be used as an expansion parameter. However, theoretical calcu-
lations face problems at temperatures close to the QCD critical temperature. One
being that the degrees of freedom change, another being the fact that perturbative
calculations are not applicable anymore since ↵S gets too large to be used as an
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expansion parameter.
One way the transport coefficients can be determined analytically is by using Kubo-
relations [22, 23] which are calculated as a linear, first-order response to an excitation
of a fluid. This was done in [24] for pure Yang-Mills theory. Resulting errors from
the theoretical calculations are fitted by an analytic fit-function.
For phenomenological studies, fit functions for the transport coefficients are well
suited, since they are inspired by first principles and capture the physical behav-
ior for different temperature regimes. One possible fit-funtion for ⌘/s(T ) [24] was
used in this thesis to evaluate its influence on transverse-momentum particle spec-
tra calculated with a code-framework called Fluidum. The main ideas behind this
temperature depend model for ⌘/s and the functional form used for ⇣/s will be
presented here.

2.3.1 Shear viscosity over entropy density

Past works on ⌘/s calculated that in a class of theories which contain gravity duals
(AdS/CFT correspondence) a lower bound for ⌘/s can be set to 1/(4⇡) [25]. For
all known substances today, this lower bound holds [26, 27]. By analyzing ellip-
tic flow data it was conjectured that ⌘/s has a value close to this lower bound [28].
Temperature independent models for ⌘/s were investigated in various hydrodynamic
simulations [29, 30].

Since theoretical calculations such as the pure Yang-Mills calculations have small
remaining errors, a global fit function for ⌘/s was conjectured in [24] by superposing
two different functional dependencies for their specific temperature regimes above
and below the critical temperature.

At high temperatures (T >> TC), the fluid is dominated by partonic degrees of
freedom and perturbation theory is applicable since ↵S is small. In the analysis of
[24] it was found that a good description of the hard thermal loop (HTL) resumed
data [31] in the high temperature regime is given by

⌘

s

(↵s) =
a

↵

�
s

(2.12)

where ↵s describes the strong coupling as mentioned in the introduction and a, � are
fit parameters of the function. The functional form of ↵s in this high temperature
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regime was calculated from a heavy quark potential, which rises linearly at large
distances

↵s,HQ(z) =
1

�0

z

2 � 1

z

2
ln(z2)

(2.13)

where z = cT/TC is a dimensionless momentum variable with fit-parameter c and
�0 is given in Yang-Mills theory as �0 = 33/(12⇡).

For the low temperature region (T << TC), a HRG model was considered for which
a power-law behavior of ⌘/s is expected [32]. The global fit-function was designed
as the sum of both

⌘

s

(T ) =
a

↵

�
s,HQ(cT/TC)

+
b

(T/TC)�
(2.14)

where a, b, c, � and � are fit-parameters evaluated from a fit to the Yang-Mills
calculations. This functional dependence forms the main body of analysis in this
work. Figure (2.1) shows the temperature dependence of the above mentioned model
(2.14) for the parametrization given in the paper [24] for a critical temperature of
TC = 156 MeV.

0.0 0.1 0.2 0.3 0.4 0.5
T [GeV]

0.2

0.4

0.6

0.8

1.0
�/s(T)

Figure 2.1: Plot of the temperature dependent model for ⌘/s in a range of T 2 [0, 0.55]

GeV. The parameters are given in the paper [24] as a = 0.15, b = 0.14,

c = 0.66, � = 1.6, � = 5.1. The critical temperature was set close to the

result of Lattice QCD at TC = 156 MeV.

During the time of writing this thesis, a new parametrization was introduced by Jan
Pawlowski et al. which was used in this thesis1. In a private conversation it was
discussed that this new parametrization was obtained from new Yang-Mills results,
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but a scaling-coefficient A could be introduced to the function since the overall nor-
malization was not fixed by the calculation. The new parametrization in comparison
to the old parametrization are shown below in figure (2.2). The parameters of the
two curves are given in table (2.1).

old parametrization

new parametrization

0.0 0.1 0.2 0.3 0.4 0.5
T [GeV]

0.1

0.2

0.3

0.4

0.5

0.6
�/s

Figure 2.2: Comparison of the old and new parametrization for the temperature depen-

dent model for ⌘/s. The curve with the new parametrization was plotted with

a scale-factor of A = 1.

a b c � �

param. in paper 0.15 0.14 0.66 1.6 5.1
new param. 1.55339 0.0500256 0.205005 1.09023 10.3999

Table 2.1: Parametrization of the temperature dependent model for ⌘/s. Comparison of

the parametrization given in the paper [24] and the new parametrization.

2.3.2 Bulk viscosity over entropy density

After the discussion of the model for ⌘/s it is also necessary to review main as-
pects which influence the temperature dependent models of the bulk-viscosity over
entropy ⇣/s.

The physical picture behind the bulk viscosity (⇣) is a transport coefficient changing
with the volume of the fluid. Hence, for macroscopic, non-compressible fluids it can

1
hrefhttps://archiv.ub.uni-heidelberg.de/volltextserver/28503/https://archiv.ub.uni-

heidelberg.de/volltextserver/28503/
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be shown that the bulk viscosity is zero. The transport coefficients (viscosities) in
heavy ion collision are however affected by a crossover from partonic to hadronic
degrees of freedom at the critical temperature. It is therefore conjectured that the
bulk viscosity models this phase transition with a non-zero value around the critical
temperature [33].

A first model for the bulk viscosity was proposed to have an exponential shape for the
two temperature regimes [34], while further analysis assumed a fit function using
a Lorentzian shape [35]. The Lorentzian shape, modified by an extra hyperbolic
tangent to bring ⇣/s to 0 for T ! 0 which ensures causality, was used in [29] and
will also be used for this thesis.

⇣/s = tanh(|20 · T |) · (⇣/s)max

1 +

✓
T�Tpeak

�T

◆2 (2.15)

Other models are possible and worth further investigation. The functional form is
plotted in the following figure.

0.0 0.1 0.2 0.3 0.4 0.5
T [GeV]

0.005

0.010

0.015

0.020

0.025

0.030

�/s

Figure 2.3: ⇣/s(T ) plotted against the temperature with (⇣/s)max = 0.032, Tpeak = 0.175

GeV, �T = 0.024 GeV





3 | Fluidum

In this chapter, the basic ideas behind the fluid dynamic simulation tool Fluidum
and how its results are compared to measured data will be presented.

3.1 Coordinate system

In order to solve the equations of motion presented in the last chapter, it is conve-
nient to choose an adapted coordinate system which accounts for symmetries and
simplifies mathematical calculations.

A coordinate system which is suited for solving the fluid dynamic equations of mo-
tion in relativistic nuclear collisions can be constructed by introducing, the Bjorken
time ⌧ and the rapidity ⌘ and using cylindrical coordinates in the plane transverse
to the beam axis (x-y plane). The Bjorken time can be constructed as ⌧ =

p
t

2 � z

2

from the time t in the laboratory frame and the z-coordinate along the beam axis.
It measures the proper time in the frame of reference of a particle. The rapidity
is defined as ⌘ = arctanh(z/t). In combination, these two variables specify the
location along the z-axis and the time since the initial nuclear collision occured.
Cylindrical coordinates are well suited for the transverse plane. The azimuthal an-
gle ' = arctan(y/x) which corresponds to the angle enclosed between the direction
of motion of the particle and the x-axis, and the radial distance from the beam axis
r =

p
x

2 + y

2 are used to specify locations in the transverse plane.
Furthermore, transverse momentum can now be defined as the momentum of a
particle in the transverse plane. In Cartesian coordinates, this corresponds to
pT =

p
p

2
x + p

2
y where px and py are the x- or y-component of the momentum.

16
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3.2 Fluidum

Fluidum is a code package written in Mathematica to solve the equations of motion
of second order gradient expansions of the EM-tensor, using numerical methods for
the partial differential evolution equations (PDEE) and mode expansions for the
solutions. For detailed explanations and formulas I refer to [21].

Fluid fields such as the temperature, the fluid velocity, the bulk viscous pressure or
components of the shear-stress tensor are collected in the "Nambu spinor" � (N di-
mensional vector) and can be written in general by splitting them into azimuthally-
symmetric (symmetry in ') and Bjorken-boost (symmetry in ⌘) invariant back-
ground fields �0(⌧, r) representing the part of fields which can be thought of as an
expectation value, and fluctuations �1(⌧, r,', ⌘) which cause event-by-event devia-
tions from the background.

�(⌧, r,', ⌘) = �0(⌧, r) + ✏�1(⌧, r,', ⌘) (3.1)

The parameter ✏ is an expansion parameter which allows to split the evolution equa-
tions for the background and fluctuating part. For the final solution, the parameter
needs to be set to ✏ ! 1.

The fluid evolution is guided by a set of hyperbolic, quasi-linear partial differential
equations (PDEE) and can be written in a symbolic form as

A (� , ⌧, r)·@⌧�+B (� , ⌧, r)·@r�+C (� , ⌧, r)·@'�+D (� , ⌧, r)·@⌘��S (� , ⌧, r) = 0

(3.2)

where A, B, C, D are (N⇥N) matrices and S an N-dimensional vector [21].
By inserting the full form of � (3.1) into the PDEE (3.2), the evolution equations
can be separated by the order of ✏. The equation resulting from zeroth order in ✏ is
the evolution equation for the unperturbed background fields �0.
Symmetry arguments allow an easier calculation of the background fields by reduc-
ing the number of independent components and the dimensionality of the PDEE.
The parameter ✏ is therefore useful since the background and fluctuation part can
be evolved independently.
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For the work in this thesis, only the evolution of the background fields was consid-
ered, because the results of the hydrodynamic simulation is compared to azimuthally
averaged transverse momentum particle spectra in the mid-rapidity region.

3.2.1 Initial conditions

The background fields evolve by the equations of relativistic viscous hydrodynamics.
In order to solve the equations numerically, initial conditions need to be specified.
The initial conditions of the background fields are specified on a Cauchy-surface of
constant Bjorken time ⌧0.

Initial conditions for the calculations in this thesis were used from a previous anal-
ysis done in [29] which utilized an initial state model called Trento [36] providing a
radial profile for the initial entropy density. The process of calculating this initial
entropy density in Trento should be briefly discussed here. For this, the concept of
centrality classes is introduced shortly. For a detailed explanation I refer to [37] and
[36].

3.2.2 Centrality classes

Centrality classes quantify how central a collision between two nuclei occured. This
is measured by the impact parameter b describing the distance between the centers
of the two colliding nuclei in the transverse plane. The fundamental assumption
why centrality classes can be assigned is that the impact parameter is monotoni-
cally related to the particle multiplicity, i.e. the number of produced particles per
collision. Central collisions, i.e. low impact parameter, produce high multiplicities.
Experimentally, the multiplicity of charged particles (Nch) per event can be mea-
sured. Centrality classes can be defined over the fraction of the total integral of the
distribution dNevt/dNch as [37, 38]

R ni

1 (dNevt/dNch)dNchR 0

1(dNevt/dNch)dNch

= i (3.3)

where ni is the boundary for the i percentile of the centrality class. For example,
the 10-20% centrality class would be defined by the boundaries n10 and n20 as

R n10

1 (dNevt/dNch)dNchR 0

1(dNevt/dNch)dNch

= 0.1 and

R n20

1 (dNevt/dNch)dNchR 0

1(dNevt/dNch)dNch

= 0.2 (3.4)
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3.2.3 Trento

The initial conditions as they are calculated in Trento [36] should now be discussed.
In a heavy-ion collision, the two nuclei A and B overlap to a certain extend. The
extend to which they overlap is characterized by the density of nuclear matter which
participates in inelastic collisions ⇢

part
A,B(x, y, z). The participant thickness for each

nucleus is calculated as

TA,B(x, y) =

Z
⇢

part
A,B(x, y, z)dz (3.5)

The primary assumptions are that entropy is produced if a collision occurs, and
there exists a function f(TA, TB) converting the participant thicknesses into entropy
at mid-rapidity and at the thermalization time ⌧0 [36]. The function f(TA, TB) is
proposed to be

f(TA, TB) = TR(p;TA, TB) =

✓
T

p
A + T

p
B

2

◆1/p

(3.6)

where p is called the reduced thickness parameter. The entropy per unit rapidity pro-
duced in a collision is then proportional to the transverse density TR(p;TA, TB)

dS

dy

/ TR(p;TA, TB) (3.7)

which was implemented in the analysis performed in [29] as

s(r) =
norm

⌧0
hTR(r,')i (3.8)

A central collision produces a higher entropy density than a peripheral collision
due to higher number of binary nucleon-nucleon collisions. The integrated trans-
verse density

R
TR(~x)d2x is monotonously related to the charged particle multiplicity

which can be used to divide the simulated events into centrality classes. For each
centrality class the entropy density can then be calculated and is determined up to a
normalization factor. The normalization-factor will be used as a fit parameter later
on.
The initial entropy profile, together with thermodynamic relations and the equation
of state is used in Fluidum to initialize the temperature T, the fluid velocity u

µ, the
bulk viscous pressure ⇡bulk and two components of the shear-stress tensor ⇡

⌘⌘, ⇡��.
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Initial radial flow is neglected by setting ⇡

⌘⌘ = ⇡

�� = ⇡bulk = 0 at the beginning of
the evolution.

The initial conditions for the calculations in Fluidum were generated from one Trento
event as an average over 105 independent simulated events [29]. In particular the
reduced-thickness parameter p = 0 was used which corresponds to TR =

p
TATB,

the geometric mean of TA and TB.

3.2.4 Calculation of spectra

The process of hadronization is implemented in Fluidum by utilizing the Cooper-
Frye calculation at the freezeout-temperature Tfo [39]. Using an appropriate particle
distribution function fa (modified Bose-Einstein or Fermi-Dirac distributions for
particle species a), the energy of the particle in the fluid rest-frame Ēp

..= �u

⌫
p⌫

and an appropriately chosen Cauchy surface ⌃ of constant temperature, the Cooper-
Frye formulation gives an expression for particle distributions of species a on the
Cauchy surface as

Ep
d

3
Na

d

3p
=

⌫a

(2⇡)3

Z

⌃

fa(Ēp)p
µ
d⌃µ (3.9)

The particle distribution function of an ideal fluid can be expressed in terms of Bose-
Einstein (BE) or Fermi-Dirac (FD) statistics, but additional particle production has
to be accounted for due to the shear-stress tensor ⇡µ⌫ and the bulk-viscous pressure
⇡bulk. These deviations from an ideal BE- or FD-distribution are accounted for by
including corrections �f

bulk and �f

shear.

f = feq + �f

bulk + �f

shear (3.10)

Explicit expressions for �f bulk and �f

shear can be found in [40], the equilibrium term
feq is given by BE or FD distributions.

Resonance decays can further impact the spectra and particle ratios. They are
implemented in Fluidum by utilizing decay maps (decay kernels) which convert suf-
ficiently unstable particles in two and three body decays. The decay kernels can be
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calculated with an openly available code called FastReso [41] and were taken for this
analysis from the analysis done in [29]. This is implemented in the code by applying
the decay maps before evaluating the integral in (2.9) which has the advantage that
unstable particles are not evolved until after the freeze-out. Roughly 700 resonance
decays were used from a 2016 Particle Data Group publication [42].

Results of this calculation are transverse momentum spectra of the form (d2N/(2⇡pTdpTdy))

which are evaluated for all sufficiently stable particle species (such as e.g. ⇡, K or
p) and produce spectra values for a given list of pT values.





4 | Analysis & Results

The temperature dependent functional form for ⌘/s was implemented in Fluidum.
Spectra obtained from Fluidum with a constant and a temperature dependent
⌘/s are compared with experimental results measured by the ALICE collaboration
[43].

4.1 Analysis techniques

4.1.1 The Alice Data

The data used for this analysis are transverse momentum particle spectra from Pb-
Pb collisions for ⇡, K and p obtained from the 2010 run at p

sNN = 2.76 TeV at
the LHC, measured by the ALICE collaboration [43]. The experimental spectra are
given in the form 1/Nev(d2N/(2⇡pTdpTdy)) (y is the rapidity, Nev is the number of
collisions measured for the entire run) in units of [c2/GeV2] in dependence of the
transverse momentum pT in units of [GeV/c].
What can be seen in figure (4.1) is the average number of particles per event, mea-
sured at mid-rapidity (|y| < 0.5). The data was scaled by a factor (⇥10n) for each
centrality for better visibility.

23
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Figure 4.1: Transverse-momentum particle spectra measured in Pb-Pb collisions with the

ALICE detector in 2010 at

p
sNN = 2.76 TeV for Pions (left), Kaons (middle)

and Protons (right) [43].

For the analysis in this thesis only the data from the 0-5% centrality class, i.e. very
central collisions, will be used.

One remark which has to be made about this data is that the pT -intervals for ⇡,
K and p are not perfectly identical. While the ⇡ data is already measured for pT -
intervals of 0.1 GeV/c, K start at 0.2 GeV/c and p at 0.3 GeV/c. This is due to
different detectors and their specific analysis techniques being used. For a detailed
explanation I refer to [43].
Since Fluidum evaluates the spectra at a given list of pT values, the pT -intervals of
the ALICE data were imported to Fluidum. This makes the calculated spectra of
Fluidum directly comparable to the experimental data. All pT -lists were imported
up to pT = 3 GeV/c.

4.1.2 Grid search

A temperature dependent functional form for ⌘/s as presented in the previous chap-
ter and a temperature independent form for ⌘/s will be investigated. The ability of
a certain functional form for ⌘/s to describe data can be evaluated by finding best-fit
values for parameters and comparing the calculated spectra to the experimentally
measured data. Similar to the analysis in [29], the following parameters are used as
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fit parameters

• norm: The normalization factor for the initial entropy density

• (⇣/s)max: The maximum of the bulk viscosity

• ⌧0: The initialization time of the fluid dynamic evolution

• Tfo: The temperature of the freeze-out surface

• ⌘/s: The scaling parameter of ⌘/s for the temperature dependent functional
form or the constant value for a temperature independent functional form

Identical to the analysis in the paper [29], no distinction between chemical and ki-
netic freeze-out was made. A freeze-out surface of constant temperature Tfo is used.

In order to find best fit values for the above mentioned parameters, a grid-search
method is performed. The grid-search uses a fixed number of points in a fixed range
of values for each of the parameters. In this way the phase-space spanned by the
parameters and their corresponding ranges is divided into equally spaced points.
For each point in this five-dimensional hypercube, corresponding to one parameter
configuration of the form [norm, ⌘/s, (⇣/s)max, ⌧0, Tfo], the spectra can be evalu-
ated using Fluidum. These spectra can then be compared to data.

The goodness of fitting the data-points is evaluated using the statistical �2
red func-

tion.

�

2
red =

1

Ndof

NX

i=0

(xi � yi)2

�

2
i

(4.1)

Where xi describes a data-point at some given pT -value, yi the spectrum-value pro-
duced by Fluidum at this pT -value and � the uncertainty for the data-point which is
in turn given by �i =

q
�

2
i,sys + �

2
i,stat. The sum is evaluated for each data-point, i.e.

for three particle species (⇡, K, p) and their specific number of pT -intervals Na
pT

for
particle species a, from the experimental data [43] (N⇡

pT=41, NK
pT=36, Np

pT=34). The
number of degrees of freedom Ndof can then be calculated as Ndof = N

⇡
pT
+N

K
pT
+N

p
pT

- #(fit parameters) = 111� 5.
A good fit to data would ideally produce a value of �2

red = 1, while worse fits raise
the value of �2

red.
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What results from the grid calculation is a "pixelated surface" of the beneath lying
�

2
red-landscape. An example of how a "pixelated" �

2
red-landscape in this grid looks

like is presented in figure (4.2). The colors indicate the �

2
red at the given grid point.

What can be seen in this example are two dimensional subspaces of parameters to
see how the landscape looks like around a minimum

Figure 4.2: Visual representations of the �

2
red-landscape around a minimum. The pictures

show plots along the parameters Tfo & ⌧0 and norm & ⌘/s. The picture is

only meant as an illustration.

4.1.3 Splining the �

2
red

-landscape & finding minima

In order to find a local or possibly global minimum in the �

2
red-landscape, it is nec-

essary to interpolate between the grid points. This was done in this analysis using
a splining algorithm in combination with an optimzier to find minima which is pro-
vided by a framework called Minuit [44].

The grid-points are not connected by any direct functional relation, hence in between
two grid points a polynomial function of a given, maximal order (n) is chosen to
connected them. The resulting function connecting all points is called an n

th-order
spline.
Certain conditions must be fulfilled when two polynomials meet at a grid point in
order to guarantee continuity and differentiability of the n-th order spline, e.g. for
an n-th order spline it is usually demanded that the spline is (n� 1) times contin-
uously differentiable at each grid point. Due to the piece wise definition between
the grid points the polynomials are more flexible than a single polynomial interpo-
lation across all grid points and can accommodate for stronger fluctuations while
still maintaining a smooth and (n� 1)-times differentiable course.
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When the grid-points are connected by n-th order splines, the migrad-optimizer of
the Minuit package [44] can find a minimum by using an inexact line-search method.
An initialization point and an initial step width have to be specified. If multiple
minima exist in the �2

red-landscape, the initialization and the order of the spline used
to interpolate the landscape can have an influence on the location of the minimum
found by migrad.
Uncertainties on the parameters of the found minimum are evaluated with the tool
minos [44]. It accounts for non-linearities in the splined landscape and parame-
ter correlations. The uncertainties of the parameters are evaluated using the �

2-
landscape. If the profiles of the minima in the �

2-landscape found by the migrad
optimizer are approximately of gaussian shape, the uncertainties of the parameters
can be evaluated by finding the range in each dimension for which the value of �2

increases by 1 compared to the minimum (�2
min + 1) [44].
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4.2 Systematic studies on ⌘/s

4.2.1 Results of a previous analysis

In a recent publication [29], a grid search was conducted for a temperature in-
dependent model for ⌘/s for 5 centrality classes (0-5%, 5-10%, 10-20%, 20-30%,
30-40%). The normalization-factor for the initial entropy density was considered as
an independent parameter for each centrality class. The parameter ranges for each
centrality class were divided in equidistant points which results in 105 configurations
calculated for each of the five centrality classes. The grid was calculated within the
ranges given in table (4.1).

normi ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
50 - 67 0.08 - 0.25 0.005 - 0.1 0.1 - 0.6 130 -150

Table 4.1: Parameter-ranges for the grid run with ⌘/s=const. done in the paper [29].

The index i indicates that the normalization was chosen as an independent

parameter in each centrality class.

The best-fit values for the 0-5% centrality found in the fit using 5 centrality classes
are stated in table (4.2). Data was reproduced up to a �

2
red = 1.37. However it must

be kept in mind that these parameters result from a fit for all five centrality classes
and do not necessarily represent the best-fit parameters if only the 0-5% centrality
class was used for a fit. The uncertainties on the parameters are the result of the
minos analysis tool.

norm0�5 ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
54.2±0.6 0.164±0.007 0.059±0.003 0.179±0.005 137.1±0.3

Table 4.2: Best-fit values as found in the analysis in [29] for a nine dimensional grid.

In the analysis of the paper another grid run had been performed using only the
0-5% centrality class (rather than five centrality classes). The optimization of this
grid resulted in the values stated in table (4.3).
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norm0�5 ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
result 51.9±2.0 0.197±0.027 0.081±0.013 0.175±0.014 136.2±0.8

Table 4.3: Best-fit values from the analysis done in [29] using only the 0-5% centrality

class.

The 1�-intervals of the minimum found in the grid using five centralities and the
minimum found when only centrality is used overlap. This allows to use the results
of the fit to five centrality classes for further qualitative discussions.

Comparison with the results of the paper

As discussed in the previous chapter, a different way of calculating the �2 values was
used in this thesis in comparison to the analysis done in the paper [29]. In this thesis,
the particle spectra were computed along the pT -lists of the given experimental data
which makes the spectra values directly comparable to the experimental data. In
the analysis of the paper, the spectra were calculated for a generic pT -list of the form
pT 2 range(0.1,3.0,0.1) and the spectra were interpolated in order to be comparable
to the experimental data. To compare how the new method of calculation with the
Fluidum version used for this thesis can perform, an identical grid was calculated and
the optimization procedure was applied. The result is shown in the table (4.4).

norm0�5 ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
result 52.6±0.8 0.190±0.008 0.077±0.004 0.177±0.012 136.3±0.4

Table 4.4: Best-fit values calculated from a grid run with the new Fluidum version using

only the 0-5% centrality class.

It can be seen that the used version of the Fluidum and the new calculation tech-
nique can reproduce the previously found result (table (4.3)) within the 1� range
of the parameter uncertainties. The �

2
red-value found for this configuration with the

spline function was evaluated to 1.16. In order to confirm the �

2
red-value found by

the splines, a single direct computation of this parameter configuration was con-
ducted and a value of �2

red = 1.19 was found. Slight deviations in the �

2
red-values

could be explained by the splines that did not fit perfectly to the �

2
red-landscape.

However, the found minimum emphasizes that the results obtained in this analysis
are compatible with the results obtained from the paper.
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Low-pT pion excess

Particle spectra for low-pT pions are systematically underestimated by the Fluidum
calculations. This effect was previously noticed in [29]. To illustrate this, the spec-
tra were computed with the best-fit parameters from the fit with five centrality
classes (see table (4.3)). In figure (4.3) it can be seen that the computed spectra
can reproduce the measured data for kaons and protons very well, but pions are
systematically underestimated by the calculation for pT < 0.5 GeV/c. This effect
can be seen in the following plot of the particle spectra for pions, kaons and protons
in the 0-5% centrality class.
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Figure 4.3: Calculated spectra from the configuration in table (4.2) and measured spectra

of the ALICE data plotted for pT 2 [0, 3.0] GeV/c for pions (red), kaons

(green) and protons (blue).

This excess of pions in experimental data is even more visible when the calculated
spectra are plotted as a ratio of the measured data. Errors are then calculated using
the gaussian error propagation as �(xi/yi) = �xi/yi where xi is a data point of the



4.2. SYSTEMATIC STUDIES ON ⌘/S 31

experimental data, �xi its error, yi the corresponding calculated value (�yi = 0

since the computation is exact) and i the index which runs over all spectra values
in figure (4.3). This results in the following ratio plots figure (4.4)
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Figure 4.4: Ratio-plots of the spectra calculated with Fluidum to data for pT 2 [0, 3.0]

GeV/c for pions (red), kaons (green) and protons (blue) in the 0-5% centrality

class. A clear pion excess at low pT -values is apparent in the experimental

data.

Kaons and protons are reproduced within their 1�-intervals for almost all pT -intervals.
In the paper [29] this effect was analyzed and the low-pT pions were excluded from
the fit. It was found that the �

2
red-value can be significantly lowered when the

pion measurements at low pT -intervals were excluded. A �

2
red-value of 0.6 was then

achieved.
Hence this pion excess artificially inflates the �

2
red-value of a parameter configura-

tion. It also indicates that there are unknown physical phenomena which are not
yet included in the hydrodynamic simulations.

4.2.2 Investigating the temperature dependent ⌘/s

Since there is no foreknowledge on how the temperature dependent ⌘/s influences
the calculated particle spectra, the best-fit values as presented in table (4.2) will be
used to qualitatively investigate the influence of this temperature dependent func-
tional form on particle spectra. The parametrization for the temperature dependent
⌘/s as it was presented in the paper [24] and in table (2.1, first row) will be used.
The spectra for pions in the 0-5% centrality class were compared. The two func-
tional forms are shown in figure (4.5, left) together with the freeze-out temperature
Tfo = 137.1 MeV. This freeze-out temperature marks the important temperature up
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to which the transport coefficients are used in the calculation. On figure (4.5, right)
the ratio of the calculated spectra for pions in the 0-5% centrality class is shown.
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Figure 4.5: Left: Comparison of the two models for ⌘/s.

Right: Ratio of calculated pion spectra in the 0-5% centrality class.

It can be noticed that the temperature dependent ⌘/s results in higher particle mul-
tiplicities in all pT -intervals. For high pT -intervals, the particle mulitplicity is almost
doubled while the functions produce similar multiplicities for low pT -intervals. This
result matches expectations since a higher value for ⌘/s corresponds to stronger
momentum transfers which leads to higher particle multiplicities.

With the parametrization for the temperature dependent ⌘/s from the paper [24],
shown in table (2.1, first row), ⌘/s reaches a minimum at Tmin ⇡ 1.3TC ⇡ 207

MeV. It is a priori unknown how each temperature region (above and below the
minimum) influences particle production. To investigate this, the temperature de-
pendent model was set to a value of ⌘/s(Tmin) ⇡ 0.131 for I) T > Tmin and II)
T < Tmin.

✓
⌘

s

◆mod

I
(T ) =
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⌘
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(T ) for T < Tmin

⌘
s
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(4.2)

and
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II
(T ) =

8
<

:

⌘
s
(T ) for T > Tmin

⌘
s
(Tmin) ⇡ 0.131 for T < Tmin

(4.3)

The two models can be seen in figure (4.6)
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Figure 4.6: Plots of the functional variations of the temperature dependent ⌘/s. Left:

(⌘/s)mod
I (T ), Right: (⌘/s)mod

II (T ).

In order to investigate the particle production in these temperature regions, the
spectra are computed for pions in the 0-5% centrality class with both variations
of the temperature dependent functional form ((4.2) & (4.3)) as well as with the
full temperature dependent functional form. The purpose of this test is to isolate
the effects of the high and low temperature region and not to fit experimental data.
Therefore all other parameters (norm, (⇣/s)max, ⌧0, Tfo) were left unchanged for the
calculations. The parameters as specified in table (4.2) from the fit to five centrality
classes were used for this investigation. Ratios are then compared between the full
temperature dependent ⌘/s and the two modified versions of this functional form.
The results can be seen in figure (4.7)

Ratio: �/s, full / �/s, const. for T<Tmin
Ratio: �/s, full / �/s, const. for T>Tmin
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1.4

1.6
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Figure 4.7: Ratios of the modified temperature dependent ⌘/s to the full temperature

dependent functional form.

Since all other parameters that enter the calculations of Fluidum were left identical
for the calculation of the three computed spectra, the only influence on the ratios
can come from the functional form for ⌘/s.
The two ratios show that both the high and low-temperature part of the temperature
dependent ⌘/s seem to influence particle production at high pT -intervals to a similar
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amount in comparison to the full temperature dependent ⌘/s. The low pT -intervals
seem to be influenced more by the high temperature regime of ⌘/s since the ratio
approaches unity for the modified version of ⌘/s which was set to a constant value
for T < Tmin.

4.3 Exploring the �

2-landscape

In order to compare the influence of the temperature dependent and the temper-
ature independent functional form of ⌘/s on particle spectra, best-fit values were
found with the grid search method for norm, ⌘/s, (⇣/s)max, ⌧0 and Tfo. This also
allows a comparison with the ALICE data by evaluating �

2
red which quantifies the

ability of a the different functional forms to fit the experimental data.

4.3.1 Temperature dependent ⌘/s: A coarse grained grid

For the grid search with the temperature dependent ⌘/s the new parametrization
of the curve was used (see table 2.1, second row). As described before, this allows
to introduce a scale-factor (A) to the curve since the overall normalization of this
curve is not fixed by the theoretical calculations. The effect of scaling the curve is
visualized in figure (4.8)

�/s, new param.,
A=0.5 (lower curve)
A=1.5 (upper curve)
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Figure 4.8: The cyan coloured curves indicate a scale factor of 1.5 (upper) or 0.5 (lower).

The dark blue curve indicates the curve with a scale factor of 1.

As it can be seen, the scale factor can have a major influence on the slope and
the location of the minimum of the curve. The minimum of the curve is found at
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Tmin = 166 MeV⇡ 1.06TC . For A = 1 the curve approaches a value of ⌘/s(A =

1, Tmin) ⇡ 0.2.

In order to compare the scaled temperature dependent to the temperature indepen-
dent functional form for ⌘/s, optimal parameters for norm, A, (⇣/s)max, ⌧0 and Tfo

need to be computed.
Since there is no prior information about a set of parameters which can fit particle
data best, i.e. the location of a minimum in the �2

red-landscape, a coarse grained grid
was computed for this function. This allows a first estimation of the location of a
minimum. The ranges for this coarse grained grid can be found in table (4.5).

norm A (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
ranges 50 - 80 0.5 - 1.5 0.001 - 0.13 0.2 - 1.5 130 - 150

Table 4.5: Parameter-ranges for the first grid run with the temperature dependent ⌘/s.

10 bins were used in each dimension.

The resulting �

2-landscape from the grid calculation was then splined and the migrad
optimizer was used to find a minimum. The minimum which was found is shown
in table (4.6). The errors on the parameters were computed from the minos error
analysis tool from the minuit package. A spline of order n = 7 was used to fit the
�

2-landscape and localize the minimum.

norm A (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
found min. 56.1±0.85 0.90±0.06 0.083±0.007 0.399±0.015 136.8±0.5

Table 4.6: Results of the first grid run with the temperature dependent ⌘/s.

The values of the spline-function at the given minimum can be evaluated to �

2
red,spline =

1.13. However, in order to validate the �

2
red-value which was calculated from the

splines, the according �

2
red-value was computed in a single direct calculation using

the parameters of the minimum. The result of this calculation was �2
red,comp. = 1.29.

Seemingly, the splines produce a different value of �

2
red for the found minimum.

One explanantion for this underestimation of the �

2
red-value could be that the grid

ranges were chosen to coarse for the splines to accurately fit to the landscape. A
finer grained grid was investigated to test this assumption.

It is however interesting to note that a reasonably good fit to data can be found for
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a scale factor of A = 0.9. This corresponds to a minimum of the curve of ⇡ 0.18

which is in proximity to the best-fit value which was found for the temperature in-
dependent ⌘/s in the comparison to the results of the paper (see table (4.5)). Since
the curve rises rather steeply around the minimum, the particle production from
⌘/s is compensated by a larger ⌧0 compared to previous the results from the paper
(see table 4.3). This corresponds to a delayed start of the hydrodynamic evolution
and a lower initial entropy density, since the initial entropy density is normalized by
norm/⌧0.
However, to get a more precise location of the minimum and a direct comparison
between the temperature dependent and the temperature independent ⌘/s a grid
search along the same parameter ranges needs to be conducted for both models.

4.3.2 Temperature dependent ⌘/s: A fine grained grid

In order to find an accurate minimum in the �

2-landscape, a finer grained grid was
computed for the temperature dependent ⌘/s. This grid computation was designed
to further investigate the location of a minimum in the landscape by reducing the
ranges of the parameters. According to the minimum which was found in the pre-
vious grid, the ranges as in table (4.7) were used.

norm A (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
ranges 50 - 63 0.5 - 1.0 0.02 - 0.1 0.1 - 0.7 130 - 150

Table 4.7: Parameter-ranges for the second grid run with the temperature dependent ⌘/s.

10 bins were used in each dimension. The ranges were chosen according to the

minimum found in the first grid search.

Again, an n = 7 order of splining the resulting �

2-landscape was used. The ini-
tialization of the migrad optimizer was chosen with the best-fit parameters of the
minimum found in the coarse grained grid. This revealed a minimum at the location
given in table (4.8)

norm A (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
result 54.7±0.98 0.73±0.06 0.074±0.008 0.325±0.016 137.3±0.5

Table 4.8: Best-fit values found in the second grid search with the temperature dependent

⌘/s. 10 bins were used in each dimension.
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The �

2
red-value resulting from the splines is �

2
red,spline = 1.21, while a single, direct

computation of this configuration resulted in �

2
red,comp. = 1.25. The results of the

coarse grained grid and the fine grained grid agree within 3�. Deviations of the
minima could be a result of the splines not capturing the landscape correctly for the
coarse grained grid. As shown before for the coarse grained grid, the spline function
underestimated the �

2
red-value at the minimum. It was also found that a different

initialization of the migrad optimizer can produce variations in the found minimum.
This dependence is topic of current investigation. Nevertheless the configuration
above produced the lowest �

2
red-value found in a direct computation and should be

discussed physically.

It can be seen that the scale factor for the temperature dependent ⌘/s approaches a
lower value than in the coarse grained grid. A slightly increased value for (⇣/s)max

enhances particle production during the hydrodynamic evolution phase and slightly
compensates the lower value of ⌘/s. A similar effect can be seen on the parameters
⌧0 and norm. The parameter norm stays similar for both configurations while ⌧0

approaches lower values in the finer grid than in the coarse grained grid. This corre-
sponds to a higher initial entropy density for the result in the fine grained grid since
the normalization for the initial entropy density is given by norm/⌧0. This means
that entropy production and hence particle production from ⌘/s is lower in the re-
sult of the finer grid and is compensated mainly by the higher initial entropy density.

4.3.3 Temperature independent ⌘/s

From the results of the previous analysis done in [29], it was considered that a
grid run using the parameter ranges from the fine grained grid of the temperature
dependent ⌘/s can also indicate the location of a minimum for the temperature
independent ⌘/s. This makes the results of the temperature dependent and the
temperature independent functional form for ⌘/s comparable to one another. For
⌘/s the range was chosen in [0.08, 0.3]. The lower bound of this range is chosen as
the AdS/CFT-boundary of 1/4⇡ ⇡ 0.08. The ranges are stated in table (4.9).

Using an n=7 spline function and initializing the migrad optimizer with the best-fit
parameter configuration from the paper (see table 4.2) shows, that a minimum can
be found at the location stated in table (4.10)

The resulting �

2
red,spline-value from the splines is �

2
red = 1.14, a direct computation
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norm ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
ranges 50-63 0.08-0.3 0.02 - 0.1 0.1 - 0.7 130 - 150

Table 4.9: Parameter-ranges for the finer grained grid run with the temperature indepen-

dent ⌘/s. 10 bins were used in each dimension.

norm ⌘/s (⇣/s)max ⌧0 [fm/c] Tfo [MeV]
result 52.6±0.7 0.197±0.008 0.080±0.003 0.185±0.010 136.3±0.4

Table 4.10: Best-fit values for the temperature independent ⌘/s found in the finer grid.

10 bins were used in each dimension.

of this parameter configuration revealed a value of �2
red,comp. = 1.19. The results are

in overall good agreement with the results obtained from the previous grid run (see
table 4.4). The uncertainties of the parameters overlap within the 1� intervals for
all parameters. For this grid it was also noticed that the order of the used spline
can have an influence on the location of the minimum. However the variations in
the minimum still allow a physical discussion of the results.

With the results of this grid both functional forms for ⌘/s (temperature dependent
and temperature independent) can now be compared.

4.3.4 Comparison of the results

Best-fit parameters were found for both functional forms. The results obtained from
the �

2-landscape and each single parameter-dimension can now be compared.

The two best-fit parameter configurations were found as seen in table (4.11)

model norm ⌘/s / A (⇣/s)max ⌧0 [fm/c] Tfo [MeV] �

2
red

temp. ind. 52.6±0.7 0.197±0.008 0.080±0.003 0.185±0.010 136.3±0.4 1.19
temp. dep. 54.7±0.98 0.73±0.06 0.074±0.008 0.325±0.016 137.3±0.5 1.25

Table 4.11: Results of the two finer grid runs for the temperature dependent and the

temperature independent model.

The temperature independent ⌘/s reaches a slightly lower �

2
red-value. Due to the

imprecise estimation of the �

2
red, the dependence of the minimum on the initializa-



4.3. EXPLORING THE �

2-LANDSCAPE 39

tion of migrad and the order of the spline, no definite conclusion can be stated about
which model can fit the experimental data better. It is rather the physical behavior
within the parameters which can be investigated in order get insights on the effect
of using the temperature dependent ⌘/s.

For a first comparison, both functional forms were plotted with their best-fit values
as stated in table (4.11) and can be seen in figure (4.9).
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Figure 4.9: Plot for ⌘/s in a temperature region of T 2 [0, 0.5] GeV. The dashed line

indicates the temperature of the freeze-out surface found for the temperature

dependent ⌘/s.

As it can be seen on the plot, the temperature dependent ⌘/s approaches a minimum
below the temperature independent function. It reaches a minimum at Tmin = 166

MeV with a value of ⌘/s(Tmin) = 0.145. The two functions for ⌘/s intersect at
T1 ⇡ 140 MeV and T2 ⇡ 230 MeV. The value of T1 is in close proximity to the
freeze-out surface.

Considering the normalization of the initial entropy density, it can be seen that
both values for norm are similar, while the value of ⌧0 increases for the temperature
dependent ⌘/s. A larger value for ⌧0 corresponds to a later development of pres-
sure gradients within the medium and correspondingly a later initialization of the
hydrodynamic evolution. The ratio norm/⌧0, which is the normalizing factor of the
initial entropy density, decreases for the temperature dependent ⌘/s in comparison
to the temperature independent ⌘/s. This corresponds to a smaller initial entropy
density for the temperature dependent ⌘/s. Therefore, entropy production of the
temperature dependent ⌘/s and resulting particle production occurs more strongly
during the hydrodynamic evolution in comparison to the temperature independent
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⌘/s. The maxima of ⇣/s appear to be similar for both models, which means that
the influence of ⌘/s on the particle spectra in different temperature regions can be
compared between the two functional forms for ⌘/s.
The scale-factor for the temperature dependent function lowers ⌘/s to values be-
low the constant value of the temperature independent ⌘/s for temperatures above
T1 = 140 MeV, which is close to the freeze-out surface of both models. This could
indicate that a major part of the particle production of the temperature dependent
model for this parametrization (see table 2.1, second row) occurs during the high
temperature phase of the system. However, further studies would need to be con-
ducted in order to find conclusive results.





5 | Conclusion & Outlook

In this thesis a temperature dependent model for the transport coefficient ⌘/s was
implemented in a hydrodynamic simulation program called Fluidum. The effects
of the temperature dependent model on particle spectra were investigated. The
temperature dependent model was set to a constant value for certain temperature
regions. With this it was demonstrated that the high and low temperature region
of the temperature dependent model influence particle spectra to a similar extend.
Furthermore, best-fit values were found for the temperature dependent and the tem-
perature independent model by performing grid searches along the parameters norm,
A / ⌘/s, (⇣/s)max, ⌧0 and Tfo and comparing the resulting particle spectra, calcu-
lated with Fluidum to experimental data from the ALICE experiment. Both models
showed good agreement with the experimental data. It was found that the temper-
ature independent model for ⌘/s can describe the experimental data slightly better
(�2

red = 1.19) than the temperature dependent model for ⌘/s (�2
red = 1.25). However

no decisive conclusions about the ability of the temperature dependent model to fit
the experimental data can be drawn yet for various reasons (imprecise estimation
of the �

2
red by the spline, dependence on initialization and order of the spline). It

could be found that the temperature dependent model was scaled by a factor of
A = 0.73 for the best-fit configuration. Furthermore a slightly higher value of ⌧0
in the best-fit parameters of the temperature dependent model lead to the conclu-
sion of a slightly delayed hydrodynamic evolution and a lower initial entropy density.

Further investigations have to made in order to reach decisive conclusions. During
the time of writing this thesis it was found that a bug was present in the Fluidum
code. This bug corresponds to an extreme assumption on the bulk and shear correc-
tions which enter in the calculation of the freeze-out surface. Therefore the derived
results will be recalculated with a milder assumption on the out-of-equilibrium cor-
rections and will be appended to this thesis. This bug could have an influence on
the location and depth of minima found in the �

2-landscape. Furthermore it is still

42
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topic of research why pions are underestimated by the calculations of Fluidum. This
could also have a significant influence on the ability of a model to fit the experimen-
tal data.
Furthermore the dependence of the minimum in the �

2
red-landscape on the initializa-

tion or the order of the spline which is used to fit the landscape will be investigated.
A new direction of investigation could also be to use different initial conditions or
different models for the transport coefficient ⇣/s. Moreover, other centrality classes
could be investigated with this new temperature dependent ⌘/s.
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