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Abstract

In this thesis, the first observation of the decay D∗(2007)0→ D0e+e− and a measurementof its branching ratio relative to the decay D∗(2007)0→ D0γ is performed. The datasetwas collected by the LHCb experiment in proton-proton collisions at 13 TeV centre-of-massenergy in 2017 and corresponds to an integrated luminosity of approximately 1.87 fb−1. Intotal, 3253± 238 D∗(2007)0→ D0e+e− decays are reconstructed and selected, leadingto a statistical significance of 12.7 standard deviations. The result of the relative branchingfraction measurement is (9.6 ± 0.7 (stat) ± 2.3 (syst)) × 10−3, where the uncertaintiesare statistical and systematic, respectively. From this, the branching ratio of the decay
D∗(2007)0→ D0e+e− is inferred to be (3.38± 0.25 (stat)± 0.82 (syst)± 0.09)× 10−3,where the third uncertainty is due to the uncertainty on the branching fraction of thenormalisation channel D∗(2007)0→ D0γ .

Zusammenfassung

Diese Arbeit präsentiert die erste Beobachtung des Zerfalls D∗(2007)0→ D0e+e− unddie Messung seines Verzweigungsverhältnisses relativ zum Zerfall D∗(2007)0→ D0γ . DieDaten wurden mit Hilfe des LHCb-Experiments von Proton-Proton Kollisionen im Jahr2017 bei einer Schwerpunktsenergie von 13 TeV aufgenommen und entsprechen etwa einerintegrierten Luminosität von 1.87 fb−1. Insgesamt wurden 3253± 238 D∗(2007)0→ D0e+e−Zerfälle mit einer statistischen Signifikanz von 12.7 Standardabweichungen rekonstruiert undselektiert. Das gemessene relative Verzweigungsverhältnis ist (9.6± 0.7 (stat)± 2.3 (syst))×10−3, wobei die Unsicherheiten statistisch bzw. systematisch sind. Daraus folgt für dasVerzweigungsverhältnis des Zerfalls D∗(2007)0→ D0e+e− der Wert (3.38± 0.25 (stat)±0.82 (syst)± 0.09)× 10−3, wobei die dritte Unsicherheit durch die Unsicherheit auf dasVerzweigungsverhältnis des Zerfalls D∗(2007)0→ D0γ gegeben ist.
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1 I N T R O D U C T I O N

The most fascinating notion of fundamental physics is arguably that its ultimate goal isnothing less than a full description of everything that has ever been and will ever be, since thedawn of space-time itself and until the cold and dark destiny of heat death of the Universe.From today’s perspective, this goal, if ever reachable, lies in distance future. The two realmsof reality, the smallest scales in quantum physics and the largest scales in general relativity,coexist in theory but their link is still missing. Yet observations from all over the observableUniverse, where gravity appears to be the driving force, can still influence what we thinkshould be present in the quantum world. Compelling evidence [1] for a kind of matter, in thesense that it interacts at least gravitationally, has led to eager theoretical and experimentalefforts of understanding its nature using modern methods of particle physics. Yet in spite oftremendous work that has already been done, no light could be shed on the place this dark
matter might take in the quantum world. Inspired by the rich interactive structure of luminousmatter, however, the idea of similar interactions within the dark sector of matter seems naturaland opens a window for experimental searches.The work presented in this thesis is intended to pave the way for a proposed dark photonsearch at the LHCb experiment, exploiting decays of the D∗(2007)0 meson [2]. The dark photon(A′) is the hypothetical dark sector counterpart to the photon of quantum electrodynamicsand might occur via the decay D∗(2007)0→ D0A′ followed by A′→ e+e−.1 The so farundiscovered decay D∗0→ D0e+e− represents an important background source in a searchfor dark photon decays in D∗(2007)0→ D0(A′→ e+e−). As a first step towards this darkphoton search, in this thesis the branching fraction of the decay D∗0→ D0e+e− is determinedrelative to the well-known radiative decay D∗0→ D0γ , where in both cases the D0 decays via
D0→ K−π+ . Measuring the ratio between two branching fractions has the great advantage ofcancelling systematic uncertainties arising in the reconstruction and selection of the final stateparticles. Moreover, quantities related to the production of the D∗0, such as cross-sections,charm fragmentation fractions and the luminosity of particle collisions, cancel in the ratio. Tofully exploit this advantage, the photon in D∗0→ D0γ decays is required to create a pair ofelectrons in a material interaction, such that the final state in the numerator and denominatorof the ratio is the same. Yet, using photon conversions gives rise to different challenges thathave to be met during data analysis. In particular, the dependence of photon conversions onthe distribution of detector material, a low conversion probability and consequential low eventyields when simulating photon conversions complicate the analysis. Moreover, the energyreleased in the D∗0-D0 transition amounts to only 142MeV which opens a comparativelysmall phasespace for the electron pair, allowing for only small magnitudes of momenta, andthus makes their distinction from the electron background2 difficult. The analysis presentedhere is the first to use such low-momentum e+e− pairs at the LHCb experiment. Aside fromthe challenges to conduct this analysis in a hadron collider environment, it benefits from thevast number of D∗0 mesons produced in proton-proton collisions.

1 Charge conjugation and D∗0 ≡ D∗(2007)0 is implied throughout this thesis.2 Vast numbers of electrons are produced in different processes at a high-energy hadron collider, e.g. via
π0→ γ(γ→ e+e−) or π0→ γe+e− .
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2 introduction

In the following three chapters the underlying theory of particle physics is introduced,experimental searches for dark photons are summarised and the LHCb experiment is described.After that, an overview of the analysis strategy is given together with a brief introduction toimportant analysis tools used in this thesis. Next, the data selection procedure is describedin detail, followed by a chapter about the determination of the branching ratio of the
D∗0→ D0e+e− decay relative to the decay D∗0→ D0γ . A brief evaluation of systematicuncertainties and the conclusion of the presented work make up the last two chapters.



2 A S M A L L E X C U R S I O N TO T H E O R Y

This chapter sets the theoretical stage on which this thesis plays. The Standard Model of Par-ticle Physics (SM) is briefly outlined in the first sub-section before the decay D∗0→ D0e+e−is discussed and open questions in fundamental physics are summarised. The chapter closeswith a small extension of the SM including dark photons. There is a lot of literature about theSM and the underlying toolkit of Quantum Field Theory (QFT), Refs. [3–5] are the foundationof this chapter.
2.1 the standard model of particle physics

It is an intriguing question to ask what actually can be considered fundamental concerningthe smallest constituents of the Universe. Although the SM cannot give a comprehensiveanswer to this question, observations suggest that symmetry is a key concept of Nature.Demanding local gauge invariance from a Lagrangian density has turned out to be extremelyprolific in describing the dynamics of particles known today. Decades of theoretical andexperimental research demonstrated that the symmetry group from which three of the four1known fundamental forces arise, is SU(3)C × SU(2)L × U(1)Y . All elementary particlesdiscovered so far can be classified by their behaviour under gauge transformations from thisvery group structure and the spin they exhibit. Particles carrying half-integer spin are called
fermions, while integer spin particles are called bosons. Fermions are the building blocks ofall familiar matter which is due to the fact that they cannot occupy the same quantum state2.This restriction is the seed of the formation of complex structures because it prevents fermionsfrom collapsing all together into the state of lowest energy. Yet, the formation itself and theeventual decay of formed structures is driven by the bosons which convey the fundamentalforces.
strong interaction The symmetry group SU(3)C has eight generators and threecharges, which are called gluons (g) and colour charges (red, green and blue)3, respectively.The theory describing the dynamics of coloured particles is called quantum chromo dynamics(QCD). Fermions that carry SU(3)C colour charge are called quarks in opposition to leptons,which are colourless. The interaction conveyed by the gluons is called strong force as itscoupling at an energy scale ΛQCD ∼ O(102 MeV) is large compared to the couplings of theother forces. This leads to a hypothesis called colour confinement. It states that coloured objectscannot exist individually but hadronise on small time-scales ∼ h̄/ΛQCD into colourlessbound states, e.g. mesons (bound states of two quarks) or baryons (bound states of three

1 General relativity describing gravity is not a quantum theory and there seems to be no obvious way of incorporatingit into the context of the SM.2 This is Pauli’s exclusion principle.3 "The idiot physicists, unable to come up with any wonderful Greek words anymore, call this type of polarizationby the unfortunate name of ’color,’ which has nothing to do with color in the normal sense." Feynman [6]
3



4 a small excursion to theory

quarks).4 Qualitatively, this can be understood by figuring what happens when two colouredparticles are pulled apart: while the distance between the two colour charges grows, thegluon field in between is squeezed as the gluons themselves attract each other due to theircolour charge. This leads to a constant energy density of the field and at some point it isenergetically more favourable to form a new quark pair resulting in a colourless hadronicstate. However, at energies well above ΛQCD, corresponding to distances smaller than thespacial extent of bound states, the coupling becomes so small that quarks and gluons can beviewed as free particles, which is called asymptotic freedom.
emergence of weak and electromagnetic interactions Supposing aperfectly realised SU(3)C × SU(2)L × U(1)Y symmetry also means to accept that allfundamental particles are massless. This is due to the fact that incorporating explicit massterms into the Lagrangian density describing the particle content of the SM, would break thissymmetry. This clearly contradicts the experimental evidence that fundamental particles havemass. Nevertheless, it turns out to be useful to assume that this is true for the sake of anargument. Particles exhibit a property called chirality, which, in the case of massless particles,has the simple interpretation of the projection of the spin vector onto the momentum5 vector,defining a handedness. The handedness of a particle has consequences for the interactionsit can participate in. Left-handed (LH) quarks and leptons form SU(2)L doublets whileright-handed (RH) particles are singlets under this symmetry group. The SU(2)L group hasthree generators corresponding to three gauge bosons called W 1, W 2 and W 3 that coupleto the charge called weak isospin. The doublet structure of LH fermions reflects that theycan interact with the gauge bosons of SU(2)L, i.e. are charged under this symmetry, whileRH fermions carry no weak isospin and cannot feel this force. This already resembles thehistorically important observation that particles emitted in nuclear β−-decay mostly havetheir spin vector oriented in opposite direction of their momentum vector, i.e. are left-handed.However, to accurately describe the observed interactions of fermions much more is needed.The SM gauge group is completed by adding the U(1)Y symmetry. This introduces anothergauge boson called B which couples to weak hypercharge (Y). So far the theory presentedhere seems to have little in common with the particle world that is observed. The SM gaugegroup requires particles to be massless, there is no electromagnetism and no short-rangedweak interaction. The missing piece is a mechanism that allows to generate particle massesin a gauge-invariant way. This is provided by spontaneous symmetry breaking (SSB) whichis, in the context of particle physics, also referred to as BEH6-mechanism. The idea is tointroduce a complex scalar SU(2)L doublet φ (the Higgs doublet) that carries hypercharge.If the potential of this field has a shape as shown in Fig. 2.1, the point at which this fieldpreserves the SU(2)L×U(1)Y symmetry is not stable and the minimum occurs for a non-zerofield value (vacuum expectation value). As soon as the field "falls" into the minimum theSU(2)L × U(1)Y symmetry is spontaneously broken to a single U(1)Q symmetry. This hasdramatic consequences for all fields that have couplings to the components of the Higgsdoublet and for the Higgs doublet itself. After SSB only one physical Higgs particle remainsthat acquires its own mass via self-interaction with its vacuum expectation value. The W 1and W 2 fields are mixed and form the physical states W+ and W−, the same happens

4 More exotic bound states such as a combination of four or five quarks are also possible and called tetraquarkand pentaquark, respectively. Because the exact structure of these bound states is still unknown, they are alsoreferred to as non-qq mesons and exotic baryons [7].5 Massless particles have to travel at the speed of light according to special relativity.6 Brout-Englert-Higgs



2.1 the standard model of particle physics 5

with the W 3 and B bosons which result in the physical Z boson and the photon (γ). Thephoton can be identified as the gauge boson of the remaining U(1)Q symmetry and thusis massless. It is the force carrier of the electromagnetic interaction, coupling to electric
charge Q. The electric charge of a particle consequently comes from the combination of weakisospin and hypercharge. The QFT describing the dynamics of electrically charged particlesis called quantum electrodynamics (QED). The W+ , W− and Z bosons are the force carriersof the weak interaction. They are massive, because they are constantly interacting withthe condensate of the scalar Higgs field with its non-zero vacuum expectation value. Thisinteraction can be thought of as constantly flipping a particle’s chirality, letting it appearmassive. The W± bosons interact only with LH particles which is a property they inherit fromthe W 1 and W 2 bosons and which is the origin of parity violation in the weak interaction.The Z boson can interact with both LH and RH particles due to its superposition of the
W 3 (coupling to LH only) and the B boson (coupling to LH and RH equally), however withdifferent strength. Fermions that are charged under U(1)Q acquire their masses via the same

Figure 2.1: "Mexican hat" potential of the complex Higgs filed φ that leads to spontaneous symmetrybreaking. The vacuum state, i.e. the minimum of the potential, can be chosen, withoutloss of generality, from an arbitrary point around the bottom of the brim of the hat [8].
mechanism as the massive bosons. The massiveness of quarks has major consequences for thephenomenology of their weak interactions. After SSB, the weak interaction eigenstates differfrom the physical mass eigenstates by a rotation in their abstract vector space, effectivelymixing quark interaction eigenstates to form a quark mass eigenstate. The rotation is describedby a unitary 3× 3 matrix (the CKM7matrix) that can be parametrised by three mixing anglesand a complex phase. The complex phase difference between mass and interaction eigenstatesleads to a difference between interaction rates of quarks and anti-quarks, i.e. breaking orviolation of the so-called CP symmetry.
particle content Demanding invariance of the SM Lagrangian density underSU(3)C × SU(2)L × U(1)Y transformations and SSB via the BEH-mechanism fixes theboson content of the SM to five gauge bosons (γ , g, W+ , W− and Z ) plus the Higgsboson. The fermion content, however, is somewhat arbitrary. Six quarks, six leptons and thesame number of anti-quarks and anti-leptons have been observed and grouped into threegenerations according to their increasing mass. The first generation comprises the up and
down quark (u, d) on the quark side, and the electron and electron-neutrino (e, νe) on thelepton side. Hence, the first generation contains the particles that make up everyday ordinary

7 Cabbibo-Kobayashi-Maskawa



6 a small excursion to theory

matter. This is because these particles have the smallest masses and are the products ofdecays of particles from the other generations. The second generation comprises the charm and
strange quark (c, s) and the muon as well as the muon-neutrino (µ, νµ), the third generationincludes the top and beauty8 quark (t , b) and the tau and tau-neutrino (τ , ντ ). These differentkinds of quarks and leptons are called flavour. The mass differences of particles across thegenerations and flavours are quite remarkable, the τ lepton is roughly 3500 times heavierthan the electron, the t quark even has a mass around 75000 times the mass of a u quark,but otherwise exhibiting the exact same properties. This also means that every fermion musthave a vastly different coupling9 to the Higgs field. The neutrinos are special in this contextbecause no RH neutrino has been observed yet. Without a RH partner to the LH neutrinos,they cannot couple to the Higgs boson and thus remain massless within the SM.
2.1.1 Mathematical Formulation of the Standard Model

The SM is usually mathematically described by defining its Lagrangian density which isconstructed to be invariant under the aforementioned gauge symmetries. The full Lagrangiandensity contains several terms for each fermion, boson and for all the interactions amongthem and shall not be reproduced here as its complexity exceeds the scope of this thesis.Instead, two important components appearing in the Lagrangian density are briefly explainedusing the deceptively simple example of QED:
LQED = −14FµνF µν + ψ(i/D −m)ψ (2.1)

The first term10 represents the dynamics of the free electromagnetic field, i.e. the dynamics ofthe photon in the absence of charge, and is called kinetic term. The electromagnetic fieldtensor is defined as Fµν ≡ ∂µAν −∂νAµ where Aµ denotes the electromagnetic vector field.Applying the Euler-Lagrange equation to the first term gives the equations of motion for thephoton, i.e. the Maxwell equations. The second term encodes the dynamics of charged leptonor quark fields ψ with mass m in the absence and presence of photons. The interaction ofphotons with ψ is hidden in the gauge covariant derivative /D ≡ γµDµ ≡ γµ(∂µ + ieAµ),where γµ are the gamma matrices and e is the coupling constant of QED. The interactionpart can thus be written as:
LIntQED = −eAµJµEM (2.2)

where JµEM ≡ ψγµψ is the electromagnetic current. The interaction of the photon withelectromagnetic current is a direct consequence of demanding invariance of the Lagrangiandensity under local U(1) transformations:
ψ(x)→ e−ieα(x)ψ(x) (2.3)
Aµ(x)→ Aµ(x) + ∂µα(x) (2.4)

where α is an arbitrary real differentiable function of the spacetime coordinate x . Equation 2.2is explicitly made invariant under these transformations by introducing the gauge covariant
8 Often also called bottom quark.9 These are the Yukawa couplings.10 General notation: greek letters denote 4-vector indices and ∂µ ≡ ∂/∂xµ is the partial derivative w.r.t. xµ .Einstein’s summation convention is employed. The adjoint Dirac spinor is defined as ψ ≡ ψ†γ0 where γ0 is thefirst gamma matrix.
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derivative. Following this procedure, the gauge covariant derivative has to be extended bymore fields when demanding invariance under other symmetry groups. Eventually, the SMarises from these basic ideas.
2.1.2 The Dalitz Decay and the Radiative Decay of the D∗(2007)0

A good theory has to give accurate predictions to be falsifiable. These predictions can bemore qualitative as the postulation of the Higgs boson, or they can provide actual numberswhich can then be tested. The SM offers a framework to compute the amplitudes of virtuallyevery possible interaction of SM particles to arbitrary precision, in principle only limitedby the computational effort that is made to calculate higher-orders in perturbation theoryand by the precision with which SM parameters are known. In reality, calculations are oftencomplicated by non-perturbative11 effects and because elementary particles such as quarksform bound states. Often, however, these complications can be mitigated by clever combinationof calculations, e.g. by taking ratios of amplitudes. In the case of the D∗0→ D0e+e− decayit is useful to treat it relative to the decay D∗0→ D0γ . The first-order Feynman diagramsof both decays are shown in Fig. 2.2. The interaction can be described using QED becausephotons and electrons are involved in the dynamics. Since the coupling constant of QED issmall, it is sufficient to use first-order diagrams to give a good estimate of the rates at whichthese processes occur relative to each other. The D∗(2007)0 and D0 are both bound states
D∗0 γ∗

D0

e−

e+
D∗0

γ

D0

Figure 2.2: A Feynman diagram of the D∗(2007)0 Dalitz decay D∗0→ D0e+e− (left) and aFeynman diagram of the radiative decay D∗0→ D0γ (right). The shaded circle denotesthat the QED vertex has to be corrected by a form factor.
of a c and u quark, differing only in their total angular momentum J . The D∗0 exhibits J = 1and thus is a vector particle while the D0 has no spin and is a pseudo-scalar. Their propertiesare summarised in Tab. 2.1. The Feynman diagrams in Fig. 2.2 are pictorial representations ofthe corresponding amplitudes. The amplitude of the decay D∗0→ D0e+e− can be written12as [9]:

MDalitz = 4παi[fD∗0D0(q2)ερβνδpρqβεν ] 1
q2 [uγδu] (2.5)

where α is the fine-structure constant, pρ and qβ are the four-momenta of the D0 and thevirtual photon in the D∗0 centre-of-mass system, εν the D∗0 polarisation vector, u and uthe electron’s and positron’s spinors giving the leptonic current, 1/q2 the virtual photonpropagator and fD∗0D0(q2) the hadronic form factor of the D∗0-D0 transition. The form factortakes into account that the bound state of two quarks is not a point-like object but has some
11 These effects often occur in QCD as the strong coupling constant cannot be considered small at low energy scalesand thus cannot be treated as perturbation anymore.12 Out of convenience and habit all calculations in this sub-section use natural units.
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Table 2.1: Properties of the D∗(2007)0 and D0 [7]. The isospin quantum number is denoted as I ,
J is the total angular momentum quantum number and P denotes the parity quantumnumber. The branching ratio of the decays is given in the last column. The sum of the
D∗0 branching ratios is constrained to 100%.

Particle Mass [ MeV/c2 ] Quant. num. I(JP) Relevant decays B

D∗(2007)0 2006.85± 0.05 12 (1−) D∗0→ D0π0 (64.7± 0.9)%
D∗0→ D0γ (35.3± 0.9)%

D0 1864.83± 0.05 12 (0−) D0→ K−π+ (3.89± 0.04)%
spatial charge distribution. This form factor is a priori unknown and hinders an accuratecalculation. However, it similarly appears in the amplitude of the D∗0→ D0γ decay:

Mradiative =
√4παi[fD∗0D0(0)ερβνδpρqβεν ]ε∗δ (2.6)

where ε∗δ is the complex conjugate of the photon polarisation. The decay rates can be obtainedby squaring the amplitudes and evaluating the two-body and three-body phase space integralof the decays D∗0→ D0γ and D∗0→ D0e+e−, respectively. The differential decay rate of
D∗0→ D0e+e− can then be written relative to the decay rate of D∗0→ D0γ as [9]:

dΓ(D∗0→ D0e+e−)dq2Γ(D∗0→ D0γ) =
α3π
√1− 4m2

e
q2 ×

[1+ 2m2
e

q2
]
× 1
q2 (2.7)

×
[(1+ q2

m2
D∗0 −m2

D0
)2
−

3m2
D∗0q2

(m2
D∗0 −m2

D0)2
] 32

×
∣∣∣∣ fD∗0D0(q2)
fD∗0D0(0)

∣∣∣∣2
=[QED]× |FD∗0D0(q2)|2

From Eq. 2.7 follows that it is not necessary to know the absolute value of the form factors asonly the ratio contributes. Furthermore, the mass difference between the D∗0 and D0 is only
∆mD∗0D0 = (142.12± 0.07)MeV/c2 [7], which is small compared to ΛQCD and thus allowsto approximate the form factor as constant over the range q2 ∈ [0, ∆m2

D∗0D0 ]. Consequently, itcancels in the ratio of decay rates. The relative branching ratio is now obtained by integratingEq. 2.7 over the accessible q2 range, which is bound from below by 4m2
e because two electronshave to be created, while the upper bound ∆m2

D∗0D0 is given by the mass difference of themesons. A numerical integration yields:
Γ(D∗0→ D0e+e−)

Γ(D∗0→ D0γ) =
B (D∗0→ D0e+e−)
B (D∗0→ D0γ) = 0.8815α (2.8)

In the given range of q2, the fine structure constant is well approximated by α−1 ≈ 137leading to:
B (D∗0→ D0e+e−)
B (D∗0→ D0γ) = 6.43× 10−3 (2.9)

which is consistent with the number given in Ref. [2].
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2.2 unanswered questions

The SM is a remarkably useful theory as it allows for precise quantitative predictions of theinteractions that can occur between elementary particles. These predictions make the SMhighly falsifiable, yet unambiguous and significant deviations have not been found so far. Thissuccess stands in conflict with several problems and questions the SM leaves unresolved. Tobegin with, the SM is dependent on a set of at least 19 parameters that have to be put infrom experimental findings. Most of these parameters are the fermion masses together with thevacuum expectation value of the Higgs field, the mass of the Higgs boson itself and the fourparameters of the CKM matrix. The masses of fermions within each generation are similarwhile varying over more than five orders of magnitude between the electron and the t quark.The SM gives no explanation for this pattern despite stating that the higher generationsare merely heavier copies of the lightest one. Neutrinos seem to break this pattern as atleast two of them are observed to have a small mass. The absolute scale of neutrino massesis currently estimated to be below 2 eV/c2 [7]. Whether or not this mass is generated via aBEH-mechanism, as it is the case for all other fermions, is still unclear. The discovery ofthe Higgs boson in 2012 put the last piece of the SM puzzle only to reveal new questions.The mass of the Higgs boson is of the same order as the masses of the W and Z bosonswhich is surprising from a theoretical point of view. If there is a higher energy scale at whichnew physics phenomena occur, the natural scale of the Higgs mass will be of the order ofthis higher scale. The Planck scale MP ∼ 1019 GeV at which gravitational effects start toplay a role in the quantum world is an example of such a scale. The fact that the Higgsmass is much lower than the Planck mass MP could point towards a larger puzzle in whichnew effects tame the Higgs mass. Even if there were no new physics phenomena on theway up the energy ladder to the Planck scale, the SM would eventually break down whenreaching the last rung because there is no quantum theory of gravity. In addition to thelack of quantised gravity, there is a problem with the cosmological constant. This constantcan be thought of as the energy of the vacuum. After SSB of SU(2)× U(1), the Higgspotential acquires a non-zero expectation value at its minimum. As long as gravity is notincluded in the SM, this constant term in the Higgs potential has no physical consequences.However, when gravity is considered, this term contributes to the cosmological constant drivingit to a value that is ∼ 1050 to ∼ 10120 times larger than the observed value13, dependingon what contributions are counted [11]. In general, cosmological observations involving thecosmic microwave background radiation, acceleration of the Universe’s expansion and largescale distribution of galaxies and clusters revealed that matter described by the SM onlyrepresents ∼5% of the energy density of the Universe. The remaining 95% of the energydensity are accounted for by roughly 69% dark energy and 26% dark matter [10]. The word’dark’ can be understood figuratively because it reflects that little is known so far aboutthis kind of energy and matter, as well as literally because dark matter either does notor does only very weakly interact with photons and thus appears to be dark. Furthermore,the main part of the observed SM matter in the Universe consists of baryons rather thananti-baryons. With violation of the CP symmetry via the complex phase of the CKM matrix,the SM provides a mechanism to produce an asymmetry between particles and anti-particles,however, this mechanism cannot sufficiently explain the observed asymmetry. Aside from thesebig unanswered questions, there are experimental results from precision tests of the SM that
13 The most recent value for the cosmological constant comes from the Planck Collaboration [10] and is incrediblysmall: Λ = (4.24± 0.11)× 10−66 eV2 in natural units.
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show some tension between prediction and measurement. A prominent example of such adeviation comes from the measurement of the anomalous magnetic moment of the muon whichcurrently disagrees with SM prediction by ∼ 3.5σ [7]. It can be hoped that such discrepancieswill eventually lead the way to answers of the fundamental open questions of the SM.
2.3 a dark side of electromagnetism?

Under the assumption that dark matter consists of particles which are in principle similar tothose described by the SM but have no or very suppressed couplings to the known forces,it is imaginable that this dark sector has its own rich interaction phenomenology. Theseinteractions could serve as a portal to an exploration of the dark sector. One idea for such aportal, that has become increasingly popular in recent years, is the dark photon14 [12–15].In a minimal scenario of this vector portal, the SM can be extended by a new "dark" gaugegroup U(1)′ the gauge boson of which is the dark photon. Imposing this new symmetry onthe Lagrangian density of the SM and writing down all allowed terms yields:
LSM+U(1)′ = LSM − 14F ′µνF ′µν + ε2F ′µνBµν + ... (2.10)

where LSM is the Lagrangian density of the SM, F ′µν = ∂µA′ν −∂νA′µ is the field strengthtensor of U(1)′ with the dark photon field A′µ , the field strength tensor Bµν belongs to theSM U(1)Y hypercharge field and the ellipses stands for other possible terms such as darkmatter particles coupling to the new gauge boson. The combination of the U(1)′ and U(1)Yfield tensors into one kinetic term is known as kinetic mixing and was proposed in Ref. [16].The parameter ε is the strength of this mixing. As in the SM, the SU(2)L × U(1)Y × U(1)′symmetry can be spontaneously broken15 leading to an effective Lagrangian density:
Lef f = −

14F ′µνF ′µν + 12m2
A′A′µA′µ + εeA′µJ

µ
EM (2.11)

where mA′ is the mass of the dark photon, e is the elementary electric charge and JµEM isthe electromagnetic current of charged leptons (cf. Eq. 2.2). Hence, kinetic mixing leads tomixing between the ordinary and the dark photon. This opens a non-gravitational windowinto the dark sector as, depending on mA′ , the dark photon can decay into and be producedfrom any electrically charged particle, which makes this theory testable at a multitude ofexperiments. The dark photon is well motivated as a possible solution for the discrepancybetween the measured and calculated value of the anomalous magnetic moment of the muon[17, 18] as it contributes to higher-order corrections in which the photon is involved. It hasfurther been proposed as an explanation for astrophysical anomalies related to dark matter[19], the dynamics of which can be influenced by a dark photon coupling to it. In the minimalscenario presented in Equations 2.10 and 2.11, the rates at which a dark photon is producedand decays, and thus also its lifetime, depend only on a two-dimensional parameter space(mA′ , ε). Broadly, smaller values of ε and mA′ lead to longer lifetimes of the dark photon, whilelarger masses open more on-shell decay channels and thus combined with a large mixingstrength ε yield shorter lifetimes. The differing lifetimes in different parts of the parametersspace lead to distinct search strategies, i.e. searches for prompt (short lifetime) and displaced
14 Also called hidden, heavy, para- or secluded photon.15 Possibly by a dark Higgs sector.
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(long lifetime) decays of a dark photon. The experimental accessibility of a wide area of thisparameter space has led to a multitude of searches for dark photons, which are summarisedin the next chapter.



3 E X P E R I M E N TA L S E A R C H E S F O R
DA R K P H OTO N S

This chapter gives a brief summary of searches for massive dark photons that have alreadybeen conducted at various experiments. The searches are put in order according to theexploited production mechanism of the dark photon. Only experiments that searched for visibledecays of the dark photon are listed. The areas of the parameter space excluded by theseexperiments are shown in Figure 3.1.
dark photons from bremsstrahlung The E137, E141, E774, KEK and Orsayelectron beam-dump experiments [20–24] looked for signs of long-lived dark photons in thebremsstrahlungs process eZ → eZA′ where Z denotes a highly charged nucleus and A′is the irradiated dark photon with e+e− as final state. The A1, APEX and NA64 [25–27]experiments used the same production channel and final state to search for prompt darkphoton decays. The ν-CAL experiment [28] used proton beam dumps in iron to produce darkphotons via pFe → pFeA′, looking for displaced A′→ e+e−. The Heavy Photon Search(HPS) experiment [29] is a dedicated dark photon experiment searching for both, long-livedand promptly decaying dark photon using electron beam-dumps on tungsten.
e+e− annihilation The BaBar [30] and BESIII [31] collaborations searched forprompt A′→ e+e− and A′→ µ+µ− via the production channel e+e−→ A′γ . The KLOEcollaboration [32] used the same production mechanism, however, exploiting the prompt hadronicfinal state A′→ π+π−. The Belle collaboration [33] searched for prompt dark photon decaysin all of the aforementioned final states, using the production mechanism e+e−→ A′h′ where
h′ denotes a hypothetical Higgs boson associated to the dark sector.
drell-yan process The LHCb experiment [34] searched for signs of both long-livedand prompt dark photons in qq̄→ A′ with the A′→ µ+µ− final state, putting bounds on theuntil then unexplored mass region mA′ > 10 GeV/c2.
meson decays Decays of light unflavoured mesons (π0, η, ω, φ etc.) are well suitedto search for dark photons as they often involve virtual or on-shell photons. The ν-CAL,NOMAD, and PS191 experiments [28, 35–37] used proton beam dumps to search for π0→ A′γwith long-lived A′→ e+e−, excluding small values of ε and mA′ . The CHARM collaborationused the same meson production mechanism and dark photon decay, however, exploitingthe η(′)→ A′γ decay. The KLOE experiment searched for φ→ A′η followed by a prompt
A′→ e+e− or A′→ µ+µ− decay [38]. The LHCb experiment also exploited meson decays(η→ µ+µ−γ , η→ µ+µ−, ω→ µ+µ−π0, ω→ µ+µ−, ρ0→ µ+µ−, φ→ µ+µ−) probing themass region below 3 GeV/c2 [34].
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Figure 3.1: Constraints at 90% CL on visible A′ decays from different production mechanisms. Themass range for visible searches is bound from below by the di-electron invariant massand reaches up to invariant masses currently accessible in collider experiments. Thebound coming from the precise measurement of the electron’s anomalous magnetic moment
(g− 2)e is shown in grey. This plot was created using Darkcast [39].



4 T H E L H C B E X P E R I M E N T

This chapter gives a brief overview of the the Large Hadron Collider (LHC) [40] at theConseil Européen pour la Recherche Nucléaire (CERN) and a more detailed one of the LHCbexperiment (the ’b’ stands for beauty) and its sub-detector components. The focus lies on thecomponents that are crucial for the analysis of the decay D∗0→ D0e+e− relative to thedecay D∗0→ D0(γ→ e+e−). The LHCb detector and its performance have been describedin more detail in [41] and [42], respectively.
4.1 the large hadron collider

The arguably largest playground for high energy particle physics to this day is locatednear Geneva at CERN close to and below the French-Swiss border. The LHC is a hadron-hadron collider and accelerator composed of two superconducting magnet-rings with 26.7 kmcircumference, which store counter-rotating particle beams. These particle beams collide infour interaction points, around which the four large experiments - ATLAS, CMS, ALICE andLHCb - are built. ATLAS and CMS use independently designed general-purpose detectors tosearch for direct hints of yet undiscovered particles, ALICE uses a detector setup specialisedon heavy-ion physics while the LHCb detector is built to measure particles containing b or
c quarks. The LHC was designed for a maximum centre-of-mass energy of √s = 14 TeVat a maximum luminosity of L = 1034 cm−2 s−1 for proton-proton collisions at ATLAS andCMS [40]. The operation of the LHC is divided into runs, in which particles are broughtto collision and physics data is taken, and shutdowns during which maintenance can beconducted at the LHC and at the experiments. Run I took place from 2009 to 2013. DuringRun II of operation of the LHC, which started in 2015, the peak luminosity reached morethan L = 2× 1034 cm−2 s−1 at ATLAS and CMS at √s = 13 TeV in 2017 and 2018. Thepeak luminosity received by LHCb is about two orders of magnitude lower [43], which isachieved by defocussing of the beams at LHCb’s collision point. The accelerator complex isshown in Figure 4.1. Protons are taken from hydrogen, which is ionised by an electric field,and are injected in bunches into the initial linear accelerator (LINAC2), which acceleratesthem to a kinetic energy of 50 MeV before bringing them into the Proton Synchrotron Booster(BOOSTER). The BOOSTER brings the protons up to an energy of 1.4 GeV and transfersthem into the Proton Synchrotron (PS) that accelerates them to 25 GeV. From the PS theprotons are injected into the Super Proton Synchrotron (SPS) that speeds them up to 450 GeVbefore inserting them in the LHC, where the protons are finally accelerated to multi- TeVenergies [44].
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Figure 4.1: Accelerator complex at CERN [45].
4.2 the lhcb detector and its components

The LHCb detector is a single-arm forward spectrometer covering approximately 10 mrad to300 (250) mrad of the angle in forward direction with respect to the beam line in the x-z (y-z)plane, corresponding to a pseudorapidity1 range of 2 < η < 5 (see Figure 4.2). Its coordinatesystem is defined by the z-axis pointing along the beam pipe into the detector (downstream),the y-axis vertically oriented towards the surface and the x-axis horizontally pointing towardsthe centre of the accelerator ring. The single-arm design of the detector is unique among theexperiments at the LHC and allows for large yields of B and D mesons to be collected aslight quarks are predominantly boosted in the forward2 direction. At the centre of LHCb’sphysics programme stands the rigorous measurement of rare and CP symmetry violatingdecays of hadrons containing b and c quarks. These hadrons typically have long lifetimes ofthe order of 10−12 seconds because their decays are driven by the weak interaction. Thusdisplaced (secondary) vertices can be observed aside the original (primary) vertex wherethe proton-proton collision took place. It is one of LHCb’s largest strengths to reconstructthese vertices with very high accuracy. To do so in an environment rife with all kinds oflight particles sprouting from the high-energetic proton collisions, LHCb employs a chain ofdifferent detector components.
1 Pseudorapidity is defined as η ≡ − ln(tan( θ2 )) where θ is the angle between a particle’s momentum vector andthe beam axis.2 "Forward" here means towards the detector, the same is of course true for the backward direction.
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Figure 4.2: Layout of the LHCb spectrometer shown from the side [42]. The Vertex Locator (VELO)is located around the collision point. RICH1 and RICH2 are ring-imaging Cherenkovdetectors. TT and T1-3 are the high-precision tracking stations. SPD, PS, ECAL andHCAL are parts of the calorimeter system. M1-5 are the muon stations.
4.2.1 Tracking Down Charged Particles

The tracking system of LHCb uses two different detector technologies - silicon micro-stripsand straw tubes - in the vertex locator (VELO) and in the four planar tracking stations, ofwhich three are located downstream of the magnet and one is placed upstream. In Figure 4.2they are labelled TT, T1, T2, T3.
the vertex locator The VELO is arranged around the proton-proton interactionpoint and is therefore the first sub-detector that is traversed by particles, while only chargedparticles leave tracks in its material. Its purpose is to identify the primary and displacedsecondary vertices that are distinctive for b and c hadron decays. Furthermore, it allowsto precisely measure the impact parameter (IP) of charged particles’ trajectories. The IPis defined as the distance between the track and the primary vertex at the track’s pointof closest approach to the primary vertex (see Fig. 4.3). The VELO consists of 21 stationseach of which has a silicon micro-strip module on the left and right of the beam axis. Themodules are composed of two almost semi-circular parts measuring the distance R to thebeam line and the azimuthal angle φ in the x-y plane, respectively (see Figure 4.4). Themodules are arranged such that they have a small overlap along the y-axis to avoid gaps inthe detector. The full diameter of a module is 90.5 mm, 300µm in thickness and the minimumpitch between the strips in the inner region is around 40µm. The sensors are placed at aradial distance of about 7 mm from the beam axis at a known position on the z-axis. The besthit resolution is around 4µm and the resolution of the position of the primary vertex is around15µm in the presence of 20 tracks. The resolution of the IP in x- and y-direction is roughly
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50µm at a momentum of 10 GeV/c (see Fig. 4.3). All modules are mounted in a vessel thatmaintains a vacuum separated from that of the LHC machine. The boundary between the twovacua consists of a thin-walled corrugated aluminium sheet (called RF-foil see Figure 4.5) tominimize the material that charged particles have to traverse before hitting the sensors. Asidefrom protecting the LHC vacuum from out-gassing of the VELO modules, the RF-foil alsoshields the detector against RF pick-up from the LHC beams. The RF-foil makes up the majorpart of the material budget present in the VELO and leads to measurable effects of multiplescattering and material interaction as shown in Figure 4.5. Knowledge about the materialdistribution in the VELO can be crucial for analyses that search for long-lived particles toreduce background from material interactions such as photon conversions. For this purposethe material of the VELO was mapped using secondary interactions of hadrons produced inbeam-gas collisions collected special runs where helium gas was injected into the VELO.This is documented in Ref. [46].

Figure 4.3: Right: Schematic of the impact parameter of a charged particle. Left: Impact parameterresolution as a function of momentum for the x- and y-component, respectively [47].
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Figure 4.4: Setup of the VELO silicon modules along the beam axis, at y = 0, with the detector inthe fully closed position [41]. The front face of the first modules is also illustrated inboth the closed and open positions. "Closed" and "open" refers to the necessity to movethe detector away from the interaction region (open) until a stable beam is established.As soon as stable beam conditions are obtained, the detector is placed into the optimalposition (closed). Also shown are the angles for which at least three VELO modules aretraversed by particles.

Figure 4.5: Left: Average radiation length X0 seen by particles passing through the VELO as afunction of the azimuthal angle φ and pseudorapidity η representing the material budgetintegrated from the interaction point to z=835 mm. Right: Inside of the RF-foil asmodelled in Geant4. The R- and φ-sensors are indicated by different shading. [41, 47]
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the silicon tacker In addition to the VELO, there are two more silicon detectorsthat - as a whole - are called the Silicon Tracker (ST): the Trigger Tracker3 (TT) and theInner Tracker (IT). Both, TT and IT, use silicon micro-strip sensors with a strip pitch of about200µm, resulting in a spatial resolution of about 50µm. They are both composed of fourlayers arranged in an (x-u-v-x) configuration: vertical strips in the first and the last layer,and strips rotated by a stereo angle of -5° and +5° in the x-y-plane in the second and thethird layer, respectively. The TT is located upstream in front of the magnet. It is a 150 cm wideand 130 cm high planar tracking station, covering the full acceptance of the experiment. TheIT is installed downstream of the magnet at the centre of the tracking stations T1-T3, closeto the beam pipe. It is a 120 cm wide and 40 cm high silicon micro-strip detector coveringonly approximately 2% of LHCb’s acceptance (see Figure 4.6). This technology was opted forin this region because of the high track density close to the beam pipe. It is estimated fromsimulation that ∼ 20% of tracks within LHCb’s acceptance correspond to particles passingthrough the IT.
the outer tracker The Outer Tracker (OT) covers the outer region of the threetracking stations T1-T3 (see Figure 4.6) where the particle flux is smaller compared to theinner region (IT). The gas-tight straw-tube modules, that are employed here, contain twolayers of drift-tubes with inner diameters of 4.9 mm allowing to reconstruct tracks with aspatial resolution of about 200µm. Charged particles passing through the straw tubes ionisethe gas along their trajectory. By measuring the drift time of the created charges to theanode wire in the centre of the tube with respect to the bunch crossing time it is possible todetermine the distance between the charged particle’s trajectory and the wire. The layout ofthe OT is similar to the one of the IT and TT- four layers in an (x-u-v-x) arrangement. Withan active area of (5971×4850) mm2, the outer boundary corresponds to the full acceptance ofLHCb.

Figure 4.6: Schematic view of the LHCb tracking system [41]. The TT is shown on the left front-side,the stations T1-T3 in the back right-side. Purple marks the ST and turquoise marks theOT. The beam pipe passes through in the middle.
magnet LHCb’s dipole magnet consists of two saddle-shaped aluminium coils in awindow-frame steel yoke with a total weight of roughly 1600 tons. The magnet poles aretilted towards the interaction point, following the acceptance of LHCb (cf. Figure 4.2). Itis a water-cooled warm magnet with a bending power of about 4 Tm. The deflection ofcharged particles takes place mostly in the x-z-plane. The two coils are identical and placed

3 Also known as Tracker Turicensis.
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mirror-symmetrically to each other. Their polarity is reversed periodically during data takingwhich on average mitigates the folding of detection asymmetries of charged particles into thedata. The polarities are denoted MagUp and MagDown for positive and negative polarity,respectively.
track reconstruction The quality of the reconstructed track strongly depends onthe number of clusters a charged particle leaves in the tracking system. The most preciseestimate of momentum and trajectory of a particle can be given for so-called long tracks.These are tracks that have hits in the VELO and in the stations T1-3, and optionally in theTT (see Figure 4.7 right). The relative momentum resolution for long tracks below 20 GeV/cis about 0.5% (see Figure 4.7). They are reconstructed by building tracks from hits in theVELO and TT. Because of a small fringe field between the VELO and TT originating fromthe magnet, a rough estimate of the momentum and charge of these track is possible. Theyare then subsequently combined with hits from the T stations and fitted using a Kalman filteralgorithm [48], taking into account multiple scattering and energy loss by ionisation. Theanalysis presented here makes use only of tracks that fulfil the requirements for long tracks.Other types of tracks (e.g. only hits in TT and T stations, called downstream track in Figure4.7) suffer from larger background rates and worse momentum resolution, particularly in thecase of low-momentum electrons as present in the D∗0→ D0e+e− decay.

Figure 4.7: Left: Relative momentum resolution versus momentum for long tracks as obtained fromdata of J/ψ decays [42]. Right: Track types reconstructed by the track finding algorithms[49].
4.2.2 A Particle’s Identity

The only measurable quantity that unambiguously distinguishes particles of different kindsis their mass. Hence, the goal of particle identification (PID) is to test a hypothesis aboutthe measured particle’s mass based on information from the sub-detectors described below.For particle candidates used in data analysis the mass is then set to its nominal value.Combining the momentum information from the track reconstruction with this mass gives thefull four-momentum vector and thus full knowledge about the particle’s kinematic state. ThePID information is provided by four different detector systems: the two RICH detectors, thecalorimeter system and the muon stations.
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the rich system The RICH system is built up of two ring-imaging Cherenkov detectors,RICH1 and RICH1, which identify charged hadrons (essentially π±, K± and p) over amomentum range from 2 GeV/c to 100 GeV/c. Especially the K -π discrimination is crucial,since these particles are often produced in decays of B and D mesons and also occur inthe final state studied in this analysis via D0→ K−π+ . RICH1 is located downstream ofthe VELO and provides PID information for low and intermediate momentum particles, whileRICH2, located downstream of the magnet, aims at identification of particles with highermomentum. Two radiators, C4F10 and CF4 which have different refractive indices, are used inRICH1 and RICH2, respectively. The distinction of particles is achieved by evaluating therelation between the Cherenkov angle and the momentum of the particles as shown in Figure4.8. The separation between kaons and pions is clearly visible and leads to very efficientidentification of these kind of particles together with a low mis-identification rate in thetypical momentum region as shown in Figure 4.9. In addition to the radiators mentioned above,Figure 4.8 also shows the momentum dependence of the Cherenkov angle for aerogel whichcovers an even lower momentum region than the gas currently used in RICH1 and in principleallows for discrimination between very low-momentum electrons, muons and light mesons.This technology was used in Run I of the LHC, however, the aerogel was removed for Run IIas its ability to provide PID for particles with an energy below the Cherenkov threshold ofC4F10 for kaons4 is compromised by the total number of photons in RICH1 in the higher trackmultiplicity environment of Run II [50]. Nevertheless, the RICH system still provides usefulinformation for low-momentum particles. Especially electrons with momenta below 5 GeV/c,which frequently occur in D∗0→ D0e+e− decays, can be distinguished well from pions andmuons as is visible in Figure 4.8 (left) in the uppermost left corner. Electrons with highermomenta already irradiate their Cherenkov light very close to the maximum Cherenkov anglefor C4F10 and can thus barely be differentiated from other high energy particles. For theseelectrons another detector technology has to be employed as explained in the next paragraph.

e

Figure 4.8: Left: Cherenkov angle versus momentum in C4F10 for isolated tracks in data [42]. Thecurved bands clearly show the different particle types. Right: Calculated Cherenkovangles versus particle momentum for different radiators [41].

4 The refractive index of C4F10 is n=1.0014 [41], which gives Eth(K±) = mK± c2
√1−1/n2 ≈ 9.3 GeV.



22 the lhcb experiment

Momentum (MeV/c)
0 20 40 60 80 100

310×

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

1.2

1.4
) > 0π LL(K - ∆

) > 5π LL(K - ∆

 K→K 

 K→ π

 = 13 TeVs
LHCb

Figure 4.9: Efficiency of correctly identifying a kaon and efficiency of mis-identifying pions as kaonsversus momentum for two different cuts in the likelihood difference (variable on the basisof which the mass hypothesis is accepted/rejected) for 2015 data [50].
the calorimeter system Located downstream of RICH2, the calorimeter systemforms a huge bulk of material in which hadrons, electrons and photons show their characteristicparticle showers. The calorimeters measure positions and energies of the particles that interactwith their material, providing information that is essential for PID and efficient triggerstrategies. In particular, the identification of electrons and photons is a crucial task of thecalorimeter system. This is done by the Electromagnetic CALorimeter (ECAL) together withtwo additional detectors, the PreShower detector (PS) and the Scintillator Pad Detector(SPD), which are placed in front of it. The SPD detects charged particles that pass throughand thus allows to distinguish between electrons and neutral particles like photons andneutral pions that subsequently produce similar shower shapes in the calorimeters. It isalso used to measure the number of charged particles or tracks per event that enter thecalorimeter system, the information of which can be used to discard events that are toocrowded to be measured accurately. The SPD is followed by the PS that mainly causeselectrons and photons to shower with its 15 mm of lead. Since hadrons have a longerinteraction length than electrons, the PS provides a longitudinal segmentation which is usefulto distinguish electrons from charged hadrons. The combination of information from the PSwith the measurement of the ECAL improves the localisation of electrons and photons. TheECAL itself is composed of several absorption layers, each with 2 mm of lead and 4 mm thickscintillator tiles, which form a 42 cm deep stack of material corresponding to 25 radiationlengths. This structure ensures containment of the whole or at least the largest part ofelectromagnetic showers caused by electrons and photons and it is designed to have anenergy resolution of σE/E = 10%/

√
E ⊕ 1% (E in GeV). The last station in the calorimetersystem is the Hadronic Calorimeter (HCAL). It is built from iron and scintillating tiles asabsorber and active material, respectively. The thickness of the HCAL corresponds to 5.6interaction lengths which is limited by the space available in the detector cavern. The upstreamECAL, however, adds another 1.2 interactions lengths. The energy resolution of the HCALdetermined during test beams is σE/E = (69± 5)%/

√
E ⊕ (9± 2)% (E in GeV). Becauseall parts of the calorimeter system give crucial information about the identity of the particlesthat traverse it, it is widely used for triggering on these very particles. This is only possible
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because the combination of scintillation tiles and photo-multiplier tubes, that are placeddirectly on the modules of the ECAL and HCAL, allows for fast readout.
the muon stations Muons play a key role in many physics analyses at LHCbbecause they often occur in final states of interesting decays and leave clean signatures inthe detector. The sub-detectors M1-M5 in Figure 4.2 are designed to allow for efficient andfast triggering on muons and subsequent identification. M1 is located upstream of the PS,to improve transverse momentum measurements in the trigger. M2-5 sit downstream of thecalorimeters. Placed between these stations are iron absorbers, each 80 cm thick to reducethe hadronic background. M1-5 mainly use multi-wire-proportional chambers as detectortechnology allowing for fast readout. Only the inner region of M1 is made of gas electronmultiplier chambers because of the higher particle flux. Since there are no muons present inthe decay studied in this analysis, the muon stations do not play an important role here.
global particle identification All of the detector systems mentioned above cancontribute to give a final estimate about the identity of the particle under consideration. Thesub-detectors that provide the most useful information will vary depending on the kind ofparticle that is measured and in general also on its kinematics. The RICH system mostlyhelps to identify charged hadrons, especially kaons and pions, if these are above tresholdand in the right momentum region. For electrons and photons the PS and ECAL give themost vital information, while the RICH can only be useful for electrons with comparativelylow momentum. Since the response of every sub-detector on its own is not meaningfulenough to give sufficient information about the likelihood of the particle that has beenobserved, the available information is integrated into more powerful combined likelihoods[42, 51]. Two different approaches are used for this combination. The simpler method addsthe likelihood information of each sub-system linearly to form Combined Differential Log-
Likelihoods (CombDLL), which is the likelihood ratio ∆Lcomb(X − π) = log(L(X )/L(π))[52], where X represents the mass hypothesis of the electron, muon, kaon or proton. TheCombDLL is then a measure of how likely the mass hypothesis of the considered particle isrelative to the null hypothesis of the most abundant particle type, the pion. This variable iswidely used in LHCb data analyses and also often referred to as PIDX with X∈(e, µ, K , p).The simple approach, however, mostly disregards the deeper connection between a particlesmotion through the detector, the global event structure such as number of tracks and hitsin the system, and the response they trigger in the PID detectors. Finding and using thesecorrelations is a task well suited for machine learning algorithms. The output of the simpleapproach is further exploited by feeding it as input into an artificial neural network (ANN)together with momentum variables obtained from the tracking system, track quality variablesand additional information from the PID detectors not entering the likelihood computation.Being trained on simulated events, the ANN provides a single probability5 (typically called
ProbNNX) for each particle hypothesis. The training samples usually contain decays of heavyhadrons that feature the kinematic distributions of processes studied in data analyses. Theexact composition, quality and number of simulated events used changes the response of theANN classifiers and allows for different and more specialised tunes of ProbNN variables. Inaddition to the standard ProbNN variables, more sophisticated machine learning algorithmssuch as deep neural networks [53] and special gradient boosting algorithms like CatBoost[54] can be used to improve the PID performance. These novel variables are often referred to

5 Not in a sense of a frequentist probability but rather a "degree of belief" probability.
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as Yandex PID (yPID) and make use of even more input variables. First performance studiesof yPIDs show good results especially for the identification of electrons (see Figure 4.10),which makes these variables of interest for this analysis.

Figure 4.10: Receiver operating characteristic curves for comparison between yPID varibles obtainedfrom a deep neural network (green), gradient boosting (dashed), with flat responsein kinematic variables (red) and the baseline standard ProbNN variable (blue) fordifferent particle types [55].

4.3 trigger, data acquisition and data flow

Most interesting physics processes for LHCb occur at rates much lower than the rate at whichprotons are brought to collision. The efficient selection of these interesting decays from the
∼30 M proton-proton collisions per second6 is indispensable due to limited bandwith of thedetector readout and limited computing resources. This challenge is addressed at LHCb usinga three-level trigger system consisting of the level-0 hardware trigger (L0) that reduces theevent output rate to the maximum allowed by the front-end electronics (1.1 MHz), a first stageof the software trigger (HLT1)7, which further reduces the rate to ∼150 kHz, and the laststage of the software trigger (HLT2) the final output rate of which is then around 10 kHz [56].The L0 decision is based on separate FPGA8 algorithms that use information from the ECAL,HCAL and muon stations, respectively. Events that triggered this hardware stage are passedto the HLT1 software which reconstructs trajectories of charged particles using informationfrom the VELO, TT and tracking stations. Events that fulfil all requirements from at least oneHLT1 trigger line are in turn passed to the HLT2. The HLT2 accesses information from allsub-detector systems and already performs a full event reconstruction. This is called online

6 This number is limited by the bunch crossing rate of 40 MHz and takes into account gaps in the bunch trains.7 HLT stands for High Level Trigger.8 Field Programmable Gate Array
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reconstruction in contrast to the offline reconstruction which is performed on raw data that hasalready been written to permanent storage. Between Run I and Run II of the LHC the onlinereconstruction has been improved such that its quality is identical to the one of the offlinereconstruction. This is possible due to a buffer that was included between HLT1 and HLT2allowing for direct event reconstruction with high precision because of real-time alignmentand calibration of the detector. The Run-II data and calibration flow is shown in Figure 4.11.With the high quality online reconstruction it is now possible to skip the offline reconstructionand directly use the output of the HLT2 for physics analyses. This is called Turbo stream [57,58] since it delivers data usable for physics analysis faster than the traditional Full stream.A comparison between the streams is depicted in Fig. 4.12. An event written to permanentstorage by the Turbo stream contains only the information that is requested by the triggerline, i.e. only information that is deemed useful to analyse a certain set of decays. On the onehand, this reduces the event size by an order of magnitude, then again if all of the informationabout an event is needed the analyst still has to fall back to the Full stream9. The analysispresented here exploits the opportunity given by the Turbo stream to start analysing the datashortly after it has been recorded.

Figure 4.11: LHCb data processing in Run II [58]. The blue solid lines represent flow of data andthe red dashed line the propagation of calibrations.

9 Additionally, there is also Turbo++ which saves the whole event reconstruction performed by the HLT2 when thetrigger line fires.
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Figure 4.12: Comparison between Turbo data processing and the traditional Full stream [58]. Thetime in hours is given for each step to process 3 Gbytes of raw data. Also shown is thecalibration stream which separates events to calculate data-driven efficiencies for boththe Full and Turbo Stream. The software application that is used to format the rawoutput of the trigger for user analysis is called Tesla.
4.3.1 LHCb Software and Simulation

Each data-processing step after the L0 trigger is controlled by a dedicated software applicationthat processes the data event-by-event. The data flow and the associated applications aredepicted in Fig. 4.13. Events that pass the L0 trigger are handled by the software applicationof the HLT1 and HLT2 called Moore. The event reconstruction done by Moore is practicallyidentical to the one subsequently performed by Brunel in the offline reconstruction step.This allows for splitting the data flow into the Turbo stream and Full stream as mentionedabove. In the Full stream, after the offline reconstruction by Brunel, the data is furtherfiltered through a set of selections called stripping, controlled by the DaVinci application.These ’stripped’ data sets are stored and made available for user analysis. In the Turbostream, the output of Moore is formatted by Tesla for direct availability to users, i.e. withoutstripping. The actual data set ("Ntuple") containing the desired variables used for a specificanalysis can be created individually using DaVinci. Usually, analyses do not only rely onthe actual data that has been recorded but also make use of simulated events, called MonteCarlo (MC) data. Simulated events should be as similar to data as possible. Their processingis therefore very similar to the one of real data. Two main software applications replacethe proton-proton collisions and the detector response. The event simulation is controlledby Gauss which calls Pythia for the generation of inelastic proton-proton collisions. If aparticle of interest was produced in Pythia, it is forced to decay to the desired final state,simulating its kinematics with EvtGen. Subsequently, the whole event is propagated througha virtual model of the detector, simulating the particle’s interactions with the detector material
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using Geant4. The Boole application takes the simulated energy depositions in the detectormaterial and converts them to signals mimicking the real detector response. After Boole, thesimulated output is similar enough to the real detector output, such that the simulated eventscan run through the usual data processing chain.

Figure 4.13: LHCb data and simulation flow [59]. Each step of the data flow is shown with itsassociated software application. Steps that are only taken for simulated events aremarked with an "MC" in the lower left corner of the boxes.



5 A N A LY S I S S T R AT E GY A N D TO O L S

This chapter outlines the overall strategy employed to analyse the data recorded by theLHCb experiment and summarises the most important statistical tools that are used in theanalysis process.
5.1 strategy

The goal of the analysis presented in this thesis is to perform the first observation andbranching ratio measurement of the Dalitz decay D∗(2007)0→ D0e+e− relative to thewell-established radiative decay D∗(2007)0→ D0γ , where in both channels the D0 decaysvia D0→ K−π+ (cf. Tab. 2.1). The Dalitz decay and the radiative decay are in the followingalso referred to as signal channel and control or normalisation channel, respectively. Thebenefits of considering ratios of decay widths has been brought up already in Sec. 2.1.2where the form factor of the D∗0-D0 transition can be dropped in the calculation of theratio of decay widths. Similarly, experimental quantities with potentially large uncertaintiessuch as the cross section of producing a D∗0 meson in proton-proton collisions, the exactvalue of the data’s integrated luminosity and uncertainties related to the measurement of
D0→ K−π+ cancel in the ratio, allowing for more precise determination of the ratio than ofthe individual branching fractions. Yet knowing this ratio, the branching fraction of the decay
D∗0→ D0e+e− can still be determined because the branching fraction of the normalisationchannel has already been measured [60]. As this thesis aims at a first observation of thesignal channel, the analysis is performed with a blinded1 signal region during the selectionof signal candidates. The selection is explicitly explained in Chap. 6. The analysis steps canbe outlined as follows:

0. Trigger selection: Events recorded by the LHCb detector are filtered through a triggerline, selecting events with signatures that are expected for the signal and controlchannel.
1. Pre-selection: A loose selection is applied to the dataset, reducing the amount ofcombinatorial background such that the control channel becomes visible in data.
2. Signal selection: The combinatorial background is further reduced by applying amultivariate selection using gradient boosting of decision trees with a special lossfunction allowing for uniform classification of signal or background (see Sec. 5.4). Themultivariate classifier is trained on simulated data of the signal channel that has beencorrected for discrepancies between simulation and data, using information obtainedfrom the control channel via the sPlot technique (see Sec. 5.3). The background trainingsample is taken from a data sideband.

1 Blinding is a common procedure in data analysis to avoid observer bias by hiding the final result until all analysissteps are fixed.
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3. Yield extraction: After the selection, the yielded number of candidates for the decays
D∗0→ D0e+e− and D∗0→ D0γ are obtained by fitting the corresponding massdistributions using extended maximum likelihood fits (see Sec. 5.2).

4. Efficiency determination: The selection efficiencies are estimated using simulatedsamples of both the signal and the control channel. The samples are corrected fordata-simulation discrepancies to obtain a better estimate of the efficiencies.
5. Branching fraction determination: The ratio of signal and control channel yieldseventually gives the branching fraction of both channels relative to each other, takinginto account the corresponding efficiencies εD0e+e− and εD0γ :

ND0e+e−
ND0γ =

B (D∗0→ D0e+e−)× εD0e+e−
B (D∗0→ D0γ)× εD0γ (5.1)

The branching fraction of the D∗0→ D0e+e− decay can then be inferred by multipli-cation with the known branching ratio of the decay D∗0→ D0γ .
5.2 the method of maximum likelihood

Any measurement of a quantity can be viewed as sampling from an underlying probabilitydensity function (PDF) which contains the information about how likely the outcome of thatmeasurement in comparison to all possible outcomes is. Although the exact PDF from whichan experiment samples is hardly ever known, it can usually be approximated by a functiondepending on some parameters. In particle physics, these parameters often correspond tofundamental physical quantities such as masses and natural widths of particles, but also toexperimental parameters such as the resolution of a detector or the number of particles thathave been observed. Hence, it is a common problem to estimate these parameters given afinite sample of data and it can be tackled using the method of maximum likelihood. Supposingthe data contains n independent measurements of the random variable x , i.e. x1, ..., xn, anda functional form of the PDF f (x ; θ) is known or assumed, yet depending on an unknownparameter θ . Then, a so-called likelihood function can be defined as
L(θ) =

n∏
i=1 f (xi; θ) (5.2)

which is just the joint PDF for the xi treated as a function of θ as the xi are fixedmeasurements [61]. The best estimator for θ is the one that maximises the likelihood function,
i.e. the parameter θ giving the highest probability to measure the data that has actuallybeen measured. In cases where L(θ) is differentiable, this estimator can be easily found byevaluating the null of the likelihood function’s derivative. In particle physics, the number n ofindependent measurements itself often is a random variable of interest with a mean value ν ,
e.g. corresponding to the number of certain particle decays that have been observed. In thiscase, the maximum likelihood method can be extended by a Poisson distribution according towhich n is distributed, leading to the extended likelihood function:

L(ν , θ) = νn
n!
e−ν

n∏
i=1 f (xi; θ) = e−ν

n!

n∏
i=1 νf (xi; θ) (5.3)
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In practice, the negative log-likelihood function
NLL(θ) ≡ − ln L(θ) = − n∑

i=1 ln f (xi; θ) (5.4)
is often used as it is numerically more stable to transform potentially small numbers suchas probabilities into larger negative values via the logarithm and to subsequently sum theminstead of taking the product. Furthermore, since it is convention in optimisation methods tominimise functions rather than maximising them, the log-likelihood is made negative. All fitsperformed in this analysis make use of the (extended) maximum likelihood method to estimatethe fit parameters.
5.3 unfolding distributions

The situation described in Sec. 5.2 can easily be generalised to a more realistic case where
x is not a single random variable but represents a multidimensional random vector ~x , i.e. theoutcome of an observation is characterised by several quantities (e.g. mass and momenta).Similarly, the extended likelihood function in Eq. 5.3 can be generalised to describe multiplesources of observed events (e.g. signal and background) with several parameters ~θ . Theextended log-likelihood function can then be given as [61]:

ln L(~µ) = − m∑
j=1 µj +

n∑
i=1 ln ( m∑

j=1 µj fj (~xi)
) (5.5)

where n is the total number of events considered, m is the number of species of eventspopulating the data sample, µj = θjν is the number of events expected on average for the
j th species. In a common particle physics case, the species yield the expected number ofsignal events µS and background events µB , which are folded inside the dataset. As it isoften of interest to study the ~x-distributions of one species, signal and background have tobe unfolded. This can be achieved by applying the sPlot technique [62]. In a nutshell, theidea is to perform an extended maximum likelihood fit to a discriminating variable y (e.g. theinvariant mass distribution of a particle) to find the average number of signal and backgroundevents present in the dataset. This information is subsequently used to calculate event weightsfor each species such that the weighted distributions of control variables ~x reflect the genuinedistribution of one species only. In a simplified manner, the sPlot technique can be sketchedmathematically as

(µS + µB)f (~x , y) = µS fS(~x , y) + µBfB(~x , y) (5.6)
where fS and fB are the PDF of the signal and background component, respectively, and f isthe combined PDF of both. The goal now is to transform f (~x , y) such that the distribution
fS(~x) is obtained:

µS fS(~x) = (µS + µB)
∫

f (~x , y)w(y)dy (5.7)
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The weight function w(y) projects out the signal PDF for one fixed ~x and is in principlearbitrary. However, to generalise the transformation for all ~x it has to be assumed that fSand fB factorise:
fS(~x , y) = fS(~x)fS(y) (5.8)
fB(~x , y) = fB(~x)fB(y) (5.9)

i.e. that ~x and y are uncorrelated. The weight function is then further constrained by∫
w(y)fS(y)dy = 1 (5.10)∫
w(y)fB(y)dy = 0 (5.11)

and optimised for minimal variance by requesting:∫
w2(y)f (~x , y)d~xdy !

= min (5.12)
The constrained minimisation gives the optimal weight function

w(y) = αfS(y) + βfB(y)
µS fS(y) + µBfB(y)

(5.13)
where α and β are Lagrange multipliers which can be determined using the constraints givenby Eq. 5.10 and Eq. 5.11. The weight function w(y) assigns a weight to each event accordingto its y value. The weighted events are consequently effectively distributed according thePDF of the desired species in the control variables ~x .
5.4 gradient boosting and decision trees

A major part of data analysis consists of the attempt to classify samples of data into categoriesof interest. In the case of a search for a specific particle decay, the categories are signaland background. It is thus desired to find a strong test statistic2 that allows to distinguishbetween signal and background and subsequently to select the signal category. According tothe Neyman-Pearson lemma [52], the test statistic with the highest power is given by thelikelihood ratio, i.e. by the ratio of the PDFs describing each category. A category’s full PDF,though, is typically not known. Yet the desired strong test statistic can still be approximatedby using general parametrisations such as deep/artificial neural networks, which are describedin detail e.g. in Ref. [63], or decision trees. Decision trees are especially suited for binaryclassification problems as they split the data at each node according to a binary decisionon the measured variables (see Fig. 5.1). The decision is based on training data that has tobe passed to the algorithm implementing the decision tree structure. Training data typicallycomes from simulation or reference processes for which the category of each sample3 is known.If the size of the decision tree is not restricted, it is in principle possible to grow it until allsamples in the training data are classified correctly. This classifier, however, does in generalnot approximate the sought-after optimal test statistic as it also parametrises statistical
2 A test statistic is a function of measured variables.3 The word "sample" can also be replaced with "event" in the context of particle collisions or decays.
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Figure 5.1: Schematic view of a decision tree [64]. At each node a decision is made using one ofthe input variables in ~x . Leaf nodes are denoted "S" and "B", respectively, in the style ofa signal-background classification.
fluctuations within the training data. In the field of particle physics this is often referred toas overtraining4 and leads to loss of the classifier’s performance when it is applied to newdata samples. On the other hand, restricting the size of a decision tree heavily weakens itsability to approximate the optimal test statistic. A solution to this problem is the so-called
boosting. Instead of growing one large decision tree, boosting algorithms grow a forest ofseveral shallow decision trees or in general a series of so-called weak learners. During theprocess of boosting the importance of a single sample varies according to the classificationerror of the previous trees, such that successive trees pay more attention to previously falselyclassified samples. The combination of weak learners to a single strong learner is typicallymore stable against overtraining than a single large decision tree. A multi-purpose boostingalgorithm that is exploited in this thesis is called gradient boosting [66]. The sought-afteroptimal test statistic can be parametrised by a weighted sum

s(~x ;P) = m∑
j=0 βj f (~x ; ~aj ); P ∈ {βj ; ~aj}m0 (5.14)

where f (~x ; aj ) corresponds to a weak learner, e.g. a shallow decision tree, the structureof which depends on the input variables ~x and the parameters ~aj , which are the splittingvariables, split locations and the leafs of the individual trees. The boosting adjusts theparameters P such that the deviation between s(~x ;P) and the true value γ , defining the trueclass of the sample obtained from training data, is minimised [64]. This deviation is measuredby the loss function L(s, γ). A popular choice of loss function for a classification problem isthe so-called AdaLoss function [67]
Lada =

n∑
i=1 exp(−γisi) (5.15)

4 Machine learning people rather call this overfitting and it is related to a more general problem called the
bias-variance tradeoff [65].
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where the sum runs over all samples. The ith sample has γi = ±1, e.g. +1 for a signal and
−1 for a background sample, and si is given by Eq. 5.14. The minimisation is accomplishedusing the gradient descent method with the gradients of the negative loss function5

−∂Lada∂si
= γi exp(−γisi) (5.16)

which are positive and negative for signal and background, respectively, and have largermoduli for poorly classified samples. The gradient boosting technique is multi-purpose as itcan be used with different loss functions serving special purposes. Aside from classification asin the case of AdaLoss, such a purpose can be the uniformity of s(~x) with respect to certainvariables ~u, e.g. the invariant mass of a particle. A loss function suited for this purpose is the
flatness loss function [68]:

Lf lat =
∑
b
wb
∫
|Fb(s)−F (s)|2ds (5.17)

where b denotes a bin of data in ~u, wb is the fraction of e.g. signal samples in bin b, Fb(s) isthe cumulative distribution of classifier responses in bin b and F (s) their global cumulativedistribution. The gradients of this loss function are
−∂Lf lat∂sk

≈ −2wb(Fb(sk )−F (sk )) (5.18)
where b contains the k th sample. To approximate the test statistic that does not only efficientlyclassify samples but also tends to a uniform distribution in ~u, both loss functions Lada and
Lf lat can be combined:

Lada+f lat = Lf lat + αLada (5.19)
where α is a real-valued parameter that controls the trade-off between classification qualityand uniformity.One of the key strengths of boosted decision trees and machine learning techniques forfunction parametrisation in general is that they are able to exploit correlations among thegiven variates. This is not only powerful in the case of a classification problem but it is alsoextremely useful in matching multi-variate distributions to each other. A typical applicationof such a matching is the correction of simulated distributions by distributions of data. Thesimple approach of re-weighting one-dimensional variable distributions, such that they agree,is technically not sufficient since the joint PDF of all variables can still be wrong. To ensurethat correlations are respected in the re-weighting procedure, gradient boosted decision treescan be applied also for this purpose. A description of this gradient-boosting re-weighter canbe found in Ref. [69].

5 The gradient of the (negative) loss function is also called pseudo-residual.
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This chapter documents the various steps taken to separate the signals of the D∗0→ D0e+e−decay and the control channel decay D∗0→ D0(γ→ e+e−) from background events. Fur-thermore, it describes the study of differences between signal and control channel.
6.1 datasets and trigger

The data analysed in this work has been recorded by the LHCb experiment from proton-protoncollisions at a centre-of-mass energy of √s = 13 TeV during the year 2017, and correspondsto an integrated luminosity1 of 1.87 fb−1. As a first selection step, events are required topass the three consecutive trigger stages described in Sec. 4.3. No specific requirement isput on the selection performed by the L0 hardware- and HLT1 software-stage.2 Examples ofhardware-trigger decisions that might let D∗0→ D0e+e− and D∗0→ D0γ candidates passare L0Electron or L0Hadron, which require electron and hadron candidates, respectively, tobe above a certain transverse energy threshold and remove events with high multiplicity inthe SPD detector (nSPDHits < 450). The first software stage typically triggers on track andtrajectory properties of charged particles, e.g. the line Hlt1TrackAllL0 requires a certainminimum momentum p and transverse momentum pT of tracks that additionally have to bedetached from the primary interaction vertex, which is usually fulfilled by D0→ K−π+ decays.Events passing any of the first two trigger selections are further processed by the HLT2.In 2017, a dedicated HLT2 trigger line was implemented as preparation for the analysis of
D∗0 decays involving electrons. This new trigger selection uses existing lines that select
D0→ K−π+ candidates and adds selected di-electron candidates. Promising D∗0 candidatesare further selected and categorised as detached or prompt. This distinction is made becausein D∗0→ D0(γ→ e+e−) decays the di-electron system has a vertex that is detached fromthe primary vertex, while in D∗0→ D0e+e− the di-electron systems appears promptly. Theselection performed by HLT2 is summarised in Table 6.1 and the names of used trigger linesare given in Table 6.2. Aside from common requirements on good vertex and track quality (χ2vtx,
χ2trk , TrkGhostProb), identification of particles (PID) and consistency of a track with originatingfrom the primary vertex (χ2IP, χ2

VD )3, the trigger line has very low thresholds of the electron
pT . These low thresholds have been chosen as the mass difference, and hence the phasespaceaccessible to decay products, between D∗0 and D0 is small (∆mD∗0D0 = 142.12MeV/c2).The trigger selection is conducted online during data taking and events that pass it arepromptly made available via the Turbo Stream (see Sec. 4.3) for the analysis steps presentedin following sections. Since no significant differences are observed between data taken with

1 No calibrated value of the integrated luminosity was available until the end of this project. The given value istaken from Ref. [43] for the time between May and December 2017.2 The first two trigger stages are predominantly fired by the D0→ K−π+ decay as the electrons often have notenough momentum to pass L0 and HLT1 electron requirements. Therefore, specific trigger lines are not necessarybut could be used in the future.3 χ2
VD : distance between a particle’s end-vertex and the primary vertex in units of χ2 .
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Table 6.1: HLT2 trigger selection criteria to collect D∗0→ D0e+e− and D∗0→ D0γ candidates.Cuts that are only applied to the prompt or detached category are marked accordingly.No entry in the Prompt/Detached column means that the cut is applied to both categories.
Candidate Selection Prompt/Detached
D∗0 1850 MeV/c2 < M < 2100 MeV/c2

χ2vtx/ndf < 10 Prompt
D0 1715 MeV/c2 < M < 2015 MeV/c2

χ2vtx/ndf < 10
pT > 1000 MeV/cDOCAa < 0.1 mmDIRAb > cos(17.3 mrad)

χ2
VD > 25

K−/π+ p > 5000 MeV/c
pT > 800 MeV/c

χ2IP > 4TrkGhostProb < 0.4
χ2trk/ndf < 3

K− PIDK > 5
π+ PIDK < 5
γ/e+e− M < 250 MeV/c2

χ2vtx/ndf < 15
pT > 200 MeV/cDOCA < 1 mm Prompt

e± pT > 50 MeV/c Prompt
pT > 80 MeV/c DetachedPIDe > 0TrkGhostProbc < 0.15

a Distance Of Closest Approach between two daughter tracks.
b DIRection Angle: Angle between this particle’s reconstructed momentum vector and the vector pointing from theprimary vertex to the decay vertex of the particle.
c Ghost probability of a particle’s track. The probability is the output of an ANN trained to identify fake tracks thatare built from hits not corresponding to a true particle’s trajectory.

MagUp and MagDown, respectively, the corresponding samples are merged and furtheranalysed as one. As already mentioned in Sec. 4.2.1, only long tracks are used in this analysis.To be more precise, the used HLT2 trigger lines only build di-electron and D0 candidatesfrom long tracks of their daughter particles.



36 selection

Table 6.2: HLT2 trigger lines used in the analysis. The lines that define the categories Prompt and
Detached are marked accordingly. No entry in the Prompt/Detached column means thatthe line contributes to both categories.

Name of trigger line Prompt/DetachedHlt2CharmHadD02HHLooseHlt2CharmHadSharedDetachedD0ToHHChildPi/KHlt2SharedTrackFittedDetachedDiElectronNoIP DetachedHlt2SharedTrackFittedVerySoftDiElectron PromptHlt2DstD0GammaExtraSel DetachedHlt2DstD0eeExtraSel Prompt
6.1.1 Simulation Samples

In addition to the genuine data recorded by the LHCb detector, simulated samples ofthe signal process D∗0→ D0e+e− and control process D∗0→ D0(γ→ e+e−) are usedthroughout the analysis, most importantly for the determination of the selection efficiencies.Furthermore, two simulated samples of the decay D∗0→ D0π0 are used, where the π0 decaysvia π0→ γγ and π0→ γe+e−, respectively. These decays exhibit the same final state asthe signal and control processes if the additional photon is not reconstructed (denoted by Aγin D∗0→ D0[Aγ(γ→ e+e−)]π0 and D∗0→ D0[Aγe+e−]π0 ). The simulation of proton-protoncollisions and especially the subsequent propagation of all simulated particles through thedetector are computationally very involved. Therefore, simulated samples are usually centrallyproduced by the LHCb collaboration using the computing resources available at CERN andvia the Worldwide LHC Computing Grid. However, as the demand for simulations is generallyquite high, no official simulation for the data-taking conditions in 2017 of the aforementioneddecays was available until the end of this project. Instead, small samples of these decayshave been produced privately. The samples’ statistics are summarised in Table 6.3. The
Table 6.3: Number of generated events and number of entries in the privately produced simulationsamples. The numbers correspond to the sum of both magnet polarities, MagUp and

MagDown. For D∗0→ D0e+e− and D∗0→ D0[γe+e−]π0 only the entries of the prompttrigger category are shown, for the other two processes only entries of the detachedcategory are shown. The total number of generated events with and without photonconversion is not known. "True candidates" refers to decays for which the information abouttrue identities of particles and their origins could be matched to reconstructed particles.
Decay Generated (EvtGen) Ntuple (DaVinci) True candidates
D∗0→ D0e+e− 17.983× 106 129173 33458
D∗0→ D0γ 28061 8377
D∗0→ D0[γe+e−]π0 5.9165× 106 35803 8926
D∗0→ D0[γγ]π0 4658 837

private production of D∗0→ D0(γ→ e+e−) and D∗0→ D0[Aγ(γ→ e+e−)]π0 turned out tobe particularly challenging as the final state can only be reached by converting a photonand thus only by simulating the full detector. This is problematic since the probability that
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the photon converts is only of the order of a few percent (see Appendix B.1), i.e. in mostcases the complex detector simulation is run without yielding the decay of interest. As afirst improvement on this, a photon conversion filter has been implemented in Gauss, suchthat only events in which a photon conversion happened are written to storage in orderto save disk space [70]. The problem of the resource-consuming detector simulation itselfis tackled by using cuts at generator level, i.e. on the output of EvtGen (see Appendix A),by a fast simulation option4 called ReDecay [71] implemented in Gauss and by a novel,still experimental method called Split-Sim [72]. The development of the later one has beentriggered by the difficulties arising when simulating D∗0→ D0(γ→ e+e−) in this analysis.ReDecay splits the underlying event produced by Pythia off the signal and reuses it withmultiple newly generated and simulated signal decays. Split-Sim takes this idea one stepfurther and splits off the photon in D∗0→ D0γ and runs the detector simulation with thephoton only. If the photon converts, the rest of the event is simulated and recombined with thephoton. Using these methods significantly speeds up the simulation process, albeit the numberof candidates in the resulting samples is still low due to limitations of available computingresources when simulating privately. After the detector simulation and subsequent digitisationof the detector response (see Sec. 4.3.1), the simulated events have to pass the same triggerselection as the data. The effort made to configure, test and produce the private simulationwas an important step in the development of this thesis.
6.2 background sources and pre-selection

After the trigger selection, the 2017 dataset is still dominated by background processes,such that the Kπee invariant mass spectrum has no visible contribution from the signaland control processes. The largest portion of background comes from random combinationsof the final state particles. This combinatorial background can be roughly grouped into (a)combination of two random electrons with a D0 candidate, (b) combination of a randomphoton conversion with a D0 candidate and (c) random combination of K− and π+ to a
D0 candidate. The latter background source can be reduced efficiently by requesting D0candidates to have an invariant mass in the window mDTF ∈ [1840, 1900]MeV/c2. The decaytree fitter [73] (DTF) invariant mass mDTF is obtained by refitting the reconstructed decay chainwith the D∗0 vertex constrained to the primary vertex.5 The additional constraint improvesthe resolution of invariant mass spectra. Further selection on the D0 candidate includesrequesting a significantly detached decay vertex and a tightened transverse momentum cut. Theremaining combinatorial background consists predominantly of (a) and (b) and their reductionrepresents the main challenge of the selection process. All cuts applied in the pre-selectionare summarised in Table 6.4. As a first step, D∗0 candidates with small impact parameters areselected, the transverse momentum cut and the PID requirement of the electrons are tightened,and the invariant mass of the di-electron candidate is restricted to the physically allowedupper bound given by the mass difference between D∗0 and D0. Cutting on the di-electroninvariant mass is powerful in rejecting combinatorial background of kind (a) but almost useless

4 It is in general good practice to employ methods that allow for more efficient simulation as computing resourcesare limited. This is not restricted to the analyses presented here.5 The DTF can be used to define additional variables such as the four-momenta of final state particles, which arere-calculated using the given constraint and can be used together with variables that are not constrained, e.g. theimpact parameter of the D∗0 can be exploited even if the DTF constrains to the primary vertex.
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for reducing (b). Therefore, only a loose cut is applied but will be tightened later in finalselection steps to reduce remaining background of kind (a). Other cuts require good quality ofthe decay tree fit (χ2DTF) and remove events with too many hits in the SPD. While traversingthe detector, electrons irradiate bremsstrahlung and thus lose energy. If the resulting photonsare detected and matched to the corresponding electron, it is in principle possible to correctfor the energy loss. This correction is not fully reliable as sometimes photons are falselymatched to electrons, leading to a change of shape in the invariant mass spectrum of the D∗0.When using the bremsstrahlung recovery, the data thus is often analysed in bremsstrahlungcategories depending on how many photons are added to an electron (usually none, one ortwo). For this analysis only electrons are considered for which no bremsstrahlung photon isadded (HasBremAdded is false) because of low statistics in the other categories.An important variable throughout this analysis is the reconstructed mass difference betweenthe D∗0 and D0, denoted ∆mDTF. This variable is advantageous as resolution effects thatpropagate from the D0 mass into the reconstructed D∗0 mass largely cancel in the differenceand the remaining resolution is dominated by the resolution of the di-electron system. In thepre-selection, this mass difference is roughly constrained to the region of interest around thenominal mass difference.In addition to the combinatorial background, the decays D∗0→ D0[Aγ(γ→ e+e−)]π0 and
D∗0→ D0[Aγe+e−]π0 occur as partially reconstructed background in ∆mDTF. Since onephoton is not reconstructed in these decays, they peak at an invariant mass difference belowthe nominal one. The mass difference between D∗0 and D0 and the invariant mass of the D0candidate after pre-selection are shown in Fig. 6.1.
Table 6.4: Pre-selection cuts applied to candidates that pass the trigger selection. "Global" denotescuts which are not associated with a specific candidate but with the whole event.

Candidate Selection
D∗0 1900 MeV/c2 < mDTF(K−π+e+e−) < 2100 MeV/c2

IP < 0.1 mm
∆mDTF(K−π+e+e−, K−π+) < 250 MeV/c2

D0 1840 MeV/c2 < mDTF(K−π+) < 1900 MeV/c2
pT > 3500 MeV/c
BPVDLSa > 4

γ/e+e− m(e+e−) < 143 MeV/c2
e± pT > 100 MeV/cyPIDe > 0.5HasBremAdded == FalseGlobal χ2DTF < 50

nSPDHits < 450
a Best Primary Vertex Decay Length Significance
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Figure 6.1: Left: Difference between the invariant mass of the D∗0 and D0 candidate after pre-selection. The peak at 140MeV/c2 consists of D∗0→ D0(γ→ e+e−) decays with aclearly visible bremsstrahlung tail to the left. The partially reconstructed background isvisible as a broad structure around 80 MeV/c2. Right: Invariant mass distribution of the
D0 candidate after applying the pre-selection.

6.3 photon conversion vetoes

A crucial task of this analysis is to distinguish the signal decay D∗0→ D0e+e− from thenormalisation decay D∗0→ D0γ . The typical approach6 to remove intermediate resonancespresent in control channels by cutting out the corresponding mass regions is not efficientlyapplicable in the case of real versus internal photon conversions. As can be seen in Fig.6.2, the di-electron invariant masses of D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−) decayshave large overlapping regions below 30 MeV/c2 (∼ 1.5 on the log-scale). Moreover, it is aknown problem of Geant4 that the di-electron invariant mass obtained from simulated photonconversions is approximately correct for invariant masses below ∼ 20MeV/c2, while theabundance of higher invariant mass values is underestimated (see Appendix B.2). Severalapproaches have been tested in the course of this thesis to separate real from internal photonconversions, e.g. using the angle between two electrons, using cases where both electronshave the same VELO track or exploiting the uncertainty of the conversion vertex along the
z-axis. However, the best separation performance is reached when using the fact that photonshave to hit material before they convert. Two implementations of a veto against materialinteraction of a photon are tested. The first approach compares the position of the electrons’origin vertex with locations of material within the VELO. For this purpose, a detailed mapof the VELO’s material budget is available together with predefined distance metrics, givingdistances to the RF-foil, the silicon modules and an uncertainty-weighted average distance toVELO material [46]. The second approach tested in this thesis evaluates the distance betweenprimary and origin vertex of the electrons. This distance is projected onto the x-y-planeand referred to as transverse flight distance (FDT or transverse FD) of the photon (see Fig.6.3). The uncertainty of this quantity is denoted σFDT or transverse σFD . The idea behindthis approach is to exploit the material-free region between the proton-proton interactionpoint and the RF-foil shielding the VELO sensors. As the resolution of primary vertices isusually very high, the transverse flight distance can be used to efficiently distinguish betweenprompt electrons from a region close to the primary vertex, as in the case of D∗0→ D0e+e−

6 A prominent example at LHCb is the analysis of the decay B0→ K ∗0`+`− where an intermediate decay
J/ψ → `+`− is suppressed by cutting out the J/ψ mass region.
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decays, and detached electrons as in the case of D∗0→ D0(γ→ e+e−) decays. It is crucialin both approaches to take the uncertainty of the conversion vertex into account. The electronscreated in photon conversions as well as a large fraction of electrons from D∗0→ D0e+e−decays have highly collimated trajectories. This makes it hard to precisely reconstruct theorigin vertex of the electrons and leads to large vertex uncertainties.
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Figure 6.2: Simulated di-electron invariant mass spectrum for D∗0→ D0e+e− (blue solid line) and
D∗0→ D0(γ→ e+e−) (red dashed line) after pre-selection. The distributions’ minimumaround 0.5 is due to the transition between both electrons sharing a track within theVELO and being resolved as two tracks.
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Figure 6.3: Sketch of the decays D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−). The image of theVELO consists of reconstructed secondary vertices from beam-gas collision during Run I[46]. The sketch should be seen as symmetric with respect to rotations around the z-axis.
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The performance of both approaches is compared in Fig. 6.4 and Fig. 6.5 by plotting thepurity of signal and control channel, respectively, against the efficiency of the veto. The purityof the D∗0→ D0e+e− decay is defined as
Purity = 1− B (D∗0→ D0γ)× εcon,MCveto × ξcon

B (D∗0→ D0e+e−)× εsig,MCveto × ξsig
(6.1)

where εsig,MCveto and εcon,MCveto are the efficiencies of the applied veto cut obtained from simulationfor signal and control channel, respectively, and ξsig and ξcon are the corresponding generator-level-cut efficiencies of the simulated samples (see Appendix A). The ratio of branching fractionsis taken from Eq. 2.9. The veto is then chosen as the cut for which the purity is above 99%.To select the control channel, i.e. vetoing the signal channel, it is sufficient to cut only on thetransverse FD because the signal channel is much more rare and hence the relative pollutionof the control channel is small per default. The chosen cut to select the control channel is
FDT (γ) > 7 mm which has an efficiency of (96± 2)% for the decay D∗0→ D0(γ→ e+e−)and a purity of (99.07± 0.03)%, with the numbers derived on simulation. The selection of
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Figure 6.4: Purity as a function of D∗0→ D0(γ→ e+e−) efficiency for a scan through cuts ondifferent veto variables using simulation. The best performance for high purity is givenby cuts on the transverse flight distance (solid green line), followed by the distanceto VELO modules (dashed-dotted blue line), the uncertainty-weighted average VELOdistance (dashed red line) and the distance to the RF-foil (tiny-dashed magenta line).
the signal channel, i.e. vetoing the decay D∗0→ D0(γ→ e+e−), on the contrary suffersfrom the large branching fraction of the control channel. To avoid the pollution of the signalchannel by control channel events with large conversion vertex uncertainty, a combined cut onthe transverse flight distance and its error is applied. The chosen cut is FDT < 4.7 mm and
σFDT < 10 mm and has an efficiency of (61.5± 0.6)% for the decay D∗0→ D0e+e− and apurity of (99.2± 0.8)%, with the numbers obtained from simulation. This cut is indicated as abox with black edges in Fig. 6.6.
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Figure 6.5: Purity as a function of D∗0→ D0e+e− efficiency for a scan through cuts on differentveto variables and the uncertainty of the transverse flight distance using simulation. Thebest performance for high purity is given by cuts on the transverse flight distance (solidgreen line), followed by the distance to VELO modules (dashed-dotted blue line), theuncertainty-weighted average VELO distance (dashed red line) and the distance to theRF-foil (tiny-dashed magenta line). Note that zero purity means that there are as manycontrol channel events in the sample as signal events, according to equation Eq. 6.1.

Figure 6.6: Distribution of σFDT versus FDT of the photon/di-electron for D∗0→ D0e+e− (smallblue dots) and D∗0→ D0(γ→ e+e−) (large red dots) simulation, zoomed-in on theregion of small flight distances and errors. The control channel veto boundaries areindicated as black lines, enclosing the selected signal events. The number of dotscorresponds to the actual number of entries in the simulation samples in this region anddoes not represent the expected ratio of signal and control channel events.
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6.4 data vs. simulation

The simulated decays are used throughout the analysis to find differences between signaland background processes, and to estimate the selection efficiencies. It is therefore crucialto ensure that simulated distributions agree with the data distributions or to estimate byhow much they differ. In order to do so, the real signal, control and background distributionshave to be unfolded in data. The statistical technique that is used to perform the unfolding isthe sPlot technique (see Sec. 5.3). Since the mass difference shown in Fig. 6.1 has a visiblecontribution of the control channel, it can be used as discriminating variable to unfold apure control channel sample (see Sec. 6.4.1). However, obtaining a pure signal sample is notfeasible in the same way, first of all because the decay D∗0→ D0e+e− cannot be expectedto be cleanly visible in the mass difference at this stage of the selection, and secondly becausethe signal is blinded. This is a common problem, often handled by simply using the unfoldedcontrol channel distributions to verify the signal distributions. However, this is only valid ifsignal and control channel have very similar control variable distributions. In the case of the
D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−) decays, it turns out that this is not given for allvariables of interest. To still verify the simulated signal distributions, the difference betweenthe decays D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−) is studied in Sec. 6.4.3, with thegoal to correct for it and subsequently be able to still use the control channel to check thesignal channel distributions. Discrepancies between simulation and data are corrected byapplying event weights as described in Sects. 6.4.2 and 6.4.4
6.4.1 Unfolding a Pure Control Sample

To unfold a pure control channel sample, the distribution of ∆mDTF is fitted after applyingthe signal veto derived in Sec. 6.3. The fit is shown in Fig. 6.8 with its parameters givenin Table 6.5. The shape of the control channel component is modelled by the sum of aCrystal Ball7 (CB) function [74] and a Gaussian function (G), the partially reconstructedbackground component from D∗0→ D0[Aγ(γ→ e+e−)]π0 is modelled by the sum of twobifurcated8 Gaussian functions (BifurG) and the combinatorial background is described bya model built from four sigmoid functions (S). The CB function consists of a Gaussian corewith a power-law tail. The tail accounts for energy losses such as bremsstrahlung. The CBfunction is continuous, it has four parameters and it is defined as
CB(x ; α , n, µ, σ ) = N ×

exp(− (x−µ)22σ 2 ), for x−µ
σ > −α

A(B − x−µ
σ )−n, for x−µ

σ ≤ −α
(6.2)

7 Named after the Crystal Ball Collaboration - more precisely after the Crystal Ball detector - at the StanfordLinear Accelerator Center.8 A Gaussian with two different widths, σL to the left and σR to the right, giving an asymmetric shape.
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where
A =

(
n
|α|

)n exp(− |α|22
),

B =
n
|α| − |α|,

N =
1

σ (C + D) ,
C =

n
α(n− 1) exp(− |α|22

),
D =

√
π2
(1+ erf( |α|√2

)),
N is a normalisation factor and erf(x) is the error function. The parameter α marks thetransition between the Gaussian function and the power-law tail, n determines the shapeof the power-law, µ is the peak position and σ is the width of the Gaussian. The model for
D∗0→ D0(γ→ e+e−) is then given by:

Pcon(∆mDTF; fcon, α , n, µCB , σCB , µG , σG) =fcon ×CB(∆mDTF; α , n, µCB , σCB) (6.3)
+ (1− fcon)×G(∆mDTF; µG , σG)

where fcon is the fraction of the normalisation belonging to the CB function. To includedetector resolution effects, the CB function was at first folded with a Gaussian function.However, a better fit performance was obtained by simply adding a Gaussian component totake small resolution effects into account, which mostly play a role at the right side of theCB function where bremsstrahlung does not distort the signal peak. The tail parameters ofthe CB function as well as width and fraction of the Gaussian function are fixed by fits to thecorresponding simulated distribution (see Fig. 6.7).The sigmoid function S can be defined as
S(x ; µ, k) = 11+ exp(− x−µ

k )
(6.4)

where µ determines the inflection point of the curve and k controls the slope. The combinatorialbackground component is modelled by:
PcombBG(∆mDTF; fcomb, ~µ, ~k) =fcomb ×S(∆mDTF; µ1, k1)×S(∆mDTF; µ2, k2) (6.5)

+ (1− fcomb)×S(∆mDTF; µ2, k2)
×S(∆mDTF; µ3, k4)

with ~µ ≡ {µ1, µ2, µ3, µ4}, ~k ≡ {k1, k2, k3, k4} and fcomb the normalisation fraction belongingto the product of the first two sigmoid functions. This ad hoc background model is usedbecause a large variety of other, more common background models failed to describe theassumed combinatorial background shape below the control channel peak and the partiallyreconstructed background.The advantage of this model is its flexibility in describing different shapes. Its downside inthe case of the distribution presented in Fig. 6.8, however, lies in the necessity to constrainor fix a large number of its parameters for the fit to converge. The determination of theseparameters turned out to be difficult as neither the shape of the partially reconstructed
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background nor the one of the combinatorial background is a priori known. It has beenattempted to study the combinatorial background shape by looking at a so-called same-signsample of 2016 data in which D0 candidates are combined with electrons that have the sameelectric charge. This approach did not succeed, as the present combinatorial backgrounddoes predominantly not consist of random combinations of electrons with a D0 candidate butrather comes from random combinations of D0 candidates with genuine photon conversions.To better reproduce the shape of these combinations, two methods have been tested. Thefirst method has been applied in a χc→ J/ψ (γ→ e+e−) analysis [75] to study the shapeof combinatorial photon conversion background by producing "fake photons" using the datasample. Fake photons are generated by setting the photon energy equal to twice the energyof one electron. This leads to a spread of fake photon energies, while the angular distributionbetween the D0 and the photon stays the same. The ∆mDTF distribution resulting fromcombining the fake photons with the D0 candidates (see Fig. B.3), however, does not resemblethe distribution observed for large mass differences and is thus not trusted to give the correctshape of the combinatorial background for the fit. It is though taken as a hint on how thedistribution could roughly look like for small ∆mDTF. In the second method, a D0 candidatein one event is combined with a di-electron candidate from a different event. This so-called
event mixing has the advantage that it leaves the kinematic variables of the photon unchangedinstead of altering them as in the aforementioned method. However, the distribution of theangle between D0 and γ , if not flat in the first place, changes and has a great impact on the
∆mDTF distribution because of the strong correlation between the angle and the invariantmass of the D∗0 candidate. Indeed, the angular distribution obtained from the sideband
∆mDTF ∈ [150, 250]MeV/c2 is not flat but increases towards small angles. Weighting theangular distribution in the event-mixed sample such that it agrees with the angular distributionof the sideband gives a ∆mDTF distribution similar to the one obtained using the first method(see Fig. B.4). The discrepancy between shapes obtained from the two methods and theobserved shape for large ∆mDTF could be due to the selection made by the trigger. Thegeneration of fake photons as well as the event-mixing are performed on events that havealready passed the trigger and it is conceivable that the trigger selection has an impact onthe exact shape of the combinatorial background. This is not straightforward to study as theTurbo stream only stores events that passed the trigger line. Yet in principle, the event mixingmethod should be able to reproduce the correct shape of the combinatorial background and ithas to be studied in more detail why it does not in this case. For the scope of this thesis, thecombinatorial background model is chosen such that it is flexible enough to describe not onlythe shape found via event mixing but also describes the observed sideband shape. Severalparameters of the background model are fixed to values that occurred in non-converging fitsbut were found to still describe the observed shape well (see Table 6.5). This is clearly not asatisfactory solution and represents a major caveat of this thesis.The model of the partially reconstructed background is given by:

PpartBG(∆mDTF; fpart , ν1, σL1, σR1, ν2, σL2, σR2) (6.6)
= fpart ×BifurG(∆mDTF; ν1, σL1, σR1)
+ (1− fpart)×BifurG(∆mDTF; ν2, σL2, σR2)where νi is the mean, σLi and σRi are the widths to the left and to the right, respectively, ofthe ith bifurcated Gaussian function. The shape of the partially reconstructed background canin principle be determined from the simulation sample of D∗0→ D0[Aγ(γ→ e+e−)]π0 , thestatistics of which is yet so low that no useful information about model parameters can be
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extracted. Instead, the parameters of Eq. 6.6 are fixed to reasonable values such that the fitconverges.The full model fitted in Fig. 6.8 is given by:
PconFull = Ncon ×Pcon +NcombBG ×PcombBG +NpartBG ×PpartBG (6.7)

where Ncon, NcombBG and NpartBG are the yields of the extended maximum likelihood fitfor the corresponding fit component. The yields are used to calculate so-called sWeightsfor each component via the sPlot technique. Control variable distributions, in which eventsare multiplied with their sWeights of one component, resemble the pure distribution of thiscomponent.
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Figure 6.7: Fit of the ∆mDTF distribution obtained from simulation of D∗0→ D0(γ→ e+e−). TheGaussian component is shown as a dashed green line, the CB component as dashedmagenta line. The corresponding fit parameters can be found in the table on the right.
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Figure 6.8: Fit of the ∆mDTF spectrum after pre-selection and signal channel veto cut. The combi-natorial background model is shown as solid red curve, its two additive components arethe dashed blue and cyan curves, respectively. The model of the partially reconstructedbackground is shown in magenta and the model for D∗0→ D0(γ→ e+e−) is depictedin green. The model parameters can be found in Table 6.5.
Table 6.5: Parameters of the fit shown in Fig. 6.8. Parameters given without error are fixed in the fit.
Pcon PcombBG PpartBGParameter Value Parameter Value Parameter Value
α 0.1 µ1 90.4± 0.3 ν1 60
n 10 k1 12.1± 0.3 σL1 10.2
µCB 140.66± 0.03 µ2 160.9± 0.3 σR1 16
σCB 1.65± 0.02 k2 −15.2± 0.2 ν2 80.7
µG µCB µ3 162 σL2 13.8
σG 5.0 k3 13.7 σR2 7.2
fcon 0.95 µ4 233.63 fpart 0.49
Ncon 125112± 1451 k4 −5.39 NpartBG 169025± 1667

fcombBG 0.5
NcombBG 900716± 2076
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6.4.2 Differences between D∗0→ D0(γ→ e+e−) Simulation and Data

The sWeights obtained in Sec. 6.4.1 can now be used to compare the simulated controlchannel distributions to the corresponding unfolded data distributions. The focus of thiscomparison lies on variables that are exploited in the subsequent analysis steps. Especiallyvariables used in the multivariate analysis (Sec. 6.5) are required to be well described bythe simulation. As can be seen in Fig. 6.9 (left column), the transverse momentum of the
D∗0 candidate, the electron transverse momentum, the momentum in y-direction and thepseudo-rapidity of the electron show some tension between data and simulation. The kinematicdistributions of mother hadrons produced promptly in the proton-proton collision, e.g. the
D∗0, are sometimes not well described in simulation as it is difficult to precisely modelthe fragmentation happening after the collision. The difference visible in Fig. 6.9 (a) is yetcomparatively small. The electron distributions in Fig. 6.9 (c), (e) and (g) are more concerning.It has been checked that this difference is not due to the aforementioned improper modelling ofthe di-electron invariant mass in Geant4 by re-weighting the simulated di-electron invariantmass distribution with the one obtained from the Bethe-Heitler formula. The Bethe-Heitlerformula gives the exact description of the di-electron invariant mass resulting from photonconversions (for more details see Appendix B.2). However, the impact of this correction wasfound to be negligible. Another possible explanation is the discrepancy between the VELOmodel in Geant4 and the actual geometry of the detector components. In particular, the shapeof the RF-foil, which is the first material in the detector seen by the photons, is slightlydifferent to the real one. Shape differences have been studied in Ref. [47] using hadronicinteractions in the VELO material, however, the question of whether or not these differencescan lead to such large deviations between data and simulation requires a more dedicated studyof photon conversions. For the present analysis, the simulated distributions are re-weightedusing gradient-boosting (see Sec. 5.4) to compensate for the deviation from the real datadistributions. The gradient-boosting re-weighter is fed with the transverse momenta of the D∗0and the electrons, and with the y-component of the electrons’ momentum. Additionally, thethree spatial distributions of the photon’s conversion vertex are re-weighted to tackle potentialdeviations due to inaccuracies in the detector shape model. The result of the re-weightingis shown in the right column of Fig. 6.9. More distributions can be found in the AppendixC.1. The overall agreement after re-weighting is good. Persisting differences are mainly dueto difficulties arising when re-weighting is performed in more than two variables with littlestatistics available in the training of the gradient-boosting re-weighter. The lack of statisticsmakes it difficult for the re-weighter to correctly adhere the variables’ mutual correlations.The set of re-weighting variables is thus chosen such that it is as small as possible whileleading to an acceptable agreement between data and simulation. For all further analysissteps, the re-weighted D∗0→ D0(γ→ e+e−) simulation is used if not stated differently.
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Figure 6.9: Comparison between simulated D∗0→ D0(γ→ e+e−) distributions (dashed red) andsWeighted data (solid blue) shown in the left column. The right column shows thecorresponding re-weighted distributions.
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6.4.3 D∗0→ D0e+e− vs. D∗0→ D0(γ→ e+e−)

To be able to investigate differences between the signal channel simulation and datafrom the control channel, the intrinsic difference between the decays D∗0→ D0e+e− and
D∗0→ D0(γ→ e+e−) has to be understood. The underlying physics of both decays, i.e.the matrix elements of the plain D∗0 decays, is very similar, differing only by an additionalQED vertex. It is therefore reasonable to assume that differences are mainly due to thephoton conversion. Qualitatively, a photon is more likely to produce a pair of electrons whenit is travelling through parts of the VELO where a large amount of material is present.On the contrary, large amounts of material block the free path of electrons coming directlyfrom the primary interaction region, leading to multiple scattering, bremsstrahlung and thusto a lower reconstruction efficiency. Indeed, this effect can be observed by comparing thetopology of both decays in the η-φ-plane, where η is the pseudo-rapidity and φ the azimuthalangle with its zero defined on the x-axis. Fig. 6.10a shows the η-φ-plane of the signalchannel, which resembles the average radiation length seen by particles passing throughthe VELO (cf. Fig. 4.5 left). The main bulk of material that causes the drop in efficiencyaround φ = ±90◦ (±y-direction) belongs to the RF-foil, but also the small overlap of VELOmodules in this area (cf. Fig. 4.4 bottom left) increases the amount of integrated materialseen by the electrons. The narrow band visible at φ ≈ 0◦ (x-direction) corresponds to a dropin efficiency due to electron trajectories crossing the beam line. This narrow band is also
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Figure 6.10: Simulated η-φ-plane of electrons from signal channel (a) and from control cannel (b).
visible in the η-φ-plane of electrons produced in photon conversions, shown in Fig. 6.10b.However, regions within the VELO where there is a large amount of material, i.e. around
φ = ±90◦, are beneficial for photon conversions and thus more control channel electronsoccur in these regions. The same effect can be seen at η ≈ 4.2 in Fig. 6.10b and Fig. 6.9has for this value in pseudo-rapidity (equivalently the polar angle θ ≈ 30 mrad) the photontraverses the VELO almost in its full length seen from the interaction point (cf. Fig. 4.4). Theseacceptance differences result in differences between the kinematic distributions of the decays
D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−). Particularly the x- and y-components of themomenta are affected as shown in Fig. 6.11 in the left column (more figures can be found inthe Appendix C.2). Re-weighting the simulated signal η and φ distributions of the electronssuch that they agree with the corresponding uncorrected control channel distributions resolvesthe differences in the kinematic variables as shown in the right column of Fig. 6.11. It cantherefore be assumed that distributions of the signal channel are comparable to distributionsof the control channel as long as they are compensated for material effects.
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Figure 6.11: Comparison between simulated control channel distributions (dashed red) and simulatedsignal (solid blue) shown in the left column. The right column shows the distributionswhere signal is re-weighted in η and φ of the electrons.
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6.4.4 Differences between D∗0→ D0e+e− Simulation and Data

The strategy to verify the simulated distributions of the decay D∗0→ D0e+e− is now asfollows:
1. Re-weight the signal channel simulation in η and φ of the electrons to match thesimulated control channel distributions. This time, however, the previously re-weighted
D∗0→ D0(γ→ e+e−) distributions are used as re-weighting target.

2. Investigate differences between η-φ-weighted signal simulation and re-weighted controlchannel simulation.
3. Correct for newly formed differences by re-weighting the signal simulation in therespective variables.
4. Remove η-φ-weights from the simulated signal distributions and take weights foundin step 3 as correction factor for differences between D∗0→ D0e+e− simulation anddata.

The underlying assumption for this strategy to work is that the differences between data andsimulation are similar in both signal and control channel apart from the obvious differencesdue to the photon conversion. Another approach, which would get around this assumption, isto find a different known particle decay exhibiting enough similarities to the D∗0→ D0e+e−decay such that it can be used to verify the simulated sample. However, to find such adecay is not straightforward and thus for the scope of this thesis the assumption is taken asacceptable.The comparison between the η-φ-weighted signal simulation and re-weighted controlchannel simulation is shown in right column of Fig. 6.12 (more figures in Appendix C.3).The variables pT(D∗0) and pT(e±) are re-weighted to match the corrected control channeldistributions as shown in the left column of Fig. 6.12. The result of the re-weighting procedurefor the simulated sample of D∗0→ D0e+e− is shown in Fig. 6.13 (more figures in C.3). Inthe following selection steps, the re-weighted D∗0→ D0e+e− simulation is used.
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Figure 6.12: Comparison between simulation of signal re-weighted in η and φ of the electrons(blue solid line) and corrected control channel (dashed red) (left column). Result of theadditional signal simulation re-weighting in pT (D∗0) and pT(e±) to match correctedcontrol channel distributions (right column).
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Figure 6.13: Result of the re-weighting in pT (D∗0) and pT(e±) without η-φ-weights. The re-weighted signal simulation is shown as solid blue line, the original uncorrectedsimulation is shown as dashed red points.
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6.5 multivariate selection using machine learning

After correction of the simulated signal sample, it can be used as training sample in a machinelearning algorithm that further separates D∗0→ D0e+e− from background events. For thealgorithm to learn how signal looks like in the presence of background events, it has to alsobe given information about how the background distributions look like. Therefore, the uppersideband of the mass difference between D∗0 and D0, defined as ∆mDTF ∈ [150, 250]MeV/c2,is taken as pure background sample. Furthermore, variables are needed that allow the algorithmto find differences between signal and background and additionally are not or only very weaklycorrelated with ∆mDTF. The latter requirement is particularly important for the backgroundsample as otherwise an artificial signal could be modelled out of the background by themultivariate selection exploiting correlations. A correlation of input variables with ∆mDTFin the signal sample on the other hand leads to a non-flat signal selection efficiency inthis variable which in turn might distort the signal shape. The choice of machine learningalgorithm itself is in principle arbitrary and thus several artificial neural networks as well asboosted decision trees have been tested. The set of input variables shown in Table 6.6 is foundby subsequently including variables with good separation power and keeping those whichsignificantly improve the separation power of the resulting classifier. Not many variableshave been found that fulfil both criteria, independence of ∆mDTF and good separation power.Especially kinematic variables of the electrons exhibit correlations with ∆mDTF in the signalsample. The cause of this correlation is presumably the dependence of energy loss due tobremsstrahlung on the momentum of the electron, i.e. the migration of an event into thebremsstrahlung tail of the signal peak depends on the momentum of the electrons present inthis event. For an efficient separation of signal and background, however, using kinematicvariables of the electrons is inevitable. The machine learning algorithm that is opted for in thisanalysis is therefore gradient boosting on decision trees using the special loss function givenin Eq. 5.18. This allows to use variables correlated to ∆mDTF while also retaining flatnessof the selection efficiency in this variable. A comparison between signal and background
Table 6.6: Variables exploited by the uniform gradient boosted decision tree.

Candidate Input Variable
D∗0 log(pT)log(IP)log(χ2IP)
e± log(min[pT(e+), pT(e−)])misc. min[arctan(pX (e±)× pX (D0))]min[arctan(pY (e±)× pY (D0))]

distributions of the chosen input variables is shown in Fig. 6.14. Input variables are smoothedand scaled to small values using the logarithm and arc tangent function. This makes it easierfor the gradient boosting classifier to approximate the optimal test statistic in regions that areotherwise sparsely populated by events. Linear correlations among the input variables andwith ∆mDTF in the signal sample are shown in Fig. 6.15. Linear correlations with ∆mDTF inthe background are found to be negligible (see Appendix Fig. D.1). Samples of the signalsimulation and the upper sideband from data are randomly split into five training samples.
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Figure 6.14: Input variable distributions from simulated signal (green) and ∆mDTF upper sideband(blue).
During the training process, a so-called 5-fold cross-validation [76] is applied. Of the fivesub-samples, one sub-sample is retained as test data to validate the classifier trained on theremaining four sub-samples. This process is repeated five times such that all available datahas been used for training and testing likewise. This way, the limited statistics available inthe simulated signal sample is most efficiently used. If data, which is not used in trainingprocess, is presented to the classifier, the median of the five single predictions is taken asglobal response of the classifier. The response of the classifier is a number between 0 and 1,
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Figure 6.15: Linear correlation of input variables and ∆mDTF obtained from signal simulation.
where events with a prediction close to 0 are classified as background-like and a predictioncloser to 1 identifies an event as more signal-like. The predictions for the training and testsamples are shown in Fig. 6.16. No significant overtraining is observed as both distributionsroughly agree within their statistical uncertainty. Performances of classifiers can be comparedusing the receiver operating characteristic (ROC) curve. In Fig. 6.17 the performance of bothgradient boosting classifiers with loss functions introduced in Sec. 5.4 is shown. It is expectedthat the classifier using only the AdaLoss function performs slightly better than the one usingboth, AdaLoss and flatness loss function. The observed performance difference is small withan area under the ROC curve of 0.85 for AdaLoss and 0.84 for uniform gradient boosting. Theresulting selection efficiencies as a function of ∆mDTF are shown in Fig. 6.18 for the signaland background test samples. The background sample shows no prominent dependence ofthe selection efficiency on the mass difference between D∗0 and D0 for various cuts on theclassifier response for both loss functions. In the signal test sample, the expected correlationbetween selection efficiency and ∆mDTF is visible as an almost linear slope towards highermass differences when using the AdaLoss function. This correlation is clearly mitigated byadditionally using the flatness loss function. In a direct comparison between the selectionefficiencies of both classifiers for equal cuts on their response, the better performance ofAdaBoost is again visible.
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Figure 6.16: Predictions made by the uniform gradient-boosting (uGB) classifier for test (datapoints, blue for background and green for signal) and training (columns, shaded red forbackground and solid blue for signal) sample. The comparison between a classifier’sprediction for the training sample and an independent validation sample serves asovertraining check.

Figure 6.17: ROC curves of gradient-boosting classifier with AdaLoss function (green) and flatnessloss function evaluated on the test sample.
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Figure 6.18: Selection efficiency as a function of ∆mDTF for different cuts on the flatness classifierresponse evaluated on the background test sample (top left) and signal test sample(top right). For comparison, the corresponding selection efficiencies for AdaBoost areshown in the bottom row.



60 selection

6.6 optimising the selection

After the training process, the classifier response (BDT response) is a powerful selectionvariable, bundling the ability of its input variables to suppress combinatorial background.Another powerful variable to reject background originating from random combinations of twoelectrons to a di-electron candidate is the di-electron mass as already mentioned in thepre-selection Sec. 6.2. Applying a single cut on each of these two variables constitutesthe final step in the selection process. As the goal of the work presented here is the firstobservation of the decay D∗0→ D0e+e−, the cuts are chosen such that a metric representingthe statistical significance of the expected signal becomes maximal. A popular choice for themetric is the figure of merit (FoM)
F =

S√
S + B

(6.8)
where S is the expected signal yield of the D∗0→ D0e+e− decay and B the expectednumber of background events in the signal region. The cuts that maximise this quantity arefound by evaluating the yield ND0γ obtained in the control channel after applying the cutsand scaling it according to

S = ND0γ × B (D
∗0→ D0e+e−)× εsig,MCsel × ξsig

B (D∗0→ D0γ)× εcon,MCsel × ξcon
(6.9)

where εsig,MCsel and εcon,MCsel are the selection efficiencies obtained from signal and controlchannel simulation, respectively, ξsig and ξcon are the simulation specific generator-level-cutefficiencies (see Appendix A) and the ratio of branching ratios is taken from Eq. 2.9. The yield
ND0γ is extracted as parameter of a control channel fit performed for each set of cuts underconsideration. The quantity S then corresponds to the expected number of D∗0→ D0e+e−events for a given set of selection cuts. The number of background events B in the signalregion, defined as ∆mDTF ∈ [100, 150]MeV/c2, is determined by fitting the upper sidebandof the ∆mDTF distribution after applying the set of cuts under consideration and extrapolatingthe found background yield into the signal region. An example of these fits is shown inAppendix E. The determination of the selection efficiencies from simulation is discussed inChap. 7.1. The optimal working point is derived by first performing a coarse scan through thespace spanned by possible cuts on the classifier response and on the di-electron mass. Theresulting values of the FoM are shown in Fig. 6.19. The region exhibiting the highest valuesof the FoM is then scanned again using finer steps. This procedure is repeated until shrinkingthe step size does not give more information about the optimal working point consideringthe uncertainty of the FoM. The uncertainty of the FoM is calculated from the statisticaluncertainty of the yields obtained from the fits and the uncertainty of the efficiencies. Thefinal scan is shown in Fig. 6.20, according to which the optimal working point is given bythe selection: BDTresponse > 0.45 and m(e+e−) < 40MeV/c2. These two cuts finalisethe selection and thus mark the last step taken before the signal region is un-blinded.The final ∆mDTF distributions with applied control and signal channel veto, respectively,are shown in Fig. 6.21 and Fig. 6.22. In both distributions, a clear peak is visible around
∆mDTF = 142 MeV/c2.
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Figure 6.19: Coarse scan through cuts on the invariant mass of the di-electron system and theBDT classifier response. The number in each field shows the value of the FoM for thecorresponding cuts.
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Figure 6.20: Fine scan through cuts on the invariant mass of the di-electron system and the BDTclassifier response. The number in each field shows the value of the FoM for thecorresponding cuts.
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Figure 6.21: Distribution of ∆mDTF after full selection and applied control channel veto.
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Figure 6.22: Distribution of ∆mDTF after full selection and applied signal channel veto.



7 D E T E R M I N AT I O N O F T H E
B R A N C H I N G R AT I O

In this chapter, the branching ratio of the decay D∗0→ D0e+e− relative to the decay
D∗0→ D0γ is determined using data and simulation selected as discussed in the previouschapter. First, efficiencies of the full selection are obtained from simulation, before the finalyields of D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−) decays are extracted by fitting thefinal ∆mDTF distributions.
7.1 efficiency determination

The total efficiency estimates the number of selected candidates relative to all candidatedecays that occurred during data taking. It is composed of partial efficiencies specifyingfractions of candidates that end up in LHCb’s detector acceptance, that are reconstructed,that pass the trigger selection and that pass the signal selection. Since simulated events runthrough the same selection chain as data, the total efficiency is in principle directly givenby the ratio of selected events and the number of events that have been generated in thesimulation. The generated number of events, however, already includes the set of generatorlevel cuts which select only candidates that decay in LHCb’s acceptance and have kinematicproperties that allow for a proper reconstruction. Furthermore, the simulated samples arere-weighted after the pre-selection such that they better describe the recorded data. There-weighting has an impact on the efficiency determination. The total efficiency obtained fromsimulation for signal and control channel is therefore split into four partial efficiencies:
εsig,MCtot = εsig,MCrec+trg+presel × ε

sig,MC
veto × εsig,MCBDT+M × ξsig (7.1)

εcon,MCtot = εcon,MCrec+trg+presel × ε
con,MC
veto × εcon,MCBDT+M × ξconwhere ξsig and ξcon are the generator level cut efficiencies for signal and control channel,respectively, εrec+trg+presel is the efficiency of all selection steps up to and includingpre-selection and is given by

εsig,MCrec+trg+presel =
NMC
rec+trg+presel(D∗0→ D0e+e−)

NMC
gen (D∗0→ D0e+e−) (7.2)

εcon,MCrec+trg+presel =
NMC
rec+trg+presel(D∗0→ D0(γ→ e+e−))

NMC
gen (D∗0→ D0γ)

where NMC
rec+trg+presel and NMC

gen are the number of selected and generated candidates,respectively. The generator level cut efficiencies (cf. Appendix A) are known from the productionof the simulated samples. Also known from the production of simulated samples is the numberof generated D∗0→ D0e+e− events (see Table 6.3). The number of generated D∗0→ D0γevents, however, cannot be simply taken from the full simulation production. As described inSec. 6.1.1 only events are kept in which the photon actually produced a pair of electrons.
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This leads to the technicality that sometimes not a single photon from a set1 of D∗0→ D0γdecays, passing the generator level cuts, converts. No record of these events is kept in theprivate simulation production used in this analysis, albeit that they contribute to the totalnumber of generated events. To work around this problem, a dedicated simulation productionof D∗0→ D0γ decays is performed with sets large enough that they definitely contain photonconversions. The efficiency εcon,MCrec+trg+presel is then given by:
εcon,MCrec+trg+presel = εrec+trg ×

NMC
rec+trg+presel(D∗0→ D0(γ→ e+e−))
NMC
rec+trg(D∗0→ D0(γ→ e+e−))

(7.3)
with

εrec+trg = (1.99± 0.04)× 10−4 (7.4)
where εrec+trg now contains the efficiency of reconstruction and trigger selection obtained fromthe dedicated simulation production and NMC

rec+trg(D∗0→ D0(γ→ e+e−)) is the number ofevents present in the tuple after reconstruction and trigger selection (see Table 6.3). Theefficiency εrec+trg also implicitly contains the conversion probability of the photon. Theefficiency εMCveto of the veto cuts is calculated as the ratio of events passing the pre-selectionand additionally passing the veto requirement. After pre-selection, applying veto cuts andre-weighting of the simulated samples, the efficiency of the multivariate selection and thefinal cut on the di-electron invariant mass has to be determined using the sum of weights2 ofthe simulated samples:
εsig,MCBDT+M =

∑Nsel
i=1 wi(D∗0→ D0e+e−)∑Nrec+trg+presel

i=1 wi(D∗0→ D0e+e−) (7.5)
εcon,MCBDT+M =

∑Nsel
i=1 wi(D∗0→ D0(γ→ e+e−))∑Nrec+trg+presel

i=1 wi(D∗0→ D0(γ→ e+e−))

The result of the efficiency determination for the full selection is given in Table 7.1. Thedifference between the selection efficiency of D∗0→ D0e+e− and D∗0→ D0(γ→ e+e−)decays is dominated by the photon conversion probability contributing to the efficiency
εMCrec+trg+presel in the control channel. Yet, the efficiency εMCBDT+M of the signal decay issignificantly smaller than the one of the decay D∗0→ D0(γ→ e+e−). This is due to the cuton the invariant di-electron mass, which has almost no effect in the case of photon conversionsbut removes a part of the D∗0→ D0e+e− signal.

1 The simulation production is split in computing jobs requesting a certain number of decays passing the generatorlevel cuts. "Set" refers to all generated decays of one job.2 Using the sum of weights cannot increase or decrease the statistical power of the simulated sample. Therefore theuncertainty of the sum of weights is scaled with effective weights given by wef f =∑wi/
∑

w2
i .
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Table 7.1: Selection efficiencies of signal and control channel as obtained from simulated samples.
(a) Signal Channel

Efficiency Estimated Value [%]
ξ 1.81± 0.03
εMCrec+trg+presel (1.03± 0.01)× 10−1
εMCveto 61.5± 0.6
εMCBDT+M 55.2± 0.5
εMCtot (6.33± 0.13)× 10−4

(b) Control channel
Efficiency Estimated Value [%]
ξ 8.00± 0.02
εMCrec+trg+presel (2.94± 0.07)× 10−3
εMCveto 96± 2
εMCBDT+M 80.9± 0.7
εMCtot (1.83± 0.05)× 10−4

7.2 event yield extraction and signal significance

The final ingredients for the branching ratio determination of the decay D∗0→ D0e+e−relative to the decay D∗0→ D0γ are the corresponding measured event yields. They areextracted by fitting the ∆mDTF data distributions after applying all veto and selection cuts.The fit model used to describe the D∗0→ D0(γ→ e+e−) candidate distribution is the onedefined in Eq. 6.7. The fit is shown is Fig. 7.1 with its fit parameters given in Table 7.2.Tail parameters of the D∗0→ D0(γ→ e+e−) model are fixed using a fit to the simulateddistribution (see Fig. F.1). The number of measured D∗0→ D0(γ→ e+e−) events is estimatedas
Ncon = 97931± 1479 (7.6)

where the uncertainty is the statistical one obtained from the fit. For the extraction of the
D∗0→ D0e+e− yield, a different background model has been developed as the combinatorialbackground predominantly consists of random combinations of two prompt electrons to adi-electron candidate rather than di-electron candidates from random photon conversions.The combinatorial background model is inspired by a shape used to describe the soft3 pionbackground in the D∗0-D0 mass difference of reconstructed D∗0→ D0π0 decays in Ref. [77].This model is combined with a Gaussian function and given by

PcombBGsig(∆mDTF; fcombBGsig, ∆m0,C ,B, µ, σ ) (7.7)
= fcombBGsig ×

[1− exp(− ∆m0 − ∆mDTF
C

)
+ B ×

(
∆mDTF
∆m0 − 1)]

+ (1− fcombBGsig)×G(∆mDTF; µ, σ )where ∆m0 is the threshold at which the first background component starts to act, Cdetermines the curvature of the shape, B steers the models behaviour for large ∆mDTF and
G is the Gaussian function. This model is tested using a 2016 data same-sign sample of
D∗0→ D0e+e− candidates. As can be seen in Fig. 7.2, the model describes the soft di-electron background quite well. The model describing the partially reconstructed background
D∗0→ D0[Aγe+e−]π0 is build from two sigmoid functions (see Eq. 6.4) according to:

PpartBGsig(∆mDTF; µ1, k1, µ2, k2) = S(∆mDTF; µ1, k1)×S(∆mDTF; µ2, k2) (7.8)
3 "Soft" refers to the fact that pions from D∗0→ D0π0 decays populate a very small phasespace and thus havevery little energy.
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This model is tested using the simulated D∗0→ D0[Aγe+e−]π0 sample (see Fig. F.3) andthe two inflection point parameters µ1 and µ2 are fixed to the values obtained from the fitto simulation. The model Psig describing the D∗0→ D0e+e− component is the same asfor D∗0→ D0(γ→ e+e−), given by Eq. 6.3. Its parameter set is completely fixed to valuesobtained from a fit to simulation (see Fig. F.2). The full model for the final signal fit is givenby:
PsigFull = Nsig ×Psig +NcombBGsig ×PcombBGsig +NpartBGsig ×PpartBGsig (7.9)

The fit is shown in Fig. 7.3 with its parameters given in Table 7.3. The number of measured
D∗0→ D0e+e− events is estimated as

Nsig = 3253± 238 (7.10)
where the uncertainty is the statistical one obtained from the fit.
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Figure 7.1: Fit of the ∆mDTF distribution after the full selection and applied signal channel veto.The combinatorial background model is shown as solid red curve, its two additivecomponents are the dashed blue and cyan curves, respectively. The model of the partiallyreconstructed background is shown in magenta and the model for D∗0→ D0(γ→ e+e−)is depicted in green. The parameters of the fit are given in Table 7.2.
Table 7.2: Parameters of the fit shown in Fig. 7.1. Parameters given without error are fixed in the fit.
Pcon PcombBG PpartBGParameter Value Parameter Value Parameter Value
α 0.1 µ1 90.4 ν1 60
n 11 k1 12.1 σL1 10.2
µCB 140.74± 0.03 µ2 160.9 σR1 16
σCB 1.57± 0.03 k2 −15.2 ν2 80.9
µG µCB µ3 162 σL2 13.8
σG 4.6 k3 13.7 σR2 6.7
fcon 0.95 fcombBG 0.720± 0.003 fpart 0.524± 0.004
Ncon 97931± 1479 NcombBG 338343± 1508 NpartBG 112579± 432
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σ 15± 3
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fcombBGsig 0.86± 0.04

Figure 7.2: Fit of 2016 data D∗0→ D0e+e+ candidates after full selection and control channel vetocut (left). The fitted model is defined by Eq. 7.7. The dashed red curves depict the Gaussianand "soft pion" component, respectively. The table (right) shows the corresponding fitparameters.
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Figure 7.3: Fit of the ∆mDTF distribution after the full selection and applied control channel veto. Thecombinatorial background model is shown as solid red curve, its two additive componentsare the dashed red curves. The model of the partially reconstructed background is shownin magenta and the model for D∗0→ D0e+e− is depicted in green. The parameters ofthe fit are given in Table 7.3.
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Table 7.3: Parameters of the fit shown in Fig. 7.3. Parameters given without error are fixed in the fit.
Psig PcombBGsig PpartBGsigParameter Value Parameter Value Parameter Value
α 0.087 ∆m0 33.75± 0.05 µ1 54.3
n 100 B −0.1048± 0.003 k1 6.3± 0.2
µCB 140.8 C 126 µ2 89.9
σCB 1.43 µ 119± 1 k2 −5.0± 0.6
µG µCB σ 25± 2 NpartBGsig 8147± 340
σG 10 fcombBGsig 0.83± 0.02
fsig 0.997 NcombBGsig 50799± 404
Nsig 3253± 238
The model presented in Eq. 7.9 can be viewed as an alternative hypothesis H to thenull hypothesis H0 stating that only background is present in the distribution shown in Fig.7.3. This hypothesis is tested by comparing the minimal value of the negative log-likelihoodobtained from the fit with the signal component, to the one obtained from a fit with thebackground model only. The optimal test statistic according to the Neyman-Pearson lemma[52] is as usual given by the likelihood ratio Λ. Moreover, according to Wilk’s theorem [78],the test statistic −2 ln(Λ) approximately follows a χ2-distribution when the sample sizeapproaches infinity. The degrees of freedom are given by the difference between the numberof free parameters in the full model and in the background model. The χ2 value is given by

χ2 = −2 ln(Λ) (7.11)
= −2[NLL(H)−NLL(H0)]

where NLL is the negative log-likelihood as defined in Eq. 5.4. Plugging in the negativelog-likelihoods NLL(H) = −303742.7 and NLL(H0) = −303662.2 obtained from the fitsgives χ2 = 161. The only additional free parameter in the full model compared to thebackground model is the signal yield. Therefore, only one degree of freedom lies between Hand H0. Integrating the corresponding χ2-distribution from χ2 = 161 to infinity gives the
p-value of the null hypothesis:

p = 6.5× 10−37 (7.12)
corresponding to a significance4 of the alternative hypothesis of

z = 12.7σ . (7.13)

4 Conveniently, the significance in units of σ is also approximately given by √χ2 .



7.3 branching ratio result 71

7.3 branching ratio result

The branching ratio of D∗0→ D0e+e− relative to D∗0→ D0γ is now simply given by:
B (D∗0→ D0e+e−)
B (D∗0→ D0γ) =

Nsig × εcon,MCtot

Ncon × εsig,MCtot
(7.14)

Using the numbers for the efficiencies and yields given above, this results in:
B (D∗0→ D0e+e−)
B (D∗0→ D0γ) = (9.6± 0.7 (stat))× 10−3 (7.15)

The statistical uncertainty is propagated from the statistical error of the event yields. Theuncertainties of the efficiencies are treated as systematic uncertainty in the next chapter.Using the known branching ratio of D∗0→ D0γ from Table 2.1, the branching ratio of
D∗0→ D0e+e− can be inferred from Eq. 7.15. This leads to

B (D∗0→ D0e+e−) = (3.38± 0.25 (stat))× 10−3 (7.16)



8 S Y S T E M AT I C U N C E R TA I N T I E S

The branching ratio measurement of the decay D∗0→ D0e+e− relative to the decay
D∗0→ D0γ is subject to various sources of systematic uncertainties arising from imper-fections of the used methods and incomplete knowledge about the exact behaviour of thedetector. A full study of systematic uncertainties is out of the scope of this thesis, thereforeonly uncertainty sources that are not expected to largely cancel in the ratio of branchingfractions and contribute the most are quantified. A summary of the quantified systematicuncertainties is given in Table 8.1.
finite size of simulated samples The selection efficiencies determined in Sec.7.1 have uncertainties due to the finite size of the simulated samples they are calculated from.The uncertainties are obtained by treating the application of selection criteria as a binomialprocess with the probability given by the true selection efficiency. Since the true selectionefficiency is unknown, the estimated efficiency ε̂ = k/N is taken as probability instead,where k and N denote the number of events after and before the selection, respectively. Theuncertainty of the selection efficiency is then given by

∆ε̂ =
√
ε̂(1− ε̂)

N (8.1)
The efficiencies and their uncertainties are given in Table 7.1. The relative error of theefficiencies directly propagates to a relative error of the branching fraction.
simulated velo material description Photon conversions in simulated controlchannel decays rely on an accurate description of the material within the VELO. In particular,the probability that a photon conversion occurs depends on the amount of material that istraversed by the photon, which can be expressed in terms of the fraction of a radiation length
X0. The relative uncertainty of X0 in simulation amounts to 6% [47] and is mostly due to limitson the accuracy of shape modelling in Geant4. The uncertainty of X0 is propagated to thephoton conversion probability (see Appendix B.1) which is implicitly contained in the totalselection efficiency of D∗0→ D0(γ→ e+e−). In a first order approximation, the relativeuncertainty of X0 directly contributes as relative uncertainty of the branching ratio.
simulation correction by re-weighting The simulated control channel sam-ple is corrected for deviations from data by re-weighting it using the sPlot technique. The setof variables used in the re-weighting has been chosen to be as small as possible while showinga good correction performance. Other variable sets, however, can have similar correction powerand their impact on the efficiency determination is studied by exchanging variables in theset with variables that are expected to have a comparable impact on the re-weighting, e.g.exchanging pT (D∗0) with pT (D0). Furthermore, the size of the set is varied by removingor adding single variables. The same procedure is applied to the re-weighting of simulated
D∗0→ D0e+e− decays. Since the correction of the simulated D∗0→ D0e+e− sample is notfully independent of the correction performed on D∗0→ D0(γ→ e+e−), each variation of the
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re-weighting variables in the signal channel is repeated for each tested re-weighting variableset of the control channel. This gives a distribution of efficiency ratios εcon,MCtot /εsig,MCtot , thestandard deviation of which is assigned as systematic uncertainty. The found 0.5% uncertaintyis small compared to others, which is due to cancellation of re-weighting uncertainties in theratio of efficiencies.
signal model The yields of signal and control channel are extracted by fitting aCrystal Ball function together with a Gaussian function to the shapes observed in the ∆mDTFdistributions (see Eq. 6.3). To evaluate the influence of the fit model on the branching ratioresult, an alternative model is fitted to the final signal and control channel distributions. TheCrystal Ball function is replaced by a Gaussian function with an exponential tail to the left.1As the nominal model has its parameters fixed to values obtained from simulation, also theparameters of the alternative model are determined by fitting the simulated distributions. Theyield extraction is then performed exactly as described in Sec. 7.2. The obtained deviationfrom the measured branching ratio is assigned as systematic uncertainty, which amountsto 17.7% in the signal channel and 0.3% in the control channel. The systematic uncertaintyderived for the control channel is neglected because it is small compared to the one from thesignal channel.
combinatorial background model The systematic uncertainty due to the choiceof a combinatorial background model in the signal channel is estimated by fitting an alternativemodel to the final ∆mDTF distribution. The alternative model is the sum of a Gaussian functionand the product of two sigmoid functions (cf. Eq. 7.7 and Eq. 7.8). As for the nominal model,the alternative model has been tested on the same-sign sample. The difference between theyield obtained by the nominal fit and using the alternative model is assigned as systematicuncertainty, amounting to 1.6%. The systematic uncertainty due to the combinatorial back-ground model in the control channel fit is estimated by varying its fixed parameters as follows:the ∆mDTF distribution of the control channel is fitted 50 times with each fixed parameterof the combinatorial background randomly sampled from a Gaussian distribution. The meanof the Gaussian distribution is given by the originally fixed parameter value and the widthis chosen such that sampled parameters on average lead to fits of acceptable quality. Thisprocedure gives a sample of 50 control channel yields, the standard deviation of which isassigned as systematic uncertainty. The standard deviation of the yields is large, giving a15.2% uncertainty on the ratio of branching fractions. The uncertainty of the signal and controlchannel combined amounts to 15.3%.

A more detailed study of systematic uncertainties has to investigate more potentialuncertainty sources and would utilise more thorough methods to quantify them. A typical, thoughtime-consuming approach are pseudo-experiments. To estimate the systematic uncertaintydue to the choice of a particular fit model, a large number of pseudo-datasets could becreated by sampling from the fit model. Fitting each of these pseudo-datasets with thenominal and alternative model and estimating the uncertainty from averaged quantities givesa more robust uncertainty assessment. This way, it could be checked whether or not the largeuncertainty obtained by the alternative signal model is an extreme case. Similarly, the effectof fixing bremsstrahlung tail parameters to values obtained from simulation should be studied.As mentioned above, the material description of the detector simulation is an uncertainty
1 This model is sometimes called "RooExpAndGauss".
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Table 8.1: Sources of systematic uncertainty and their relative contribution to the measured ratio ofbranching fractions. The total systematic uncertainty is the quadratic sum of all givensystematic uncertainties.
Source Relative uncertainty [%]Simulation statistics 3.4Material description in simulation 6Data/Simulation correction 0.5Signal Model 17.7Background Model 15.3Total 24.4

source on its own and it might accordingly lead to an uncertainty on the simulated electronbremsstrahlung, which does not fully cancel in the ratio of branching fraction as conversionelectrons traverse slightly less material than prompt ones. Another source of systematicuncertainty that could be studied is due to the veto that separates signal from control channel.This uncertainty is neglected here because it is small compared to others, yet with morestatistics in the control channel simulation a more precise estimate than (0.8± 0.8)% (seeSec. 6.3) for the expected D∗0→ D0(γ→ e+e−) pollution in the final D∗0→ D0e+e− yieldcould be given.In general, efficiencies of tracking and reconstructing electrons are a subject of on-goingresearch at LHCb. Especially for such low momentum electrons as present in the analyseddecays, tracking and reconstruction efficiencies are not known yet. It is expected, however, thatthese efficiencies and their uncertainties largely cancel in the ratio of branching fractions. Apotential exception of this cancellation might be a difference of tracking efficiency between di-electron candidates that have one track within the VELO and those which exhibit two separatetracks. The former predominantly occurs for electrons from the decay D∗0→ D0(γ→ e+e−)while the latter is the dominant case in D∗0→ D0e+e− decays. This effect has to be studiedin a future analysis.



9 C O N C L U S I O N

The first observation of the decay D∗0→ D0e+e− and a measurement of its branchingratio relative to the decay D∗0→ D0γ is presented in this thesis. The analysis results aresummarised in the first section of this chapter, before future prospects are pointed out asclosing remarks.
9.1 results

The branching fraction of the decay D∗0→ D0e+e− relative to the decay D∗0→ D0γ , followedby D0→ K−π+ in both channels, has been measured using a dataset corresponding to anintegrated luminosity of 1.87 fb−1 collected at 13 TeV centre-of-mass energy in proton-protoncollisions with the LHCb detector. The result of the relative branching fraction measurement is
B (D∗0→ D0e+e−)
B (D∗0→ D0γ) = (9.6± 0.7 (stat)± 2.3 (syst))× 10−3

where the uncertainties are statistical and systematic, respectively. With the known branchingfraction of the normalisation channel, the total branching ratio of the decay D∗0→ D0e+e−is given by
B (D∗0→ D0e+e−) = (3.38± 0.25 (stat)± 0.82 (syst)± 0.09)× 10−3

where the third uncertainty is due to normalisation to the decay D∗0→ D0γ . The number ofreconstructed D∗0→ D0e+e− decays is
Nsig = 3253± 238

which leads to 12.7σ statistical significance of the signal hypothesis, justifying the claim ofan observation.The result shows no significant deviation from the SM prediction given in Eq. 2.9 as[
B (D∗0→ D0e+e−)
B (D∗0→ D0γ)

]
SM

= 6.43× 10−3.
Several challenges have been met in the course of this analysis by using modern techniquessuch as the Turbo Stream for data acquisition, gradient boosting with a flatness loss functionto treat correlations and gradient boosting as re-weighting algorithm. Moreover, the presentedanalysis is the first to exploit prompt low-momentum electrons at the LHCb experiment.

75
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9.2 outlook

For a future publication of the analysis presented in this thesis, several improvements canbe made, the priority of which should be the reduction and further study of systematicuncertainties. The statistical uncertainty is expected to already decrease roughly by a factorof 1/
√2 when the available 2018 dataset is included. The selection process should be furtheroptimised by requiring specific L0 and HLT1 trigger decisions, which is expected to rendercleaner variable distributions. The combinatorial background due to random combinations of a

D0 candidate with a di-electron candidate from a photon conversion has to be studied in moredetail to obtain a better fit model, which should largely reduce the systematic uncertaintyassigned to it. The small private simulation productions will be replaced by larger officialones, which enable a more precise determination of selection efficiencies and possibly a betterhandle on the shapes of the partially reconstructed backgrounds. With a better backgroundmodel in the control channel, also the study of discrepancies between data and simulationvia the sPlot technique becomes more robust. There are also efforts at LHCb to improve thetreatment of photon conversions in Geant4 with the to goal obtain a better approximation ofthe di-electron invariant mass distribution. Eventually, the analysis can be promoted to adark photon search, for which the experience gained during the analysis of D∗0→ D0e+e−is of great value. The big leap, however, will be the LHCb detector upgrade during the longshutdown of the LHC between 2019 and 2021. For Run III of the LHC, a triggerless-readoutsystem will be employed at LHCb, which in particular allows efficient software triggeringon low-momentum signatures [79] such as the electrons occurring in this analysis. Moreover,the redesign of the VELO to use pixels is expected to decrease its material budget [80] andtherefore the probability of photon conversions, which will be beneficial for a further extensionof the analysis to a search for long-lived dark photons in decays of the D∗(2007)0 meson.





A G E N E R ATO R L E V E L C U T S

Propagating simulated events through the detector simulation is only reasonable if the signalparticles exhibit kinematic properties which can be reconstructed afterwards. Furthermore,signal decay products that are not within the acceptance of the LHCb detector can also bediscarded before handing them to Geant4. Therefore, only signal candidates passing a set ofcuts run through the detector simulation. The cuts applied to simulated samples used in thisanalysis are listed in Table A.1. They are chosen such that particles have enough momentumto make it into long tracks. The momentum cut of the γ is tuned such that electrons comingfrom a conversion of this photon are likely to fulfil the requirements put on prompt electrons.The efficiencies of these cuts are given in Table A.2.
Table A.1: Cuts applied at generator level in the simulation. The cuts on the photon are only appliedfor D∗0→ D0γ . The angle θ is defined as the angle between the particles momentumvector and the z-axis.

Particle Gen. Lvl. Cut
D∗0 p > 6000 MeV/c
D0 p > 3000 MeV/c
K− p > 1500 MeV/c

pT > 50 MeV/c10 mrad < θ < 400 mrad
π+ p > 1500 MeV/c

pT > 50 MeV/c10 mrad < θ < 400 mrad
e± p > 1500 MeV/c

pT > 50 MeV/c10 mrad < θ < 400 mrad
γ p > 2500 MeV/c10 mrad < θ < 400 mrad

Table A.2: Generator-level-cut efficiencies for signal and control channel simulation.
Simulated decay Generator-level-cut efficiency ξ
D∗0→ D0e+e− (1.81± 0.03)%
D∗0→ D0γ (8.00± 0.02)%
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b.1 photon conversion probability

The probability P that a photon interaction with matter results in a creation of an electronpair, without first undergoing Compton scattering, is given by [7]:
P = 1− exp(− x

λ

) (B.1)
where x is the distance the photon travelled through the material and λ is the photonattenuation length. For photons, the attenuation length is related to the radiation length by79λ = X0. Hence, the conversion probability can be expressed in terms of the radiation lengthas

P = 1− exp(− 7x9X0
) (B.2)

Since the photon energies present in D∗0→ D0(γ→ e+e−) decays produced in proton-proton collisions at √s = 13 TeV are O(GeV), the dominant photon interaction process withmatter is pair creation. The conversion probability of photons analysed in this thesis cantherefore be roughly estimated by Eq. B.2. The distance a photon has to travel before it hitsthe first active material within the VELO can be expressed in fractions of the radiation lengthand amounts to 0.042X0. The average amount of material traversed by the photon beforeleaving the VELO at z = 835 mm is 0.227X0 [47]. With these two numbers approximate upperand lower bounds for the conversion probability can be calculated using Eq. B.2:
3% ≤ P ≤ 16% (B.3)

For small probabilities, Eq. B.2 can be well approximated by the first term of its Taylorexpansion and thus a relative uncertainty on X0 directly gives the relative uncertainty on P .
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b.2 invariant mass of the di-electron system from
photon conversions

The di-electron invariant mass from converting photons is not properly modelled in Geant4.The simulation distributes the energy of the photon to the electron and positron correctly butthen approximates the distribution of the polar angle with respect to the momentum vector ofthe photon as the sum of two exponential functions [81, 82]. The approximation is opted forout of efficiency reasons, however, it leads to a di-electron invariant mass distribution thatis approximately correct for low masses but decreases too fast for higher masses. The exactdi-electron invariant mass distribution can be obtained from the Bethe-Heitler formula as[83]:
dσdx ∝ 1

x3
[
F1(x) ln ( 216xZ−1/3√1+ ( 216x2Z−1/32y )2)−F2(x)

] (B.4)
with

F1(x) =
(2+ 2

x2 − 1
x4
)cosh−1(x)−(1+ 1

x2
)√1− 1

x2
F2(x) = 16

(16+ 21
x2 − 17

x4
)cosh−1(x)− 112

(28+ 17
x2
)√1− 1

x2
where x ≡ q2me

, y ≡ Eγ2mec2 , Z is atomic number of the material in which the conversionhappens, q is equivalent to the di-electron invariant mass, me is the electron mass, Eγ is thephoton energy and c is the speed of light. The distribution is shown in Fig. B.1 for differentvalues of Z and Eγ . The values correspond to typical photon energies present in D∗0→ D0γ
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Figure B.1: Di-electron invariant mass distribution as obtained from Eq. B.4 for typical photonenergies present in this analysis (left) and for atomic numbers of magnesium, aluminiumand silicon which are typical VELO materials (right).
decays from proton-proton collisions at √s = 13 TeV and to atomic numbers of materialpresent in the VELO. The impact of different possible Eγ and Z is negligible. The di-electroninvariant mass distribution from the Bethe-Heitler formula compared to the one from Geant4is shown in Fig. B.2. It is clearly visible that higher invariant masses are more abundant inthe distribution obtained from the Bethe-Heitler formula.
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b.3 study of photon conversion background

The combinatorial background arising from random combinations of a D0 candidate with adi-electron candidate from a genuine photon conversion is studied by producing "fake photons"and by event mixing as described in Sec. 6.4.1.
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Figure B.3: "Fake photon" ∆mDTF distribution.
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c.1 control channel vs. data
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Figure C.1: Comparison between simulated D∗0→ D0(γ→ e+e−) distributions (dashed red) andsWeighted data (solid blue) shown in the left column. The right column shows thecorresponding re-weighted distributions.
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Figure C.2: Comparison between simulated D∗0→ D0(γ→ e+e−) distributions (dashed red) andsWeighted data (solid blue) shown in the left column. The right column shows thecorresponding re-weighted distributions.
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Figure C.3: Comparison between simulated D∗0→ D0(γ→ e+e−) distributions (dashed red) andsWeighted data (solid blue) shown in the left column. The right column shows thecorresponding re-weighted distributions.
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Figure C.4: Comparison between simulated D∗0→ D0(γ→ e+e−) distributions (dashed red) andsWeighted data (solid blue) shown in the left column. The right column shows thecorresponding re-weighted distributions.



c.2 simulated signal channel vs. control channel 87

c.2 simulated signal channel vs. control channel

0

0.01

0.02

0.03

0.04

0.05

0.06

no
rm

al
is

ed
 

2.5 3 3.5 4 4.5
)+(eη

0.5

1
1.5ra

tio

ee 0MC:D  γ0MC:D

(a)

0

0.01

0.02

0.03

0.04

0.05

0.06

no
rm

al
is

ed
 

2.5 3 3.5 4 4.5
)+(eη

0.5

1
1.5ra

tio

-weighted φ-ηee 0MC:D  γ0MC:D

(b)

0
0.005

0.01
0.015
0.02

0.025
0.03

0.035
0.04

0.045

no
rm

al
is

ed
 

2− 0 2
)[rad]+(eφ

0.5

1
1.5ra

tio

ee 0MC:D  γ0MC:D

(c)

0
0.005

0.01
0.015
0.02

0.025
0.03

0.035
0.04

no
rm

al
is

ed
 

2− 0 2
)[rad]+(eφ

0.5

1
1.5ra

tio

-weighted φ-ηee 0MC:D  γ0MC:D

(d)

0
0.01
0.02
0.03

0.04
0.05

0.06

no
rm

al
is

ed
 

2.5 3 3.5 4 4.5
)-(eη

0.5

1
1.5ra

tio

ee 0MC:D  γ0MC:D

(e)

0
0.01
0.02
0.03
0.04
0.05

0.06

no
rm

al
is

ed
 

2.5 3 3.5 4 4.5
)-(eη

0.5

1
1.5ra

tio

-weighted φ-ηee 0MC:D  γ0MC:D

(f )

0
0.005

0.01
0.015
0.02

0.025
0.03

0.035
0.04

0.045

no
rm

al
is

ed
 

2− 0 2
)[rad]-(eφ

0.5

1
1.5ra

tio

ee 0MC:D  γ0MC:D

(g)

0
0.005

0.01
0.015
0.02

0.025
0.03

0.035
0.04

0.045

no
rm

al
is

ed
 

2− 0 2
)[rad]-(eφ

0.5

1
1.5ra

tio

-weighted φ-ηee 0MC:D  γ0MC:D

(h)

Figure C.5: Comparison between simulated control channel distributions (dashed red) and simulatedsignal (solid blue) shown in the left column. The right column shows the distributionswhere signal is re-weighted in η and φ of the electrons.
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Figure C.6: Comparison between simulated control channel distributions (dashed red) and simulatedsignal (solid blue) shown in the left column. The right column shows the distributionswhere signal is re-weighted in η and φ of the electrons.
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Figure C.7: Comparison between simulated control channel distributions (dashed red) and simulatedsignal (solid blue) shown in the left column. The right column shows the distributionswhere signal is re-weighted in η and φ of the electrons.
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c.3 re-weighting of signal channel simulation
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Figure C.8: Comparison between simulation of signal re-weighted in η and φ of the electrons(blue solid line) and corrected control channel (dashed red) (left column). Result of theadditional signal simulation re-weighting in pT (D∗0) and pT(e±) to match correctedcontrol channel distributions (right column).
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Figure C.9: Comparison between simulation of signal re-weighted in η and φ of the electrons(blue solid line) and corrected control channel (dashed red) (left column). Result of theadditional signal simulation re-weighting in pT (D∗0) and pT(e±) to match correctedcontrol channel distributions (right column).
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Figure C.10: Comparison between simulation of signal re-weighted in η and φ of the electrons(blue solid line) and corrected control channel (dashed red) (left column). Result of theadditional signal simulation re-weighting in pT (D∗0) and pT(e±) to match correctedcontrol channel distributions (right column).
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Figure C.11: Result of the re-weighting in pT (D∗0) and pT(e±) without η-φ-weights. The re-weighted signal simulation is shown as solid blue line, the original uncorrectedsimulation is shown as dashed red points.
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Figure C.12: Result of the re-weighting in pT (D∗0) and pT(e±) without η-φ-weights. The re-weighted signal simulation is shown as solid blue line, the original uncorrectedsimulation is shown as dashed red points.
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Figure D.2: Cramer-von Mises (CvM) similarity between distributions as a function of number oftrained decision trees. This metric gives an estimate on how flat the signal efficiency isin the ∆mDTF variable for both, gradient boosting with AdaLoss (green) and flatnessloss (blue). Smaller values of this metric correspond to better flatness.
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Figure D.3: Standard deviation of efficiency (SDE) between distributions as a function of number oftrained decision trees. This metric gives an estimate on how flat the signal efficiency isin the ∆mDTF variable for both, gradient boosting with AdaLoss (green) and flatnessloss (blue). Smaller values of this metric correspond to better flatness.
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Figure E.1: Fit of the D∗0→ D0(γ→ e+e−) ∆mDTF distribution obtained from data after requiringBDTresponse > 0.45 and m(e+e−) < 40 MeV/c2. The fit model is the one describedin Eq. 6.7 except for the upper part of the combinatorial background which is not fittedhere.
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Figure E.2: Fit of the D∗0→ D0e+e− ∆mDTF combinatorial background distribution obtained fromdata after requiring BDTresponse > 0.45 and m(e+e−) < 40 MeV/c2. The fit model isthe one described in Eq. 6.5 except for the upper part of the combinatorial backgroundwhich is not fitted here. The left-flank part of the model is fixed to the shape obtainedfrom a 2016 same-sign sample of D∗0→ D0e+e− candidates.
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Figure F.1: Fit of simulated D∗0→ D0(γ→ e+e−) after all selection cuts and applied signalchannel veto (left). Parameter table (right) of the fitted model defined in 6.3.
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